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inflation as a meaningful way to interpret the
inflation process in the United States.

One immediate benefit of dropping the empha-
sis on core inflation would be to reconnect the
Federal Reserve with households and businesses
who know price changes when they see them.
With trips to the gas station and the grocery store
being some of the most frequent shopping expe-
riences for many Americans, it is hardly helpful
for Fed credibility to appear to exclude all those
prices from consideration in the formation of
monetary policy.

There are several key arguments that are
commonly used to favor a focus on core inflation
in monetary policy discussions.2 I will argue that
all of them are essentially misguided. Because of
this, the best the central bank can do is to focus
on headline measures of inflation. The headline
measures were designed to be the best measures
of inflation available—the Fed should respect that
construction and accept the policy problem it
poses. Many other central banks have solidified
their position on this question by adopting
explicit, numerical inflation targets for headline
inflation, thus keeping faith with their citizens

C ontrolling overall inflation is a goal
of monetary policy. Measures of over-
all, or headline, inflation attempt to
include changes in the prices paid for

a wide variety of goods—that is, what households
actually have to pay for their daily purchases.
This is a sensible notion of precisely what the
central bank can and should control over the
medium term.

Many discussions of monetary policy, even
within the central banking community, discuss
movements of subsets of prices instead of the over-
all or headline measure of price changes. The most
famous subset is the “core”—all prices except
those relating to food or energy. Core inflation is
the measured rate of increase of these prices.1

Control of core inflation is not the goal of mone-
tary policy, although it sometimes seems to be,
given the amount of emphasis put on this concept
in the United States.

Many of the old arguments in favor of a focus
on core inflation have become rotten over the
years. It is time to drop the emphasis on core

1 Figures 1 and 2 show core and headline inflation for the consumer
price index (CPI) and the personal consumption expenditures
(PCE) chain price index. 2 See, for instance, Mishkin (2007).
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Figure 1

CPI Inflation Measures: Headline and Core

SOURCE: Bureau of Labor Statistics. Last observation April 2011.
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PCE Chain Price Index Inflation Measures: Headline and Core

SOURCE: Bureau of Economic Analysis. Last observation April 2011.



that they will work to keep headline inflation
low and stable. The Fed should do the same.

THE “VOLATILITY” ARGUMENT
I will start with an easy one, the argument

that headline inflation is more volatile than core
inflation and that, therefore, if monetary policy
reacts systematically to headline inflation the
economy itself would become more volatile. This
could also be termed the “all hell would break
loose” argument.

Yes, it is true that headline inflation tends to
be more volatile than subset inflation measures
that exclude or downweight the most volatile
components. However, I do not think this says
anything about how policy should or should not
react to movements in headline inflation. Any
policy response can of course be adjusted appro-
priately to take into consideration that the price
index contains a certain level of volatility. In other
words, the policy response can be optimized given
the inflation index being targeted. Some monetary
policy simulations that I have seen in this area
simply take an existing policy rule that has been
designed for core inflation and use the same rule
with headline inflation—resulting in increased
volatility in goal variables. That type of experi-
ment is just saying that an inappropriate policy
rule will produce less-than-satisfactory results,
which is hardly surprising.

One might very legitimately turn the headline
volatility question on its head. With core inflation
as the preferred index for monetary policy analy-
sis, the policymaker will tend to react to relatively
small movements in measured core inflation. In
that case, arguably, any policy response has to be
larger—possibly substantially larger—when even
small changes in measured core inflation are
observed in order to execute the optimal policy.
This may be ill-advised to the extent that small
movements in core inflation are, in fact, simply
noise.

Recent experience offers something to ponder
in this regard. While many think that the recent
financial crisis provides an illustration of the
merits of the focus on core inflation, I do not see

it that way at all. During the second half of 2008
and into 2009, headline inflation measured from
one year earlier fell dramatically and in fact moved
into negative territory. This was a signal—one
among many, to be sure—that a dramatic shock
was impacting the U.S. economy. Inflation was
not immune to this shock. The Federal Open
Market Committee (FOMC) reacted appropriately
with an aggressive easing of monetary policy.
Yet the movements in core inflation during this
chilling period were far more muted and sent
much less of a signal that action was required.

There is also the question of the wisdom of
an intermediate target strategy with respect to
inflation. Since headline inflation is the goal for
monetary policy, the introduction of the core
inflation concept as an intermediate target intro-
duces some slippage between the variable the
Committee is reacting to and the ultimate value
of the goal variable. The intermediate target strat-
egy works as follows: The Committee makes a
policy tool adjustment (such as the policy interest
rate), which is designed to target core inflation,
which subsequently impacts headline inflation.
It is not clear that this intermediate target strategy
actually maximizes policy performance with
respect to the overall price index. For that, much
depends on the statistical properties of the rela-
tionship between core inflation and headline
inflation, and that relationship tends to change
over time.

And finally on the topic of the volatility of
headline inflation, the headline index can be
smoothed in any number of other ways that stop
short of ignoring a wide class of important prices
in the economy. One simple way is to consider
headline inflation measured from one year earlier,
but there are many others. To the extent that the
volatility of headline inflation is a problem, there
are better methods of addressing that than to
simply dismiss troublesome prices.

THE “CORE PREDICTS HEADLINE”
ARGUMENT

One popular argument for focusing on core
inflation is that core inflation is a good and con-
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sistent predictor of future headline inflation. I
think this is wrongheaded, as well as wrong. Let’s
begin with the “wrongheaded” part. The idea
that core predicts future headline is often based
on univariate models of the inflation process—
that is, ones that try to predict future headline
inflation using only a single variable or a simple
function of a single variable.3 I do not think this
is a good metric for understanding whether core
or headline is the right inflation measure on which
to gauge monetary policy decisions, regardless of
whether it holds up in the data or not. Presumably,
we would want to use a fully specified model to
try to predict headline inflation, the goal variable
with respect to prices, in the United States. The
full model would include measures of expected
inflation, developments in the real economy, the
stance of monetary policy (including the implicit
inflation target), and other variables to help to
predict future headline inflation outcomes. One
could throw all of these variables out in favor of
a single variable—core inflation—when trying to
predict future headline inflation, but presumably
then one would have a misspecified model of the
inflation process in which a simple function of
core inflation is acting as a proxy for all the vari-
ables that are supposed to be important for predict-
ing future headline inflation. In this misspecified
model, a simple function of core inflation may
or may not have been a good predictor of future
headline inflation over a particular time period,
but so what? I do not think this really tells us
anything about whether it is a good idea to key
policy off of core inflation or not.

There is a version of this argument that might
make more sense. That version works like this.
Suppose we have a full model of the inflation
process, one that includes expected inflation,
measures of real activity, and measures of the
stance of monetary policy. We then add core infla-
tion as a variable to this model and assess the
marginal predictive value of core inflation given
all other variables. If the marginal value of adding
core inflation in this context is positive, one might
then have a claim that core inflation contains
some “special” information over and above infor-

mation coming from the rest of the economy con-
cerning the future course of inflation.4 I have not
seen convincing evidence of this type.

But let’s go ahead and consider the merely
“wrong” part of this argument. Let’s examine
whether today’s core inflation is a good predictor
of future headline inflation in the context of a
univariate forecasting model. I do not think the
evidence is very clear on this question. A number
of choices have to be made to even proceed in
this area: the horizon over which to forecast—
let’s say, one year; the function of core inflation
to use, such as a distributed lag, and the length
of that lag; the data sample over which to test the
hypothesis; and the measures of core and head-
line inflation to use. One recent research paper
in this area investigates personal consumption
expenditures (PCE) inflation and standard core
PCE inflation (that is, PCE inflation less food and
energy components) alongside other types of
inflation measures over U.S. data from 1982 to
2005.5 In that paper, standard core PCE inflation
performs relatively poorly as a predictor of future
headline PCE inflation in most of the models
discussed.6 Alternative measures of inflation do
better, such as the trimmed mean measure pro-
duced by the Federal Reserve Bank of Dallas for
PCE, which is shown in Figure 3.7 Analysis like
this demonstrates that the idea that standard core
inflation forecasts future headline inflation is far
from an obvious conclusion given the U.S. data.8

Many intuitive discussions on the issue of
core versus headline inflation contain the idea
that noise should somehow be stripped out of the
headline inflation measure in order to leave only
the signal component. The energy price compo-
nent of the headline price index often (depending
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3 For a bivariate approach, see Kiley (2008).

4 Rich and Steindel (2007) do include simple measures of slack in
conjunction with various measures of core inflation in their statis-
tical model. They find that no one measure of core inflation con-
sistently outperforms others in out-of-sample tests.

5 See Smith (2010).

6 Similar results are discussed in Crone et al. (2008).

7 See Dolmas (2005). The Federal Reserve Bank of Cleveland con-
structs an analogous measure for CPI (Bryan and Cecchetti, 1994);
see Figure 4.

8 See also the discussion in Faust and Wright (forthcoming),
Thornton (2007), and DiCecio (2007).
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Figure 3

PCE Inflation Measures: Headline, Core, and Trimmed Mean

SOURCE: Bureau of Economic Analysis and Federal Reserve Bank of Dallas. Last observation April 2011.
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CPI Inflation Measures: Headline, Core, and Median

SOURCE: Bureau of Labor Statistics and Federal Reserve Bank of Cleveland. Last observation April 2011.



on the time period) has the lowest signal-to-noise
ratio, but the food component often does not have
the second-lowest signal-to-noise ratio after 1984;
for this reason, it is not clear that the food com-
ponent should be routinely excluded on this
basis. Also, the concept of a signal-to-noise ratio
contains a notion that the noise component is
stationary, whereas much of the contemporary
worry about commodity prices is that relative
price changes may be much more persistent going
forward than they have been in the past. That
brings us to the “relative price” argument for
confining attention to core inflation.

THE “RELATIVE PRICE” 
ARGUMENT

The U.S. economy has many thousands of
prices, and these prices are adjusting frequently.
This is appropriate relative price adjustment.
The prices are sending signals to households
about what has become more expensive and less
expensive at each moment in time. Think of the
U.S. household sector as one unified household
with a fixed budget constraint. Then if a particular
price goes up, generally speaking another price
has to fall or, alternatively, the expenditure shares
on the two goods have to adjust so that the house-
hold can still meet its budget constraint. Either
way, the household will adjust by changing behav-
ior in response to the changing prices. The price
indexes that are constructed by the Bureau of
Labor Statistics (for the consumer price index
[CPI]) and by the Bureau of Economic Analysis
(for the PCE price index) already make adjustments
for this behavior in various ways, especially in
chain-weighted indexes that adjust expenditure
weights more continuously. In this sense, relative
price movements are already accounted for in
the construction of existing indexes. Therefore,
when the entire price index rises, it really does
mean that there is inflation in the economy.
Appealing to the idea of relative price change to
explain increases in a price index is inappropriate
in most circumstances, at least up to our ability
to measure behavior induced by relative price
changes correctly.

It is often asserted in discussions of this type
that the Fed cannot help the fact that events occur
around the world each day that affect various
prices. Some prices are “out of our control.” This
is certainly true, but this is also true for every sin-
gle price in the price index. Each one is affected
by real supply and demand factors each day, none
of which is susceptible to direct influence by the
Federal Reserve. The only element of control the
Fed has is over general movements in the entire
price index, and only imprecisely over a period
of quarters and years.

The key relative price changes in today’s
global economy are for energy and other com-
modities. Crude oil prices, in particular, are sub-
stantially higher in real terms than they were a
decade ago and constitute a significant fraction
of global expenditure. It is often asserted that
energy prices cannot increase indefinitely—that
a one-time rise in energy prices only temporarily
contributes to inflation—and therefore that it
makes sense to ignore such changes. However,
the logic of relative prices suggests that if house-
holds are forced to spend more on energy con-
sumption, then they have to spend less on the
consumption of all other goods, thereby putting
downward pressure on all other prices (and all
other expenditure shares) in the economy. Ignor -
ing energy prices would then understate the true
inflation rate, as one would be focusing only on
the prices facing downward pressure because of
changing relative prices.

One might also reasonably question the
“temporary” characterization of the shift in energy
and other global commodity prices. It is certainly
true that we should not expect energy prices to
increase faster than the general price level with-
out limit. But it is also true that there are well-
known examples of long-term secular trends in
certain prices. One example is medical care prices,
which for decades have generally increased faster
than the headline CPI index (Figure 5). Another
example is computing technology, where prices
have more or less continuously declined per unit
of computing power (Figure 6), even as other
prices have continued to rise. So it is possible—
and indeed it does happen—that whole sectors
of the economy experience relative price change
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over very long periods of time. From this perspec-
tive, it is at least a reasonable hypothesis that
global demand for energy will outstrip increased
supply over the coming decades as the giant
economies of Asia, particularly India and China,
reach Western levels of real income per capita.
If that scenario unfolds, then ignoring energy
prices in a price index will systematically under-
state inflation for many years.9

SHOULD THE CENTRAL BANK
TARGET A SUBSET OF PRICES?

The last set of arguments in favor of a notion
of core inflation is far more sophisticated, but
also far less established. Up to now we have taken
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it for granted that the prices that households
care about include all the prices that households
actually have to pay. This suggests that our exist-
ing headline price indexes are the right ones to
look at when considering what is best for house-
holds. Yet there is some interesting literature that
asks the following question: Can we think of a
theoretical world in which the central bank would
want to target a subset of the prices faced by house-
holds, instead of all the prices, on the grounds
that this policy would be preferred by the house-
holds themselves? We could then call changes in
this subset of prices “core inflation.”

The general answer is that this is indeed pos-
sible, and I believe future research in this area
has to proceed in this direction. But these models,
while interesting, are not ready for prime time,
and so I think for now the best we central bankers
can do is focus on the best measures of overall
inflation we have and attempt to stabilize those.

The key feature of the literature in this area
is that some prices are considered “sticky” (in a
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Price of Medical Care (CPI: Medical Care) and Overall Price Level (CPI: All Items)

SOURCE: Bureau of Labor Statistics and author’s calculations. Last observation April 2011.

9 The literature trying to disentangle the recessionary consequences
of temporary oil-price shocks themselves from the consequences
of the monetary policy response to those shocks is interesting but
inconclusive. The results depend on many modeling details. See
Kormilitsina (2011), Leduc and Sill (2004), and Dhawan and
Jeske (2007).



sense made precise in the research), while other
prices are fully flexible.10 For instance, one could
posit that the energy price sector is characterized
by fully flexible prices, while the rest of the econ-
omy is characterized by prices that do not adjust
as readily to supply and demand disturbances
and therefore are considered sticky.11 A typical
result from the literature is that it is the sticky
prices that matter more from the perspective of the
households in the model, since those prices are
not clearing markets as effectively as they could
if prices were fully flexible. For this reason, the
central bank might want to focus on a subset of

Bullard

230 JULY/AUGUST 2011 FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

prices, namely the sticky ones. One could think of
changes in these sticky prices as core inflation.12

This idea has a long way to go to gain general
acceptability, and it is certainly not widely
endorsed even within macroeconomics. But at
least it is one way to think about why it might be
better to focus on a subset of prices instead of the
entire price index.

There is an international version of this argu-
ment as well.13 In one area of research, there
would be a sticky price sector in each country,
and each central bank would provide the optimal
monetary policy by focusing on the sticky price
sector in its own country and ignoring import
prices. This would divide up the prices in yet a
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Price of Computing Technology (Equipment and Software Chain Price Index) and Overall Price
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NOTE: GDP, gross domestic product.

10 There is plenty of argument about how realistic it is to think that
sticky price assumptions provide an appropriate foundation for
monetary policy intervention. See, for instance, Kehoe and
Midrigan (2007).

11 For a discussion of some of the issues, see Bodenstein, Erceg, and
Guerrieri (2008).

12 See Eusepi, Hobijn, and Tambalotti (forthcoming) for a detailed
discussion of an optimal “cost-of-nominal-distortions index”
built with this idea in mind.

13 See, for instance, Clarida, Galí, and Gertler (2002).



different way, and perhaps one that makes a little
bit of sense: Import prices would be excluded from
domestic policy concerns because the foreign
central bank would already be responding to the
prices of its exports in setting its own policy (and
exchange rates are flexible). Still, results like this
depend on a lot of particular assumptions.

At this point in time, ideas like these are not
widely entertained outside academic circles. I
bring this literature up only to illustrate that there
is interesting research about why it may be opti-
mal to focus monetary policy on a subset of prices
instead of a headline price index. But the exist-
ing literature tends to draw distinctions that are
somewhat different from the way practitioners
wish to view this issue. Most practitioners do not
have in mind trying to divide up prices between
those that are more “sticky” and those that are
less so, or between domestic prices and import
prices.14

WHAT SHOULD WE DO?
The theme of my remarks has been that U.S.

monetary policy needs to de-emphasize core
inflation. Core inflation is not the ultimate goal
of monetary policy. I have considered four classes
of arguments for a focus on core inflation and
found all of them wanting. For this reason, I think
the best the FOMC can do is to use headline infla-
tion when looking at the price side of the dual
mandate.

Core versus headline inflation has been a
long-standing issue for the FOMC. The focus on
core inflation in the United States seems to be
more entrenched than in many other countries.
I have argued that the older ideas justifying this
focus have rotted over time—indeed, they proba-
bly made little sense from the start. The FOMC
needs to get a better playbook on this question so
that the Committee can reconnect with American
households, who see price changes daily in many
of the items the Committee seems to exclude from
consideration in making monetary policy.

The headline measures of inflation were
designed to be the best measures of inflation
available. It is difficult to get around this fact
with simple transformations of the price indexes.
The Fed should respect the construction of the
price indexes as they are and accept the policy
problem it poses. To do otherwise may create the
appearance of avoiding responsibility for inflation.

There is widespread agreement that headline
inflation is the goal variable of monetary policy
with respect to prices. Normally one would want
to operate directly in terms of the goal variable
whenever possible. The concept of core inflation
suggests that somehow an intermediate target
strategy with respect to price inflation is optimal
for U.S. monetary policy. As I have outlined in
this article, I do not think this has ever been con-
vincingly demonstrated. In addition, the U.S.
focus on core inflation tends to damage Fed credi-
bility. As I noted in the introduction, many other
central banks have solidified their position on
this question by adopting explicit, numerical
inflation targets in terms of headline inflation,
thus keeping faith with their citizens that they
will work to keep headline inflation low and sta-
ble. The Fed should do the same.
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14 For some actual data that attempt to distinguish sticky and flexible
price inflation, see the Inflation Project at the Atlanta Fed
(www.frbatlanta.org/research/inflationproject/data.cfm) and
Bryan and Meyer (2010).
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Chicago Booth School of Business. In spite of
this upcoming transition “from policymaker to
academic,” my remarks on the challenges for
monetary policy in the European Monetary Union
(EMU) are from the policymaker’s perspective.

THE FINANCIAL CRISIS 
AND ITS LESSONS FOR 
MONETARY POLICY

The financial crisis has brought the “monetary
policy consensus” formed in the years prior to
the crisis under scrutiny (Bean et al., 2010). The
framework of monetary policy differed signifi-
cantly from one central bank to another. Never -
theless, across the board their primary objective
was price stability—defined as a stabilization of
the inflation rate at around 2 percent across a
horizon of approximately two years. Steering
short-term interest rates was considered a suffi-
cient means of achieving this target. Central bank
forecasts played a key role in monetary policy
decisionmaking, with monetary aggregates
increasingly taking a backseat in many forecast
models.

Furthermore, capital markets were mostly
assumed to be efficient, meaning that financial
imperfections and their potential macroeconomic

F our years ago, I was invited to give a
speech in Paris. Its title—“From
Academic to Policy Maker”—referred
to the fact that I started out as an aca-

demic (Weber, 2007). I began that speech by men-
tioning a number of other academics who went
on to become central bankers: Mervyn King, Ben
Bernanke, Janet Yellen, Bill Poole, and Otmar
Issing, to name but a few.

I continued by analyzing why there are so
many academics in monetary policy. James
Bullard, by the way, is another case in point,
whom I did not mention at the time because he
was not yet in his current position. One of the
main reasons why, over the past years, academic
researchers have been taking up leading positions
at central banks is that monetary policy itself has
been heavily influenced by the findings of aca-
demic research. During the financial crisis, mone-
tary policy and economies across the world have
benefited significantly from these insights since
they have helped us to swiftly apply the appro-
priate policy responses to contain the crisis. Con -
versely, the crisis has also raised important issues
for academic research in monetary economics as
well as in other fields.

As of next month [May 2011], after seven
years as a policymaker, I shall be taking up the
position of a faculty member of the University of
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effects were not taken into account. Temporary
inefficiencies, such as asset price bubbles, were
considered possible, but the majority view was
that monetary policy could do little to counter-
act such developments.

Microprudential supervision was regarded
as a sufficient means of containing risks in the
financial sector. Monetary policymakers should
intervene only after a financial crisis had occurred,
minimizing the macroeconomic damage through
resolute interest rate cuts.

Even though monetary policy proved indis-
pensable and highly successful in containing the
crisis and preventing a meltdown of the financial
system, events have cast doubt on this consensus.
The question now is whether and to what extent
monetary policy should take account of financial
market developments before a crisis occurs
(Deutsche Bundesbank, 2011c; also see the follow-
ing section). Let me elaborate on some aspects of
this in greater depth.

A Stronger Role for Financial Markets
in Monetary Policy Analysis…

Given the genesis of the crisis, it is undeniable
that monetary policy with too short a policy hori-
zon can fail to take account of financial imbal-
ances that eventually spill over to the real economy,
thus jeopardizing price stability. So, how should
monetary policy incorporate the experience of
the crisis into its decisionmaking process?

In the pre-crisis phase, monetary policy deci-
sions were often based on models in which the
financial sector played only a minor or no role at
all. Therefore, an obvious and important lesson
from the crisis is that the theoretical and empiri-
cal foundations of monetary policy must place a
greater emphasis on both the banking sector and
financial imperfections.

As regards the Eurosystem’s monetary policy
strategy, the monetary pillar already contains
major elements of such an approach. In the more
recent past, the Eurosystem has stepped up its
efforts to continually enhance its monetary analy-
sis (Papademos and Stark, 2010). The aim is to
identify irregularities in the patterns of a number
of variables, since an unusual pattern in loan

developments and monetary aggregates can pro-
vide valuable indications of excessive credit
growth. This requires, among other things, an
extension of the usual decisionmaking horizon,
as financial distortions often build over a fairly
long period. As a result, monetary policy should
become more symmetrical over the financial
cycle and can thus make a key contribution to
financial stability (Weber, 2010a).

…A Separate Toolkit for Financial
Stability…

However, this alone is insufficient to ensure
financial stability. Until the crisis, the majority
view had been that asset price bubbles are diffi-
cult to identify in a timely manner and that inter-
est rates are too blunt a tool to burst such bubbles
at an early stage. These reservations have not
been invalidated by the crisis and, therefore, the
debate on how to better prevent financial crises
turned to the specific incentives within the finan-
cial system and the existing supervision, which
focuses primarily on individual institutions, as
these may have encouraged the buildup of debt-
financed imbalances. Thus, a greater emphasis
should be placed on macroprudential analysis
and regulation (Deutsche Bundesbank, 2011b, and
Basel Committee on Banking Supervision, 2010).
The aim of macroprudential policy is to contain
systemic risk, thus strengthening the resilience
of the financial system as a whole. This approach
is designed to ensure that externalities within
the financial system, notably the procyclicality
and interconnectedness of financial institutions,
can be addressed appropriately.1 Consequently,
existing supervisory tools must be expanded or
adjusted to prevent systemic risk from arising in
the future and to considerably reduce the likeli-
hood of credit and asset price bubbles.

…Price Stability: Still the Primary
Objective of Monetary Policy

Against this background, monetary policy and
its tools must remain focused on price stability
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risk is currently under discussion. See Bank for International
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and should not be overburdened with other objec-
tives. In fact, the credibility of monetary policy
depends not only on the clarity of its objectives
but also on transparency regarding its limitations.
Adopting financial stability as an additional,
independent monetary policy objective runs the
risk of arousing unrealistic expectations about
the effectiveness of monetary policy tools. Never -
theless, central banks as institutions may still be
given the additional task of pursuing financial
stability, as long as they also have the appropriate
set of additional independent tools available to
them. Indeed, central banks’ expertise constitutes
a forceful argument for them to continue to play
a prominent role in analyzing and assessing finan-
cial stability. The advantage of having indepen -
dent tools for price stability and financial stability
is evident when there is a need for monetary and
macroprudential policies to be adjusted in differ-
ent ways. Nevertheless, as developments in money
and financial markets are of key importance for
both monetary policy and macroprudential policy,
there are likely interdependencies that should be
taken into account. For example, bank lending is
important not only for the monetary transmission
process but is also a link for macroprudential
policy. This creates the opportunity for policy
decisions in both spheres to complement each
another, but it also harbors the danger of them
counteracting each other or even canceling each
other out.

There is no single answer to the question of
how necessary or advantageous a coordination
of policy areas would be (Committee on the
Global Financial System, 2010). Recent research
has provided some initial clues and corroborates
the view that the inflation rate can be stabilized
quite well if macroprudential policy has its own
tools and works alongside monetary policy
(Beau, Clerc, and Mojon, 2011, and Christensen,
Meh, and Moran, 2010).

However, harmful effects with respect to infla-
tion rate volatility can arise if monetary policy-
makers ignore the impact of macroprudential
tools on the financial markets (see Angelini, Neri,
and Panetta, 2010). If central banks make deci-
sions regarding both macroprudential and mone-
tary policy tools, additional fluctuations in the

inflation rate compared with the monetary policy
status quo can be virtually ruled out, and such
fluctuations could even be reduced overall (see
also Bean et al., 2010).

These preliminary results should be inter-
preted with caution. First, the underlying dynamic
stochastic general equilibrium models only
approximately reproduce the complex interac-
tions between the real and the financial sectors.
Second, such research is only in its infancy; at
present, only a few models allow a simultaneous
analysis of monetary and macroprudential policy
(see Beau, Clerc, and Mojon, 2011). Nevertheless,
the results confirm that there should be a clear
allocation of objectives and tools to achieve the
aims of both policies. Assuming that there will be
a satisfactory exchange of information between
both monetary and macroprudential policymakers
in the future, the existing studies give no cause
to fear that the objective of price stability must
be compromised.

Price Stability Should Still Be
Understood to Mean Low Inflation Rates

Even though the pre-crisis consensus regard-
ing price stability as the primary objective of
monetary policy remains valid, it can be asked
whether the experience of the crisis should have
implications for the specific form that the objec-
tive of price stability takes. Specifically, there
have been concerns that the credible commitment
to ensure a low rate of inflation might restrict the
leeway for monetary policy stabilization, since
in the event of massive interest rate cuts the lower
bound for nominal interest rates would be hit
quite quickly. Two competing approaches have
been suggested to deal with this alleged short-
coming: a higher inflation target (Williams, 2009,
and Blanchard, Dell’Ariccia, and Mauro, 2010)
and a switch to targeting the price level or, more
precisely, the price-level path.2 Neither of these
two alternatives convinces me. 

As regards a higher inflation target, it is not
only the substantial and ongoing welfare losses
accompanying a rise in the inflation target that
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2 Eggertsson and Woodford (2003) already proposed price-level
targeting in connection with the deflation experienced in Japan. 



argue against this proposal but also, above all,
the loss of credibility for monetary policy associ-
ated with such a discretionary measure (Weber,
2010b). The resulting destabilization of inflation
expectations would make it significantly more
difficult for the central bank to achieve its (pos-
sibly higher) inflation target and to safeguard
macroeconomic stability.

Compared with a strategy of inflation target-
ing, price-level targeting does offer a number of
advantages, at least in theory. It opens up the
option of influencing private sector inflation
expectations and thus of combating deflationary
risks in the event of a crisis. However, it is doubt-
ful whether a change in the target specification
in the event of acute deflationary risk would be
suitable for achieving the desired positive effect
on private sector inflation expectations (Walsh,
2010). A more serious problem is that a strategy
of price-level targeting is associated with a few
additional drawbacks compared with optimal
monetary policy, casting doubt on whether such
a change of strategy would be beneficial (see
Deutsche Bundesbank, 2011a, and Gerberding,
Gerke, and Hammermann, 2010).

All in all, this means that neither raising the
inflation target nor switching to price-level target-
ing would be appropriate from an economic sta-
bility point of view. Instead, this problem must be
tackled at its root; the existing wrong incentives
and regulatory loopholes must be eliminated to
render crises less likely and less severe. It is, in
any case, questionable whether the leeway avail-
able to monetary policy at the lower bound of the
nominal short-term money market rates actually
was that limited. The effectiveness of central
banks’ unconventional measures during the crisis
gives no cause to view the lower bound of the
interest rate as a binding restriction on the effec-
tiveness of monetary policy.

PARTICULAR LESSONS FOR
MONETARY POLICY IN THE
EURO AREA 

All the issues I have mentioned until now
concern more or less all central banks and every

monetary policymaker. I now turn my focus to
the particular challenges for monetary policy in
the euro area. These arise from the sovereign
debt crisis, which is the major challenge for eco-
nomic and monetary union. The circumstances
surrounding the debt crisis are aggravating the
conduct of the Eurosystem’s common monetary
policy, which is geared toward maintaining price
stability in the euro area as a whole.

Heterogeneity as a Challenge for
Monetary Policy 

One of the aggravating factors is heterogeneity
in terms of growth, inflation, and competitive-
ness. With regard to the euro-area countries’ eco-
nomic performance, we are currently observing
a widening divergence. Broadly speaking, there
is a considerable growth gap between the core
and the periphery, or to put it more precisely,
some peripheral countries of the euro area.

In my view, the economic heterogeneity of
the euro area is a non-issue. Why should hetero-
geneity be a problem for the single monetary
policy? After all, the dispersion of growth rates,
as measured by the weighted standard deviations
of quarterly growth rates, is not significantly
greater than in the first years of the EMU. With
regard to inflation variance, we now see even
lower values than then. Furthermore, the U.S.
economy is characterized by considerable hetero-
geneity, too, and that does not impede the Federal
Reserve’s monetary policy, either. And in much
the same way as the Federal Open Market Com -
mittee is focused on the United States as a whole,
the Governing Council of the European Central
Bank must take a euro-area–wide perspective:
While national developments have to be taken
into consideration, monetary policy cannot be
tailored to the specific needs of individual mem-
ber states.

The real problem with heterogeneity—and
that is a concern to me—is that a number of
countries have obviously failed to meet the obli-
gations and requirements of a currency union.
The persistent problems of countries in refinanc-
ing their debt are only the symptoms of the prob-
lems, not the problem itself. The financial crisis
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has revealed unsustainable developments in some
member countries— developments that were
already in existence before the crisis: too much
public spending, unproductive use of capital
inflows, loss of competitiveness. These were just
some of the shortcomings that had been carelessly
neglected, not least by the financial markets. Pain -
ful adjustment processes, including structural
reform and budget consolidation, are essential to
restore the ability of the countries concerned to
live up to the demands of the single monetary
policy.

Fiscal Stabilization Measures Were
Necessary but They Undermined the
Basic Founding Principles of the EMU

Ensuring financial stability in the euro area
required and justified fiscal aid for Greece and
the establishment of a temporary stabilization
mechanism. Nevertheless, these particular meas-
ures have undermined the foundations of the
EMU.

The establishment of the EMU was based on
principles deemed necessary to make the euro a
stable currency. According to the principle of
subsidiarity, economic policies other than mone-
tary policy remain the responsibility of national
governments. With regard to fiscal policy, rules
and institutional arrangements were established
to ensure sound fiscal policies in the member
states. Furthermore, a “no-bailout” clause stipu-
lated the national responsibility of each country
for repaying its own public debt.

Rules for sound public finances are of partic-
ular importance in a monetary union since the
incentives for excessive borrowing are even greater
in a monetary union than they are anyway. Exces -
sive borrowing can also place a strain on the
conduct of a stability-oriented monetary policy.
Unsound public finances are the Achilles’ heel
of a monetary union of independent states.

Purchases of government bonds for monetary
policy purposes, for example, harbor the risk of
blurring the boundaries between monetary and
fiscal policy, particularly given high government
deficits and debt levels. Such actions might harm
the credibility of monetary policy. A little earlier,

I said that monetary policy must remain focused
on price stability and should not be overburdened
with other objectives. This principle applies not
only with respect to financial stability, but also
fiscal policy.

During the financial crisis, the Eurosystem—
like the central banks of other major economic
regions—took unconventional monetary policy
measures on an unprecedented scale. The ample
provision of liquidity was effective in offsetting
the consequences of the abrupt decline in market
liquidity, in maintaining monetary policy trans-
mission, and, ultimately, in helping to prevent
the real economy from sliding into a prolonged
depression. On the other hand, unlimited provi-
sion of central bank liquidity to banks without a
sustainable business model cannot be a long-run
solution. Again, monetary policy should not act
as a substitute for tasks of other policy areas. In
particular, monetary policy should not and cannot
persistently replace the repair of banks’ balance
sheets. The phasing-out of non-standard measures
has to be continued; the objective is to return to
the pre-crisis operational framework which has
proven its effectiveness and flexibility during
the crisis.

Economic Governance in the Euro Area
Needs Reform 

Since the fiscal stabilization measures in
favor of euro-area peripheral countries have
undermined the basic principles of the EMU, it
is obvious that there has to be a fundamental and
far-reaching reform of economic governance in
the euro area. First, the European leaders agreed
that the fiscal rules must be tightened since their
application in practice had proven too weak.
Second, they agreed that macroeconomic imbal-
ances should be addressed earlier and more effec-
tively. The crisis demonstrated that sound public
finances are a necessary, but not sufficient, con-
dition for financial and economic stability. Ireland,
for instance, was among the least-indebted coun-
tries of the euro area before the crisis erupted.
Finally, the leaders agreed to establish a perma-
nent stabilization mechanism since it is an illusion
to believe that a reform of economic governance
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might prevent the reoccurrence of fiscal crises in
the future.

In March, the leaders agreed on what they
view as a comprehensive package. Its measures
certainly represent a step in the right direction,
but they are not a “quantum leap towards strength-
ening the institutional framework of EMU”
(European Central Bank, 2010, p. 4), which is
required to reinforce economic governance in
the euro area. Ultimately, the future success of
the EMU will hinge crucially on the member
states’ willingness to comply with the tighter set
of rules.

CONCLUSION
Tomorrow, it will be 17 years ago to the day

since Helmut Schlesinger, one of my predeces-
sors as president of the Bundesbank, gave the
Eighth Homer Jones Memorial Lecture. In his
speech, “On the Way to a New Monetary Union:
The European Union,” he explained the historic
dispute between “monetarists” and “economists”
(Schlesinger, 1994). In the particular context of
European monetary integration, these terms had
a totally different meaning than our general
understanding. “‘Monetarists,’” he explained,
“believed that monetary integration has to start
first and that economic and political integration
would follow.” “‘Economists,’” however, “believed
that economic convergence between the national
economies must occur before…a monetary union.”

The “monetarists” prevailed, but they erred
in their belief that the introduction of the single
currency would automatically act as a locomo-
tive for the political union of Europe. There is no
political union so far and there is little expecta-
tion that this might change significantly in the
foreseeable future. Therefore, national executive
and legislative branches will remain responsible
for economic and fiscal policies over the medium

to long term. Intergovernmental fiscal transfers
beyond the rather moderate and earmarked pay-
ments from the European Union budget (approx-
imately 1 percent of gross national product) are
hardly acceptable; overburdening the financial
solidarity of the people might jeopardize the
idea of European integration.

The “economists,” on the other hand, had a
point in demanding more economic convergence.
Their worries were, by the way, taken into account
by the implementation of convergence criteria
that must be fulfilled before a country can join
the euro area. The underlying problem of the cur-
rent crisis is, however, not a lack of convergence
ex ante or heterogeneity per se; rather, it is the
lack of willingness on the part of a number of
member states to meet the requirements of the
membership in a monetary union. If they fail to
correct these deficiencies swiftly and thoroughly,
stability-oriented monetary policy in the EMU
will become increasingly difficult, all the more
so as monetary policy has been profoundly chal-
lenged by the financial crisis.

The major lessons that central bankers in the
euro area and elsewhere should take to heart are
the following: First, monetary policy has to con-
sider the implications of financial instability for
price stability; monetary and credit aggregates
can provide helpful information in this regard.
Second, since the policy rate remains too blunt a
tool to tackle financial imbalances, the objective
of financial stability requires its own, macropru-
dential set of tools, whereas maintaining price
stability should remain the primary objective of
monetary policy. Third, price stability should
continue to be seen as a stable and low inflation
rate. Finally, without stability-oriented prudent
fiscal policy, it will be increasingly difficult for
monetary policy to ensure price stability at low
interest rates.
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Decomposing the Education Wage Gap:
Everything but the Kitchen Sink

Julie L. Hotchkiss and Menbere Shiferaw

The authors use a multitude of data sources to provide a comprehensive, multidimensional
decomposition of wages across both time and educational status. Their results confirm the impor-
tance of investments in and use of technology, which has been the focus of most of the previous
literature. The authors also show that demand and supply factors played very different roles in
the growing wage gaps of the 1980s and 1990s. 
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trolling for skills. However, given the high degree
of correlation between education and skill and
the fact that education is typically the mechanism
through which one achieves a higher skill level,
this paper focuses on education-based wage differ-
entials rather than skill differentials and refers to
individuals with more education as highly skilled
workers and those with less education as lower-
skilled workers.

Figure 1 uses data from this article’s analysis
to show how the wage gaps between education
groups have changed from 1970 to 2000. Guvenen
and Kuruscu (2007) find that the overall wage
inequality between the college group and the
high school group rose only modestly during the
1970s because the between-group inequality was
actually falling as within-group inequality was
rising. This is consistent with the means plotted
in Figure 1; the gap between high school and col-
lege and the gap between college and more and
less than college (between-group comparisons)
fell fairly dramatically, but the gap between high
school and less than high school and the gap

BACKGROUND

T here is a clear consensus in the economics
literature that the gap in wages between
more highly skilled and less-skilled

workers has been increasing. Research findings
on this topic agree that the gap began to widen
considerably in the 1970s (for example, see
Piketty and Saez, 2003). Much of the focus on
the growing wage gap is motivated by its impli-
cations for income inequality. Whether income
inequality serves as an engine of economic
growth by providing powerful incentives or acts
as a hindrance to economic potential, a clear
picture of the driving forces behind its growth
is essential to inform the debate.

Much of the literature places the blame for
the growing skills wage gap on increasing returns
to postsecondary education. Ingram and Neumann
(2006), however, argue that years of education is
a weak measure of skill in the analysis of wage
distribution and that much more skill heterogene-
ity exists among workers. They find that the return
to years of education remains constant after con-
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between graduate and college (both could be
considered more within-group comparisons)
have risen. After 1980, however, the wage gaps
between all but one pair of education groups grew,
with some moderation of that growth since 1990.

If the labor market can be thought of as two
sectors—one that employs skilled workers and
one that employs less-skilled workers—the liter-
ature suggests multiple supply and demand rea-
sons for the earnings gap growth. The most widely
hypothesized reason for the increase in the earn-
ings gap is an increase in demand for skilled
workers resulting from technological change, or
skill-biased technological change. As industries/
firms increase the adoption of computer-based
technologies into their production processes in
response, for example, to the decline in the price
of technology or the abundance of relatively cheap
skilled labor, their demand for skilled workers
increases. The “skilled worker” in this case
includes those who know how to use the technol-
ogy and those whose productivity is enhanced
by computers.

Autor, Katz, and Kearney (2006) find that
computerization has not only increased the
demand for highly skilled workers (those with
abstract thinking-type jobs complemented by
computers), but has also decreased the demand
for intermediate-skilled workers (those with rou-
tine task-type jobs easily replaced by computers).
This increase in demand for skilled workers—
either ceteris paribus or accompanied by a decline
in demand for intermediate-skilled, less-educated
workers—will increase the education wage gap.

As the demand for skilled labor increases,
the returns to a college education should also
increase, which, in turn, should lead to an increase
in the supply of educated workers, which should
put downward pressure on the skills wage gap.
However, the wage gap has continued to increase.
Consistent with this observation, Crifo (2008)
argues that the increased demand for skill among
educated workers results in fewer workers with
ordinary skills seeking higher education. The net
result is a reduction in the supply of educated
workers available to meet the growing demand,
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thus contributing an additional factor that
increases the wage gap.1

Card and Lemieux (2001) analyze the wage gap
between college and high school graduates for
younger and older men and find that the education
wage gap for older workers has remained relatively
stable while the gap among younger workers has
risen sharply since the mid-1970s. Their expla-
nation, also consistent with analysis in Topel
(1997), is that the relative supply of young college-
educated workers has slowed, while that of older
college-educated workers has remained steady.
Thus, because the current demand for college
labor is increasing faster than the supply, wage
inequality continues to increase. Lemieux (2006)
provides additional documentation that increas-
ing returns to postsecondary education account
for most of the growth in wage inequality.

Card and DiNardo (2002), among others, are
critical of skill-biased technological change as
the source of the growing wage gap (especially
since 1980). The primary basis for this criticism
is that although technology continued to advance
dramatically through the 1990s, the growth in
skill-based earnings inequality was much slower
than in the 1980s. In addition, researchers have
identified a number of alternative potential con-
tributors to the growing wage gap. Some examples
include (i) declining unionization, as in Card and
DiNardo (2002), which would result in lower
wages among workers in sectors more likely to
be unionized—the less-skilled; (ii) the increased
labor force participation of women, as in Topel
(1997), which would increase the supply of work-
ers to traditionally lower-paying occupations;
(iii) shifts in immigration source countries, as in
Topel (1997), which has more recently increased
the supply of less-skilled workers from Latin
America; and (iv) shifts in product demand, as
in Autor, Katz, and Kearney (2006). Piketty and
Saez (2003) cite a trend in reporting stock options
as wages and changing social norms regarding
what is an acceptable “high wage” as contributors
to the measured growth in the wage gap. Topel
(1997) explores a number of potential supply-
side contributors to the wage gap and finds that

the weight of evidence for the growing gap falls
on increasing returns to education for explaining
the growth in earnings inequality.

Our paper joins this vast literature in an
attempt to contribute a better understanding of
the relative contributions of different supply and
demand factors in explaining the growing earn-
ings inequality between education levels. The
contribution of the analysis in this paper includes
using a multitude of data sources in an attempt
to capture more of the variation across demand
and supply factors that affect workers’ wages
across educational groups. As Kranz (2006) iden-
tified, many previous studies focus on either
demand or supply factors. While Kranz’s (2006)
goal was to exhaust both supply and demand
factors in the aggregate, comparing changes in
the wage gap across countries, our goal is to do
so in an analysis at the individual-worker level.

In addition, contributions of the composition
of groups of workers and how their characteristics
translate into wages are decomposed not only
across groups, but also across time in a fairly
straightforward way to directly address the ques-
tion of the relative importance of different contrib-
utors to the changing wage gap. The analysis is
at an individual level but incorporates local labor
market variations through regressors, such as
immigration, mobility, and unemployment rates,
at the commuting zone (CZ) level. The advantage
of using regressors at the CZ level, as opposed to
regressors measured at the metropolitan statistical
area or county level, is that this area measure
better characterizes the actual labor market in
which a worker’s wages are determined. For exam-
ple, in addition to the possibility that immigra-
tion status may affect a worker’s wage, it is well
known that immigrants tend to be geographically
concentrated; thus, capturing this labor market-
specific concentration—as well as changes in
concentration—might be important in explaining
wage differences across education groups.

The analysis herein confirms the previously
documented importance of technology in explain-
ing the wage gap growth during the 1980s and
1990s. However, our specification allows us to
move beyond this simple conclusion and iden-
tify the mechanisms through which technology
boosted the wages of both highly skilled and
lower-skilled workers.
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METHODOLOGY AND DATA
The strategy used to examine changes in the

education wage gap over time is a straightforward,
reduced-form approach that relates numerous
supply and demand factors to the measured
change in the wage gap between workers with
varying levels of educational attainment. The
analysis is at the individual level, which allows
for a truly marginal analysis of the impact of the
change in each of the factors on the observed
change in the wage gap between two periods.

Methodology

The determinants of the measured wage of
two education groups (A and B) are estimated in
three time periods (1980, 1990, and 2000). The
change in the wage gap (WG) between the two
education groups and between two time periods
(j and k) can be expressed as

(1)   

where log wages of worker with education i in
time period t are described as

(2)   

where Xi
t is a vector of demand factors in time t

that would be expected to affect the wage of this
worker and would typically be measured at the
industry, occupation, or CZ level; Yi

t is a vector
of supply factors (mostly measured at the individ-
ual or CZ level); and Zi

t is a vector of CZ, institu-
tional, and other characteristics expected to affect
the labor market environment in which wages
are being determined.

Full descriptions of the regressors and their
expected contribution to wage determination are
provided in Table A1 (Appendix A). Worker
demand regressors include characteristics that
describe or are brought to the labor market by
employers. Specifically, these include industry-
level investment in computers and computer
software, individual-level expected use of com-
puters at work, industry-level value added, and
industry and occupation CZ employment shares.
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Supply regressors include characteristics
that describe or are brought to the labor market
by workers. Specifically, these include lagged
values of immigrant penetration; demographics
such as race, gender, and marital status; human
capital measures, which include age and expected
home computer use; an indicator for the presence
in a CZ of at least one postsecondary institution
offering a bachelor’s degree; the share of the CZ
workforce that is female; and lagged values of
CZ population and share of the population with
the worker’s same level of education.

Institutional characteristics are factors not
specifically brought by either employers or work-
ers but which still describe the environment of
the labor market. These include the extent of
unionization within a worker’s industry, the CZ
unemployment rate, mobility rate of the popula-
tion in a worker’s CZ, and industry and occupa-
tional dummy variables.

The wage gap estimated for each pair of skill
groups and years is decomposed as follows:

(3)   

where T = [XYZ] and Ω = [β α δ]′.2 This decom-
position is structured to determine how much of
the wage gap growth between years j and k can
be explained by changes in the endowments of
skill groups (e.g., use of a computer at home,
mobility) and how much can be explained by
changes in how the respective labor markets value
those endowments (differences in estimated
coefficients across time). If a term is estimated
to be positive, the difference (in college or high
school graduates’ characteristics between the two
years or in estimated valuation of those charac-
teristics) contributes positively to the growing
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2 Also see Wellington (1993), who uses this same decomposition to
explore changes in the male/female wage gap.



skills wage gap. If a term is estimated to be nega-
tive, it reduces the measured skills wage gap.

The decomposition has four terms. The first
term, ΩA

k�TA
k – TA

k�, indicates the contribution to
the wage gap growth of changes in endowments
of workers in skill group A between years j and
k. The second term, TA

j �ΩA
k – ΩA

j �, indicates the
contribution to the wage gap growth of the change
in valuation of endowments of workers in skill
group A between years j and k. The third term,
[–Ωk

B�TB
k – TB

j �], indicates the contribution to the
wage gap growth of changes in endowments of
workers in skill group B between years j and k.
And the fourth term, –TB

j �Ωk
B – ΩB

j �, indicates the
contribution to the wage gap growth of the change
in valuation of endowments of workers in skill
group B.

Data

The data for the wage gap analysis are from
several sources. Details and variable descriptions
of data sources can be found in Appendix A. Major
data sources include the Integrated Public Use
Microdata Series, National Income and Product
Accounts, Department of Commerce, National
Bureau of Economic Analysis, and the Current
Population Survey. The main data source is the
Integrated Public Use Microdata Series, from
which individual-level data on wages, human
capital, demographics, and institutional factors
were extracted. We include all workers 18 to 
64 years of age. In addition to providing the 
individual-level wage, education, and other demo-
graphic characteristics, these data also provide
the CZ-level characteristics included in the regres-
sion (the construction of CZs is also described in
Appendix A). CZ characteristics are constructed
using the same sample of 18- to 64-year-olds.
CZ-level characteristics are expected to capture
the importance of changing local labor market
characteristics in determining changes in the
skills wage gap. As pointed out by Autor and
Dorn (2008), this level of aggregation is preferred
to using (i) metropolitan statistical areas, which
exclude individuals not located in a metropoli-
tan area, and (ii) counties, which reflect artificial
geographic boundaries.

Consistent with most of the literature on skills
wage gaps or income inequality, such as Lemieux
(2006), we make several decisions regarding top-
coded and outlier observations (in hours or earn-
ings). Our outlier restrictions are binding on the
top end in that it is highly unlikely that top-coded
earnings would have survived our outlier restric-
tions. We drop all observations with reported hours
top-coded at 99 hours per week; this amounts to
0.21 percent of the 1980 sample, 0.38 percent of
the 1990 sample, and 0.06 percent of the 2000
sample. In addition, using real 2000 dollars, we
drop observations if individuals earned less than
$1 per hour or more than $1,000 per hour. These
restrictions result in a loss of 0.55 percent of the
1980 sample, 0.27 percent of the 1990 sample,
and 0.14 percent of the 2000 sample.

Regressors are separated into groups based on
the mechanism through which they are expected
to affect wages. For example, demand for more
highly skilled workers is expected to be related
to the increase in employer investment in com-
puter hardware and software. If employment in a
worker’s industry represents a relatively smaller
share of overall employment in the worker’s local
labor market, it is expected that demand for work-
ers, and thus wages, will be lower in that indus-
try. In addition, increases in immigration that
bring a competing skill type to a local market are
expected to exert downward pressure on the wages
of workers of that skill type. Table 1 presents sam-
ple means for the regressors used in the analysis,
separated by whether the regressor is expected
to capture the influences of demand, supply,
demographic, or institutional factors on wages;
sample distributions across industries and occu-
pations are also provided.

Clearly, the classification of regressors as
supply or demand influences is somewhat arbi-
trary. Generally, we classify factors that come to
the labor market through the worker as supply
factors and factors that come to the labor market
through the employer as demand factors. The
number of observations ranges from roughly 1.5
million high school graduates and 375,000 col-
lege graduates in 1980 to 1.8 million high school
graduates and 922,000 college graduates in 2000.
The characteristics of workers, employers, and
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Table 1
Sample Means by Year

Regressors 1980 1990 2000

Demand factors

Computer investment ($ billions) 0.529 1.082 2.000
(0.639) (1.252) (2.650)

Software investment ($ billions) 0.291 1.065 3.456
(0.320) (0.994) (3.399)

Probability of computer use at work 0.228 0.378 0.513
(0.138) (0.180) (0.206)

Industry value added ($ trillions) 0.159 (0.207) (0.280)
(0.140) (0.180) (0.231)

Industry employment share 0.811 0.829 0.813
(0.056) (0.047) (0.049) 

Occupation employment share 0.813 0.831 0.816
(0.061) (0.053) (0.054)

Supply factors

Probability of computer use at home 0.523 0.566 0.809
(0.166) (0.147) (0.096)

Female share of CZ labor force 0.427 0.454 0.466
(0.019) (0.015) (0.013)

Share of CZ with less than high school diploma 0.261 0.163 0.133
(0.067) (0.054) (0.047)

Share of CZ with high school diploma 0.391 0.349 0.323
(0.052) (0.060) (0.061)

Share of CZ with college degree 0.089 0.135 0.157
(0.020) (0.038) (0.043)

Share of CZ with postgraduate degree 0.073 0.067 0.081
(0.024) (0.024) (0.030)

Share of CZ born in North America (excluded) 0.921 0.897 0.857
(0.077) (0.107) (0.127)

Share of CZ born in Latin America or Caribbean 0.027 0.043 0.071
(0.043) (0.066) (0.080)

Share of CZ born in Europe or Asia 0.040 0.047 0.061
(0.031) (0.040) (0.052)

Share of CZ born in other non–North American countries 0.013 0.013 0.011
(0.016) (0.016) (0.012)

University or college in CZ = 1 0.982 0.968 0.961
(0.133) (0.177) (0.193)

Demographics

Age (years) 36.22 37.58 39.27
(12.85) (11.94) (12.17)

Female = 1 0.446 0.459 0.491
(0.497) (0.498) (0.500)

NOTE: Standard errors are listed in parentheses. The white race category may include respondents of Hispanic ethnicity.
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Table 1, cont’d
Sample Means by Year

Regressors 1980 1990 2000

Demographics, cont’d

White (excluded) = 1 0.873 0.879 0.783
(0.333) (0.326) (0.412)

Black = 1 0.101 0.087 0.097
(0.301) (0.281) (0.296)

Asian = 1 0.018 0.026 0.038
(0.135) (0.159) (0.190)

Other race = 1 0.008 0.008 0.082
(0.091) (0.090) (0.274)

Married with spouse present = 1 0.622 0.613 0.576
(0.485) (0.487) (0.494)

Institutional factors

CZ unemployment rate 0.061 0.059 0.050
(0.020) (0.016) (0.015)

Percent of workers covered by union in industry 0.201 0.160 0.119
(0.148) (0.128) (0.119)

Mobility rate of CZ population 0.120 0.122 0.124
(0.060) (0.054) (0.051)

Industries 

Natural resources and mining = 1 0.030 0.030 0.025
(0.171) (0.170) (0.156)

Construction = 1 0.066 0.077 0.076
(0.248) (0.266) (0.265)

Manufacturing = 1 0.259 0.215 0.158
(0.438) (0.411) (0.365)

Transportation and utilities = 1 0.058 0.059 0.055
(0.233) (0.235) (0.228)

Wholesale trade = 1 0.048 0.052 0.037
(0.214) (0.223) (0.188)

Retail trade = 1 0.169 0.141 0.123
(0.375) (0.348) (0.328)

Financial activities = 1 0.047 0.056 0.067
(0.212) (0.230) (0.251)

Information = 1 0.019 0.026 0.030
(0.138) (0.160) (0.170)

Professional and business services = 1 0.062 0.067 0.094
(0.241) (0.251) (0.291)

Education and health services = 1 0.176 0.202 0.207
(0.381) (0.402) (0.405)

Leisure and hospitality = 1 0.023 0.027 0.083
(0.150) (0.162) (0.276)

Other services (excluded) = 1 0.043 0.047 0.045
(0.202) (0.212) (0.208)

NOTE: Standard errors are listed in parentheses. The white race category may include respondents of Hispanic ethnicity.



CZs have changed over time as might be expected.
For example, the amount of money invested by
firms in computer hardware and software has
increased almost 4 times and 12 times, respec-
tively, between 1980 and 1990 and between 1990
and 2000, while the probability of workers using
computers at work has more than doubled over
both time periods. In addition, computer use at
home has increased by 56 percent3; education
levels overall have increased; the share of the CZ
born in Latin America has increased more than
the share born in other parts of the world; the
population has aged; marriage and unionization

rates have declined; and the shares of workers
employed in financial activities, information,
leisure and hospitality, and professional and
business services occupations have all increased,
as expected.

Recent investigations of the growth in real
wages find the greatest growth in the upper por-
tion of the earnings distribution.4 Only Lemieux
(2006) makes a direct link between the upper por-
tion of the earnings distribution and the highest
levels of education. Figures 2 and 3 plot normal-
ized hourly wages by worker percentiles and edu-
cation levels, respectively, to compare the data
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Table 1, cont’d
Sample Means by Year

Regressors 1980 1990 2000

Occupations

Managerial and professional specialty (excluded) = 1 0.216 0.253 0.264
(0.412) (0.435) (0.441)

Technical sales and administrative support = 1 0.300 0.322 0.302
(0.458) (0.467) (0.459)

Service = 1 0.114 0.079 0.137
(0.318) (0.270) (0.344)

Farming, forestry, and fishing = 1 0.017 0.023 0.028
(0.128) (0.151) (0.165)

Precision production, craft, and repair = 1 0.135 0.129 0.117
(0.342) (0.335) (0.321)

Operators, fabricators, and laborers = 1 0.217 0.194 0.153
(0.412) (0.395) (0.360)

Wage and education variables 

Hourly wage 14.113 15.47 17.86
(17.937) (20.266) (26.443)

Less than high school = 1 0.228 0.134 0.121
(0.419) (0.340) (0.326)

High school = 1 0.393 0.348 0.328
(0.489) (0.476) (0.470)

College = 1 0.098 0.148 0.158
(0.297) (0.355) (0.365)

Postgraduate = 1 0.084 0.079 0.084
(0.277) (0.269) (0.277)

NOTE: Standard errors are listed in parentheses. The white race category may include respondents of Hispanic ethnicity.

4 For example, see Guvenen and Kuruscu (2007), Lemieux (2006),
Ginther and Rassier (2006), Autor, Katz, and Kearney (2006),
Piketty and Saez (2003), and Topel (1997).

3 The probability of computer use at home seems high at 52 percent.
Note that the Current Population Survey supplement from 1984 is
used as a proxy for computer use in 1980.



Hotchkiss and Shiferaw

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW JULY/AUGUST 2011 251

80

90

100

110

120

130

140

150

160

170

180

190

1970 1980 1990 2000

Index

99th

90th
80th

50th
10th
20th

Figure 2

Indexed Hourly Wages Across Worker Percentiles

NOTE: Hourly wages are indexed to the value of hourly wages in 1970.

LTCLG
CLG

GRAD

LTHS

90

92

94

96

98

100

102

104

106

108

1970 1980 1990 2000

Index

SMCLG

HS

Figure 3

Indexed Hourly Wages Across Education Levels

NOTE: Hourly wages are indexed to the value of hourly wages in 1970. LTHS, less than high school; HS, high school; LTCLG, less than
college; SMCLG, some college; CLG, college; GRAD, more than college.



used in this analysis with those in previous
analyses. Figure 2 confirms that the most dramatic
growth in wages between 1980 and 2000 (espe-
cially between 1990 and 2000) occurred in the
upper portion of the wage distribution—among
workers in the 99th percentile. Figure 3 illustrates
how this growth across the wage distribution
translates into growth across education levels.
While the growth among workers with a post-
graduate degree outpaced growth for workers of
lower education levels, the wage gap between
the highest and next-highest education level
(postgraduate versus college) shrank slightly,
while the gap between college graduates and high
school graduates continued to grow through 2000.

RESULTS
Tables 2 and 3 show the decompositions of

changes in the wage gap between college and high

school graduates from 1980 to 1990 (Table 2)
and from 1990 to 2000 (Table 3). Figures 4 and 5
reproduce these results graphically to more easily
visualize the relative contributions of changes in
endowments of each educational group, contribu-
tions of changes in how those endowments trans-
late into wages, and how different groups of
regressors (e.g., supply vs. demand) compare with
each other. Appendix B contains the estimated
parameter coefficients for each year and each
education level.

Relative Contributions of Changes in
Endowments and Coefficients

Considering the endowments of workers with
different education levels and how those endow-
ments translate into wages, the relative contribu-
tions are fairly consistent across the two decades
(see Figure 4). Changes in college graduates’
endowments and the labor-market valuation of
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high school graduates’ endowments (the coeffi-
cient effect) worked to increase the wage gap
during both decades. However, changes in high
school graduates’ endowments and the changes
in the labor-market valuation of college graduates’
endowments exerted downward pressure on the
wage gap in both decades. The implication is that,
overall, both high school and college graduates
were increasing their wage-enhancing character-
istics (both individual and job-related) during
both decades. The increasing endowments among
college graduates, however, exceeded those expe-
rienced by high school graduates. As discussed
in the next section, technology investments and
increased computer use were the driving forces
behind this greater endowment effect for college
graduates.

The declining value of those characteristics
(the coefficient effect) also exerted opposing pres-
sures on the wage gap. The decline in valuation
was greater among college graduates, particularly

in the 1990s, which helps to explain the slow-
down in the growth of the wage gap during that
decade. As discussed in more detail in the next
section, the driving force behind this large nega-
tive coefficient effect in the 1990s among college
graduates was the significant decline in labor
market return to occupational employment share.

Relative Contributions of Demand,
Supply, and Institutional Factors

Figure 5 graphically illustrates the relative
contributions of demand and supply factors to
the changing wage gap between high school and
college graduates across the 1980s and 1990s.
There are some striking differences. But first we
note that the significant contribution of unex-
plained factors in the determination of the wage
gap across both decades is apparent through the
size of the contribution of the constant term. An
important potential component of the constant
term is the change over time in the relative ability
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Table 2
Decomposition of the Change in the Wage Gap Between College and High School Graduates
(1980-1990)

College graduates High school graduates

Contribution Contribution Contribution Contribution 
Components of changes in of changes in of changes in of changes in Total
of decomposition endowments coefficients endowments coefficients (row sum)

Total (column sum) 0.3528*** –0.2241*** –0.2108*** 0.2049*** 0.1229***
(0.0041) (0.0044) (0.0020) (0.0022) (0.0067)

Demand factors 0.2614*** –0.0274 –0.1479*** –0.0103 0.0759
(0.0041) (0.0630) (0.0015) (0.0255) (0.0681)

Technology demand (industry 0.2171*** 0.1323*** –0.1192*** 0.0184*** 0.2486***
hardware and software investment, (0.0039) (0.0161) (0.0014) (0.0045) (0.0173)
probability of worker using 
computer at work)

Industry demand (industry value 0.0423*** 0.1234*** –0.0279*** –0.0766*** 0.0612
added, CZ employment share in (0.0008) (0.0436) (0.0004) (0.0196) (0.0478)
worker’s industry)

Occupation demand (CZ employment 0.0020*** –0.2831*** –0.0007** 0.0479* –0.2340***
share in worker’s occupation) (0.0006) (0.0625) (0.0003) (0.0253) (0.0674)

Supply factors 0.1005*** 0.2114*** –0.0767*** –0.5043*** –0.2692***
(0.0025) (0.0493) (0.0013) (0.0242) (0.0550)

Low-skilled immigrant supply –0.0054*** –0.0005 0.0067*** –0.0047*** –0.0040***
(percent of CZ population born in (0.0004) (0.0010) (0.0002) (0.0004) (0.0012)
Central America, Caribbean, or 
South America)

Highly skilled immigrant supply 0.0128*** 0.0534*** 0.0006*** –0.0644*** 0.0024
(percent of CZ population born in (0.0003) (0.0025) (0.0002) (0.0013) (0.0029)
non–Latin American countries)

Technology supply (probability 0.0120*** –0.0405*** –0.0001*** 0.0568*** 0.0282**
of worker using computer at home) (0.0008) (0.0143) (0.0000) (0.0045) (0.0150)

Other supply (percent of CZ 0.0572*** 0.4465*** –0.0409*** –0.4448*** 0.0179
population of worker’s skill group, (0.0021) (0.0397) (0.0012) (0.0217) (0.0453)
lagged a decade; CZ population, 
lagged a decade; college or university 
in CZ; percent of CZ labor force that 
is female) 

Demographics (age, gender, race, 0.0239*** –0.2476*** –0.0429*** –0.0472*** –0.3137***
ethnicity, marital status) (0.0007) (0.0202) (0.0003) (0.0092) (0.0222)

Institutional factors –0.0091*** –0.1283*** 0.0138*** 0.1586* 0.0350**
CZ unemployment rate, industry (0.0006) (0.0118) (0.0003) (0.0072) (0.0138)
extent of unionization, mobility rate 
of population in CZ, worker’s industry, 
and occupation dummy variables

Constant 0.0000 –0.2798*** 0.0000 0.5610*** 0.2811***
(0.0755) (0.0355) (0.0835)

NOTE: Standard deviations are listed in parentheses; these have been estimated using the delta method accounting for the sampling
variation in the regressors; see Phillips and Park (1988), Oehlert (1992), and Jann (2008). ***, **, and * indicate significance at the 99,
95, and 90 percent confidence levels, respectively. 
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Table 3
Decomposition of the Change in the Wage Gap Between College and High School Graduates
(1990-2000)

College graduates High school graduates

Contribution Contribution Contribution Contribution 
Components of changes in of changes in of changes in of changes in Total 
of decomposition endowments coefficients endowments coefficients (row sum)

Total (column sum) 0.4195*** –0.2960*** –0.1755*** 0.1181*** 0.0661***
(0.0082) (0.0084) (0.0040) (0.0043) (0.0131)

Demand factors 0.2191*** –0.6962 –0.0469*** –0.1261*** –0.6502***
(0.0049) (0.0606) (0.0017) (0.0266) (0.0663)

Technology demand (industry 0.2184*** 0.0397* –0.0613*** 0.1526*** 0.3493***
hardware and software investment, (0.0049) (0.0208) (0.0016) (0.0060) (0.0223)
probability of worker using 
computer at work)

Industry demand (industry value –0.0073*** –0.1502*** 0.0065*** 0.1140*** –0.0370
added, CZ employment share in (0.0007) (0.0403) (0.0004) (0.0204) (0.0451)
worker’s industry)

Occupation demand (CZ employment 0.0080*** –0.5857*** 0.0079*** –0.3927*** –0.9626***
share in worker’s occupation) (0.0008) (0.0593) (0.0004) (0.0270) (0.0652)

Supply factors 0.2227*** –0.0533 –0.1717*** 0.2334*** 0.2310***
(0.0079) (0.0592) (0.0041) (0.0294) (0.0667)

Low-skilled immigrant supply –0.0033*** 0.0049*** 0.0072*** –0.0027*** 0.0608***
(percent of CZ population born in (0.0003) (0.0009) (0.0002) (0.0005) (0.0011)
Central America, Caribbean, or 
South America)

Highly skilled immigrant supply 0.0182*** –0.0106*** –0.0157*** 0.0332*** 0.0251***
(percent of CZ population born in (0.0004) (0.0021) (0.0002) (0.0011) (0.0024)
non–Latin American countries)

Technology supply (probability of 0.1118*** 0.3045*** –0.1240*** –0.1485*** 0.1438***
worker using computer at home) (0.0073) (0.0327) (0.0039) (0.0074) (0.0346)

Other supply (percent of CZ 0.0776*** –0.3672*** –0.0281*** 0.3534*** 0.0357
population of worker’s skill group, (0.0018) (0.0411) (0.0008) (0.0258) (0.0486)
lagged a decade; CZ population, 
lagged a decade; college or university 
in CZ; percent of CZ labor force that 
is female) 

Demographics (age, gender, race, 0.0184*** 0.0151 –0.0111*** –0.0019 0.0204
ethnicity, marital status) (0.0006) (0.0187) (0.0003) (0.0105) (0.0215)

Institutional factors –0.0223*** –0.0201* 0.0432*** –0.0960*** –0.0952***
CZ unemployment rate, industry (0.0008) (0.0107) (0.0005) (0.0073) (0.0130)
extent of unionization, mobility rate 
of population in CZ, worker’s industry, 
and occupation dummy variables

Constant 0.0000 0.4736*** 0.0000 0.1068*** 0.5804***
(0.0798) (0.0397) (0.0891)

NOTE: Standard deviations are listed in parentheses; these have been estimated using the delta method (Phillips and Park, 1988),
accounting for the sampling variation in the regressors (see Jann, 2008). ***, **, and * indicate significance at the 99, 95, and 90 percent
confidence levels, respectively. 



of college and high school graduates. Hendricks
and Schoellman (2011) present evidence that a
fair amount of the growth in the college wage
premium can be attributed to the growth in the
relative ability (or “quality”) of college graduates
compared with high school graduates. Such a
change in quality is unmeasured and will, thus,
be captured only by the constant term.

Of arguably greater interest here than the role
of unmeasurables, however, is that changes in
supply, demand, and institutional factors have
had completely opposite effects on the wage gap
across the two decades. During the 1980s, demand
and institutional factors increased the wage gap,
while supply factors, as a whole, exerted down-
ward pressure on the wage gap. The opposite was
true for the 1990s—supply factors increased the
wage gap, while demand and institutional factors
decreased it. The most dramatic reversal was
among demand factors. Tables 2 and 3 provide
details of the relative contributions.

Demand Factors. Consistent with the skill-
biased technological change literature, the largest
single contributor to the wage-gap-enhancing
change in college graduates’ endowments was
the investment by their employers in technology
and their use of computers at work, both in the
1980s and the 1990s.5 At the same time, employ-
ers of high school graduates were investing in
technology and those workers were also increas-
ingly likely to use computers at work, but these
changes were not nearly large enough to offset
the growth along this dimension among college
graduates, particularly in the 1990s. During the
1990s, however, the change in the use of com-
puters at home (a supply factor) by high school
graduates was the single largest contributing
endowment factor exerting downward pressure
on the wage gap (–0.1240). And this downward
pressure slightly exceeded the upward pressure
of the growing use of home computers by college
graduates (0.1118). Perhaps this reflects that
increased computer use allowed high school grad-

uates to catch up in terms of computer-specific
human capital, especially since home computer
use by high school graduates was essentially
non-existent in the 1980s. 

Nonetheless, as in Krueger (1993), we find
that computer use at work is rewarded more than
computer use at home. For college graduates, a
10-percentage-point increase in the probability
of using a computer at work translated into a 3
percent, 7 percent, and 9 percent increase in
wages in 1980, 1990, and 2000, respectively (see
estimation results in Appendix B). Analogous
rewards were 5 percent, 6 percent, and 3 percent
for high school graduates. This growing valuation
of computer use at work by employers of college
graduates (along with the returns workers expe-
rience from their employer’s technology invest-
ments) and the declining (but still positive)
valuation of computer use by employers of high
school graduates explain why the coefficient
effect for technology demand factors is positive
for both high school and college graduates in
both decades. It also illustrates what others have
found: It was not only the increased use of tech-
nology among college graduates that translated
into faster wage growth, but also the greater trans-
lation of technology investment and use into
higher wages for college graduates that expanded
the wage gap.

The boost to the wage gap from increased
technology use and investment between 1980
and 1990 (0.2486) was almost completely offset
by downward pressure imposed by changing
occupational demand (–0.2340). Between 1990
and 2000, this downward pressure of changing
occupational demand is three times larger than
the continued upward pressure on the wage gap
imposed by changing technology investment and
use. This accounts for the bulk of the flip between
the 1980s and 1990s in the direction of the con-
tribution of demand factors. As in Autor, Katz,
and Kearney (2006), we measure occupational
demand as the share of employment accounted
for by each occupation; the greater the share of
employment in a particular occupation, the greater
the demand for workers with those occupational
skills. Generally, the empirical results presented
here are consistent with the theoretical conclu-
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5 As in Autor, Levy, and Murnane (2003), we measure employers’
investments in technology as the total spent on all computer and
peripheral equipment and software. Even if new devices were
introduced between the 1980s and 1990s, this aggregated measure
should be reflective of the total investment.



sions drawn by Autor, Katz, and Kearney (2006)
that market forces likely played an important role
in the determination of the wage gap, especially
during the 1990s. The downward pressure on the
wage gap as a result of changing occupational
demand between 1990 and 2000 came from the
reduced rewards to employment in occupations
dominated by college graduates (even more so
than during the 1980s) and the increased rewards
to employment in occupations dominated by high
school graduates. While the share of jobs popu-
lated by high school and college graduates did
not substantially change between 1990 and 2000,
the labor market rewards of employment in those
occupations did. Specifically, a 1-percentage-
point increase in the CZ share of employment in
a worker’s occupation increased wages among
high school graduates by 0.05 percent in 1990 but
by 0.53 percent in 2000 (see Appendix B)—thus
the relatively large negative coefficient effect in
the “Occupation demand” category in Table 3
(–0.3927). At the same time, the analogous coef-
ficient among college graduates decreased from
0.17 to –0.51, putting further downward pressure
on the wage gap (–0.5857). 

Autor, Levy, and Murnane (2003) conclude
that technological change caused relative demand
shifts favoring educated labor (also see Katz and
Murphy, 1992). The results from the analysis here
suggest that the rewards to that shift in demand
toward educated labor were primarily flowing to
college graduates through the increased use of
and investment by employers in technology. This
is consistent with Autor, Levy, and Murnane’s
(2003) conclusions that technological change
caused, rather than reflected, the demand shift
toward educated labor (as seen here in both the
1980s and 1990s results).

In addition, the growing rewards to high
school graduates through increasing occupational
share in the 1990s (as opposed to primarily
through technological change) are consistent
with Autor, Katz, and Kearney’s (2006) evidence
of a polarization of the labor market in the 1990s;
the marginal productivity of manual task input
(supplied by less-educated workers) is comple-
mentary with a rise in routine task input (supplied
primarily by lower-cost computer capital). There

Hotchkiss and Shiferaw

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW JULY/AUGUST 2011 257

is very little evidence here of this effect in the
1980s, which is, again, consistent with Autor,
Katz, and Kearney’s (2006) monotonic shift in
occupational demand during that decade.

The relatively innocuous impact of the chang-
ing industrial employment share is consistent
with the findings of Wheeler (2005) and Katz
and Murphy (1992) that rising inequality within
industries is more important than rising inequal-
ity between industries in explaining the growing
education gap in both decades.

Supply Factors. During the 1980s, supply
factors, as a whole, put downward pressure on
the wage gap. The most significant supply factor
driving the growing education wage gap during
the 1980s was the valuation of demographics
(–0.3137), most notably the valuation of demo-
graphics of college graduates (–0.2476), the largest
contributor to which was age. Between 1980 and
1990, the oldest of the baby boomers were enter-
ing their 40s, with the youngest baby boomers
graduating from college and entering their 20s.
In addition, increasing numbers of workers with
a college degree were entering the workforce
(although at a decreasing rate; see Card and
Lemieux, 2001). The net result, it appears, was
that earlier college-educated boomers were facing
significant competition as the youngest of their
cohort began graduating from college, putting
downward pressure on college wages—thus, the
wage gap.

The largest supply factor contributing to the
wage gap change during the 1990s was computer
use at home (0.1438). Even though high school
graduates increased their computer use slightly
more than college graduates during this decade,
the increased use gave a much larger boost to
college graduates’ wages (a 0.3045 contribution
to the wage gap change) than to high school grad-
uates’ wages (a –0.1485 contribution to the wage
gap change), making for a net positive contribu-
tion to the wage gap. This may be because high
school graduates were increasingly less likely to
apply their newly acquired computer skills on
the job. This accounts for the bulk of the flip
between the 1980s and 1990s in the direction of
the contribution of supply factors.



Another significant supply factor change is
the share of workers with the same education level
(lagged) in the individual’s CZ.6 Changes in this
factor were relatively unimportant in the 1980s
but contributed a relatively significant share to
wage gap growth in the 1990s. Changes in both
the endowment and coefficient effects related to
this factor contributed to its sizable contribution.
First, college-educated workers became more
geographically concentrated and high school
graduates became less geographically concentrated
(endowment changes). Second, being located in
a CZ with a large share of workers with the same
skill level was increasingly a bonus for college
graduates but became a penalty for high school
graduates—a continuation of the decline in return
to this characteristic that was also seen between
1980 and 1990. This result is consistent with the
finding of others, such as Giannetti (2001) and
Hotchkiss, Pitts, and Robertson (2008), that once
a workforce has a large enough concentration of
highly skilled workers, the workers themselves
benefit from the rents generated by skill comple-
mentarities. This finding also suggests that the
supply effects found at an aggregate level by Card
and Lemieux (2001) (fewer available college-
educated workers boosts their wages) do not nec-
essarily trickle down to the individual level; an
individual college graduate captures rents from
locating in a labor market with others of the same
education level, ceteris paribus.

While Topel (1997) found that the percent of
the labor force that is female did not have much
impact on growing wage inequality, decomposing
that supply factor into endowment and coefficient
effects highlights a notable shift from the 1980s
to the 1990s. Between 1980 and 1990, the coeffi-
cients on the share of the workforce that is female
changed from negative (more females in the labor
force put downward pressure on wages) to posi-
tive. This had the effect of raising both college
and high school graduate average wages (making
the college graduate coefficient effect for this
regressor positive and the high school graduate
coefficient effect negative).
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In contrast, between 1990 and 2000, the coef-
ficients on the percentage of the CZ labor force
that is female declined for both college and high
school graduates, making the impact of the change
just the opposite of what occurred during the
previous decade. Much has been made of highly
educated women “opting out” of the labor force
during the 1990s (for example, see Hotchkiss,
Pitts, and Walker, 2010). If this took the form of
women working fewer hours or in jobs requiring
less skill, this opt-out phenomenon could be con-
tributing to the dramatic downward pressure on
the wage gap from the percent of the CZ labor
force that is female.

Topel (1997) also found that immigration
was not particularly important for explaining
growing wage inequality during the 1980s. We
also found this to be the case for both the 1980s
and the 1990s, likely because of the small fraction
of the workforce made up by immigrants.

Institutional Factors. Changes in factors
that we categorize as institutional increased the
wage gap between 1980 and 1990 but decreased
the wage gap during the 1990s. Institutional fac-
tors are those characteristics that describe the
labor market and differ from the characteristics
brought to the labor market by employers and
workers. Card and DiNardo (2002) point to
declining unionization as a major contributor to
the growing wage gap between education groups.
However, in addition to being a relatively minor
contributor in this analysis, controlling for other
wage-determining factors at the individual level
results in the contribution of unionization (both
the change in unionization rates and the change
in return to unionization) exerting downward
pressure on the wage gap during both decades,
although the impact of that downward pressure
was much smaller in the 1990s.

Changes in mobility worked in favor of high
school graduate wages in the 1990s but had little
impact on the changing wage gap in the 1980s.
In 1990, there appears to have been a wage penalty
for working in a CZ with high levels of mobility
for both college and high school graduates,
although the penalty was greater among college
graduates. In 2000, that penalty became larger
for college graduates but became a bonus for high

6 Details that follow relating to the categories of “Other supply”
and “Institutional factors” are not reported individually in Tables
2 and 3 but can be easily constructed using the means in Table 1
and the parameter estimates in Appendix B.



school graduates—hence the fairly significant
downward pressure on the wage gap. It was also
in 2000 that the return to being employed in an
occupation with a high employment share
increased significantly for high school graduates.
The increasing return to mobility may reflect a
degree of flexibility among high school graduates
that allowed them to take advantage of increased
demand for the occupations in which they are
employed.

One might also expect to find lower average
wages in CZs with an abundance of slack labor.
The positive coefficient on the unemployment
rate, however, is consistent with the presence
of sticky wages (for an example, see Gottschalk,
2005). For any given equilibrium level of wages
(characterized by all of the other regressors
included in the estimation), the higher the unem-
ployment rate, the higher the observed wage in
that labor market is likely to be (the higher the
observed wage is above the equilibrium wage).
This is not an estimated causal relationship
between unemployment and the wage level, but
rather, merely a cross-sectional correlation hold-
ing all other labor market characteristics constant.
The result does not invalidate the frequently
replicated negative relationship between wage
growth and the unemployment rate (for example,
as seen in Aaronson and Sullivan, 2001).

SENSITIVITY ANALYSIS
One of the main points of the analysis in this

paper is that focusing on just one potential con-
tributor to the change in the education wage gap
over time runs the risk of biasing the conclusions.
This section illustrates just how sensitive the
decomposition is to exclusions of various regres-
sors. Three alternative specifications are estimated:
(i) excluding the industry and occupation dummy
variables, (ii) excluding the technology demand
variables, and (iii) excluding all CZ-level regres-
sors. The resulting changes in the decompositions
across specifications are illustrated (along with
the baseline decompositions) in Figures 6 and 7.

With only one exception, none of the different
specifications altered the relative contributions
of changes in endowments and coefficients

(Figure 6). Although the individual terms in the
decomposition differed in size from the base speci-
fication, the relative contributions reflected in
the baseline decomposition remained unchanged.
The exception was the relative contributions of
endowments and coefficients to the observed
change in the wage gap between 1990 and 2000
when CZ-level variables are excluded from the
analysis; the overwhelming source of the differ-
ence in this case is the increase in the unex-
plained portion of the valuation of endowments
among college graduates—as reflected in the
estimate of the intercept term. Removing technol-
ogy demand from the estimation considerably
decreased the changes in the contribution of
endowments of both college graduates and high
school graduates in both decades. The most dra-
matic effect was the reduction of the change in
the valuation of endowments of college graduates
during the 1980s.

Removing the industry and occupation dummy
variables primarily affected the contribution of
the industry and occupation CZ employment
shares. This change in contribution manifested
itself through an increase in the relative contribu-
tion of the CZ occupation employment share to
a growing wage gap. This, in turn, reduced the
growing advantage of high school graduates over
college graduates in demand for their occupational
fields. This pattern of change was the same across
both decades (see in Figure 6 how the gray section
of the second bar in both panels is smaller than
the gray section of the first bar). The implication
is that excluding occupation and industry fixed
effects would have resulted in underestimating
the complementary role that demand for high
school graduates’ skills (as measured by demand
for occupational shares of high school graduates)
played as the demand for technological skills
increased.

The motivation for removing the technology
demand factors was to determine which other
factors would take the place of this dominant
influence on the change in the wage gap. The
primary effect of removing technology demand
factors was an increase in the relative contribu-
tion of supply factors to the growing wage gap.
This occurred primarily through an increased
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Sensitivity Analysis: Contributions of Changes in Endowments and Coefficients Across Different
Specifications 

NOTE: CLG, college; CZ, commuting zone; HS, high school.
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contribution of technology supply (see how the
blue section of the third bar of both panels in
Figure 7 compares with the blue section of the first
bar; it is a smaller negative contribution in panel
A and a larger positive contribution in panel B).

Excluding CZ-level regressors had a differen-
tial effect in the 1980s and 1990s. In the absence
of CZ regressors in the 1980s, the contribution
of demand factors to the wage gap increase (the
white section of the fourth bar in panel A of
Figure 7) was reduced significantly, compared
with the baseline, primarily through the reduced
importance of industry and occupation employ-
ment shares. In the 1990s, the contribution of
supply factors to the wage gap increase (the blue
section of the fourth bar in panel B of Figure 7)
was significantly reduced, compared with the
baseline, mainly through the reduced importance
of home computer use. The increase in the contri-
bution of the intercept was largest in this specifi-
cation across both decades.

For the most part, with the exception of exclud-
ing CZ-level regressors, the relative contributions
of changes in endowments and coefficients remain
the same across different specifications. However,
the relative contributions of supply and demand
factors do change in fairly significant ways. Of
course, those changes are partially dependent on
the categorization of regressors into supply and
demand influences, but once there is agreement
on that point, it is clearly important to include as
many measures as possible of potential influence.
It is particularly important to include measures
of geographic differences across education groups
and time when trying to identify primary contrib-
utors to the changing wage gap.7

CONCLUSIONS AND 
IMPLICATIONS

The analysis in this paper provides a thorough
reduced-form investigation of the relative contri-

butions of supply and demand factors to the grow-
ing wage gap between high school and college
graduates during the 1980s and the 1990s. Most
importantly, the analysis identifies the mechanism
through which technological change boosted
wages of both groups of workers in each decade.
Specifically, in both decades wage gains from
increased demand for college graduates flowed
through their increased use of technology (and
technological investments by their employers),
rather than from merely an increase in demand
for educated workers. However, the main rewards
from technology to high school graduates flowed
through increased demand for their particular
skills (which are theorized to be complementary
to technological advancements), rather than
through the use of technology itself. These results
provide empirical evidence in support of the
theoretical arguments of Autor, Katz, and Kearney
(2006) that the labor market of the 1990s experi-
enced a polarization; the marginal productivity
of manual-task input (supplied by less-educated
workers) is complemented by a rise in routine-
task input (supplied primarily by lower-cost
computer capital).

In general, the results are mostly consistent
with those in the previous literature; however,
the individual-level analysis in this paper pro-
vides an advantage over some aggregate analyses.
For example, whereas Card and Lemieux (2001)
found that reduced aggregate supply boosted
wages of college graduates, the results here indi-
cate that the marginal effect of a growing concen-
tration of college graduates (increased supply in
a geographic area) had an increasingly positive
impact on college wages over the two decades,
consistent with evidence of rents generated by
skill complementarities, as found by Giannetti
(2001).

The analysis also demonstrated that supply
and demand wage-determining factors had oppo-
site effects in the growth of the wage gap during
the 1980s and 1990s; however, changes in endow-
ments of workers with college degrees were largely
responsible for the increasing wage gap in both
decades. Consistent with the skill-biased techno-
logical change literature, technological change—
the increased investments in technology and
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7 Others have documented the importance of geography on wage
differences and wage growth. For example, see Bartik (1991),
DuMond, Hirsch, and Macpherson (1999), Hirsch (2005), Easton
(2006), Hirsch, König, and Möller (2009), and Black, Kolesnikova,
and Taylor (2009).



computer use by workers (both college and high
school graduates)—was the single largest con-
tributing endowment change that affected the
wage gap across both decades, even after control-
ling for as many other demand, supply, and insti-
tutional factors as possible.

In addition to contributing to our overall
understanding of the dynamics of the wage gap
between workers of different education levels
during the 1980s and 1990s and the roles that
supply and demand factors in each decade played
in determining the wage gap, the analysis in this

paper provides an even more general lesson.
Focusing on only one factor in a complicated
market process runs the risk of losing perspective
of that factor’s relative importance in the deter-
mination process or missing the impact of that
factor’s interaction with other market forces. The
sensitivity analysis demonstrated the importance
of including as many measures of potential influ-
ence as possible when trying to identify sources
in the changing wage gap, particularly measures
of geographic differences across education groups.
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APPENDIX A
Variable Descriptions and Data Sources

Variable Descriptions and Data Sources Overview

The data used for the analysis in this paper are from a number of sources. The primary data source is the Integrated
Public Use Microdata Series (IPUMS) and was obtained from the Minnesota Population Center at the University of
Minnesota. Commuting zone (CZ)-level regressors are constructed using the individual-level data in the IPUMS. In
particular, average demographics and labor market characteristics are constructed based on CZs with data from the
IPUMS. 

Data for industry-level investment in technology are obtained from the National Income and Product Accounts (NIPA).
Data for industry value added, designed to capture overall product demand—and thus worker demand—also come
from NIPA.

Data for computer use at work and home and unionization by industry are obtained from the Current Population
Survey (CPS). Data from the National Center for Education Statistics (NCES) are used to obtain zip codes for all insti-
tutions of higher learning, which are then mapped onto CZs. Detailed descriptions and sources of all variables used
in the analysis are provided in Table A1.
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Table A1
Variable Descriptions and Construction and Data Sources

Dependent variable: Individual log hourly wage. All dollar values are deflated to 2000 values using the personal consumption
expenditures (PCE) chain-type price deflator. All regressors, even if CZ (k)- or industry ( j )-specific, are measured at the individual
level (i ). See the next section for information related to construction of CZs. 

Regressors Description Data source

Demand factors

computerj Industry-specific (three-digit NAICS) dollar investment in high-tech NIPA
softwarej equipment and software; millions of dollars. Expected to capture industry 

demand for technologically astute workers.

comworki Measures an individual’s use of a computer at work. A reduced-form OLS CPS Computer and 
model is estimated using the CPS to determine a person’s probability of using Internet Use 
a computer at work. The parameter estimates are then applied to the IPUMS Supplement
to obtain a predicted probability of an individual using a computer at work. 
The earliest CPS survey of computer and Internet use was conducted in 1984; 
this supplement is used as a proxy for computer use in 1980.

VAj Industry-specific value added, measured as the dollar value of output minus NIPA
the value of intermediate inputs. Expected to capture total derived demand 
for workers. 

EmplSharekj Share of total workforce in CZ k that is employed in the worker’s industry j IPUMS
EmplShareki (occupation i). Expected to capture local labor market demand for employment 

across industries.

Supply factors

comhomei Measures an individual’s use of a computer at home. A reduced-form OLS CPS Computer and 
model is estimated using the CPS to determine a person’s probability of using Internet Use 
a computer at home. The parameter estimates are then applied to the IPUMS Supplement
to obtain a predicted probability of an individual using a computer at home. 
The earliest CPS survey of computer and Internet use was conducted in 1984; 
this supplement is used as a proxy for computer use in 1980.

NOTE: CPS, Current Population Survey; IPUMS, Integrated Public Use Microdata Series; NAICS, North American Industry Classification
System; NCES, National Center for Education Statistics; NIPA, National Income and Product Accounts; OLS, ordinary least squares. 
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Table A1, cont’d
Variable Descriptions and Construction and Data Sources

Regressors Description Data source

Supply factors, cont’d

flfperk This is a measure of the percent of the CZ labor force that is female. Others IPUMS
have concluded that female workers are lower-paid substitutes for low-skilled 
men, and their presence could drive down wages of low-skilled workers.

perskillXk Percent of the CZ population that is of skill group X (e.g., high school only, IPUMS
college graduate). 

mCenCaribbSouthAmk Percent of CZ population born in Central America, the Caribbean, or South IPUMS
EuropeAsiak America; percent of CZ population born in Europe or Asia; and percent of CZ 
mothernonNAmk population born in other non–North American areas (e.g., African countries, 

Arctic regions). Immigrant shares are expected to capture the effect of immigra-
tion on local wage determination. 

schldummyk Dummy variable set equal to 1 if CZ has at least one college or university that U.S. Department of 
offers a bachelor’s degree. Zip codes of schools (obtained from the NCES) were Education NCES
mapped onto the CZ. Other work has used a dummy variable indicating the 
presence of a land-grant university only (see Nervis, 1962, and Moretti, 2004).

Demographics

agei Age of individual (and its squared value). IPUMS

femalei Dummy variable set equal to 1 if individual is female. IPUMS

whitei (excluded) Dummy variable set equal to 1 if white. All race variables are constructed from IPUMS
IPUMS variable race. May include respondents of Hispanic ethnicity.

blacki Dummy variables set equal to 1 if black, Asian (Chinese, Japanese, or other IPUMS
asiani Asian or Pacific Islander), or any other race.
otherracei

marriedspi Dummy variable set equal to 1 if married with a spouse present. IPUMS

Institutional factors

uratek CZ-level unemployment rate; constructed using individual labor force data IPUMS
from the IPUMS. Expected to capture current local labor market conditions.

unionj Industry-specific unionization percent. Expected to measure the degree of CPS, Annual Social 
noncompetitive wage-setting mechanisms present in worker’s industry. and Economic 

Supplement

mfluidityk Percent of the CZ that lived in a different state five years ago. Expected to IPUMS
capture the mobility of workers in the local labor market; a greater degree of 
mobility makes a labor market more competitive.

indj Dummy variables for broad industry (j) and occupation (m) classifications. IPUMS
occm Expected to capture occupation- and industry-specific determinants of wages 

not otherwise controlled for.



Method for Assigning Commuting Zones to Individuals

Data on CZs are extracted from the IPUMS. The original data were constructed by Tolbert and Sizer (1996), who used
1990 Census data on journey-to-work county commuting flows to construct 741 CZs (clusters of counties with strong
commuting ties). We use the same (1990) definition of CZs for all analysis years (1980, 1990, and 2000) for a consistent
definition of a labor market area throughout our analysis. 

A CZ is assigned to an individual in the sample by matching CZs to either public use microdata (PUMA) for 1990 and
2000 or a similarly defined county group (CNTYGRP) for 1980. Because each PUMA or CNTYGRP can contain multiple
CZs, we use the following method to assign each observation in a PUMA or CNTYGRP to a CZ (similar to the method
used by Autor and Dorn, 2008):

(i) The CZ dataset is merged into the IPUMS dataset that contains PUMA/CNTYGRP by county federal information 
processing standards (FIPS) codes. 

(ii) Depending on the year, between 68 and 82 percent of CZs are matched exclusively to one PUMA or CNTYGRP. 
In 2000, 1,677 of the 2,052 PUMAs (82%) match to a single CZ. In 1990, 1,348 of the 1,726 PUMAs (78%) match to a 
single CZ. In 1980, 788 of the 1,154 county groups (68%) match to a single CZ.

(iii) When the match between CZ and PUMA/CNTYGRP is not exclusive, a random assignment strategy is used to 
distribute the PUMA/CNTYGRP population across the appropriate CZs.

(a) Population weights are created for each CZ within a PUMA or CNTYGRP. The weights are equal to the share 
of the PUMA or CNTYGRP population in each CZ.

(b) Each IPUMS observation within a PUMA or CNTYGRP is assigned a value from a uniform random variable 
distribution.

(c) Each person is then assigned a CZ based on the CZ’s population share weight and the person’s uniform 
distribution value. For example (see diagram below), if PUMA 1’s population is distributed across CZ l (10 
percent), CZ m (30 percent), and CZ n (60 percent), then individuals from PUMA 1 with a uniform draw 
between 0 and 0.10 will be assigned to CZ l; individuals with a draw between 0.10 and 0.40 will be assigned to
CZ m; and the remaining population is assigned to CZ n.
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PUMA 1

PUMA 2

CK l

CK m

CK n

CK g

10% of PUMA 1 Population

30% of PUMA 1 Population

60% of PUMA 1 Population

30% of PUMA 2 Population

70% of PUMA 2 Population



APPENDIX B
OLS Parameter Estimates of Log Wage Equations by Education and Year

1980 1990 2000

Regressors High school College High school College High school College

Demand factors

Computer investment ($ billions) 0.0064*** 0.0155*** –0.0410*** –0.0521*** –0.0054*** –0.0071***
(0.002) (0.003) (0.001) (0.001) (0.000) (0.000)

Software investment ($ billions) 0.1336*** 0.1847*** 0.1262*** 0.1469*** 0.0169*** 0.0182***
(0.002) (0.005) (0.001) (0.002) (0.000) (0.000)

Probability of computer use at work 0.5058*** 0.2708*** 0.5629*** 0.6902*** 0.2806*** 0.9438***
(0.017) (0.030) (0.014) (0.023) (0.015) (0.027)

Industry value added ($ trillions) 0.2848*** 0.3761*** 0.3976*** 0.4947*** 0.0309*** 0.0775***
(0.010) (0.019) (0.006) (0.009) (0.005) (0.006)

Industry employment share 0.5047*** 0.7450*** 0.5758*** 0.8754*** 0.5337*** 0.7913***
(0.017) (0.040) (0.017) (0.035) (0.018) (0.033)

Occupation employment share 0.1071*** 0.5031*** 0.0477** 0.1705*** 0.5281*** –0.5083***
(0.022) (0.054) (0.023) (0.049) (0.024) (0.048)

Supply factors

Probability of computer use at home 0.2569*** 0.2889*** 0.1344*** 0.2287*** 0.4537*** 0.6486***
(0.006) (0.014) (0.008) (0.016) (0.014) (0.042)

Female share of CZ labor force –0.4929*** –0.7329*** 0.7022*** 0.4925*** 0.3309*** –0.3157***
(0.031) (0.066) (0.036) (0.066) (0.039) (0.063)

CZ population (lagged, millions) 2.1561*** 1.7968*** 0.3476*** 0.4070*** 0.0097*** 0.0105***
(0.050) (0.099) (0.009) (0.013) (0.000) (0.001)

Share of CZ with high school diploma (lagged) 0.1485*** — 0.1168*** — –0.2650*** —
(0.009) (0.009) (0.011)

Share of CZ with college degree (lagged) — 1.5064*** — 0.7076*** — 1.1516***
(0.080) (0.051) (0.031)

Share of CZ born in Latin America or the –1.0993*** –0.3310*** –0.6587*** –0.3697*** –0.5268*** –0.1895***
Caribbean (lagged)† (0.038) (0.075) (0.017) (0.028) (0.013) (0.020)

Share of CZ born in Europe or Asia (lagged) 1.5807*** 0.5972*** 3.1575*** 1.7684*** 1.8391*** 1.3050***
(0.034) (0.067) (0.031) (0.044) (0.025) (0.033)

Share of CZ born in other non–North American –1.5441*** 0.0038 0.1026* 1.1482*** 1.0670*** 1.8213***
countries (lagged) (0.060) (0.117) (0.057) (0.084) (0.053) (0.069)

University or college in CZ 0.0521*** 0.0236*** 0.0241*** 0.0227*** 0.0143*** 0.0173***
(0.003) (0.009) (0.002) (0.005) (0.002) (0.005)

Demographics

Age 0.0378*** 0.0595*** 0.0386*** 0.0462*** 0.0363*** 0.0498***
(0.000) (0.001) (0.000) (0.001) (0.000) (0.001)

Age squared –0.0003*** –0.0005*** –0.0003*** –0.0004*** –0.0003*** –0.0005***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female –0.3478*** –0.2489*** –0.3615*** –0.3038*** –0.2961*** –0.3064***
(0.002) (0.005) (0.002) (0.004) (0.002) (0.003)

NOTE: Standard deviations are listed in parentheses. Because of the potential endogeneity, CZ population, shares of CZ with different
education degrees, and immigration shares are all lagged a decade (e.g., the 1990 value is used in the 2000 regression). ***, **, and *
indicate significance at the 99, 95, and 90 percent confidence levels, respectively. †The excluded immigration share in CZ is North
American. ‡The excluded race is white. §The excluded industry is other services. ¶The excluded occupation is managerial and profes-
sion specialty. OLS, ordinary least squares. 
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APPENDIX B, cont’d
OLS Parameter Estimates of Log Wage Equations by Education and Year

1980 1990 2000

Regressors High school College High school College High school College

Demographics, cont’d

Black‡ –0.0083*** 0.0360*** –0.0098*** 0.0530*** 0.0132*** 0.0625***
(0.002) (0.004) (0.002) (0.004) (0.002) (0.004)

Asian –0.0330*** –0.0710*** –0.0891*** –0.0546*** –0.0778*** –0.0283***
(0.004) (0.006) (0.004) (0.004) (0.003) (0.004)

Other race –0.0122** –0.0559*** –0.0014 –0.0256** –0.0501*** –0.0696***
(0.005) (0.015) (0.005) (0.012) (0.002) (0.004)

Married with spouse present 0.0621*** 0.0773*** 0.0882*** 0.1066*** 0.1022*** 0.0951***
(0.001) (0.002) (0.001) (0.002) (0.002) (0.002)

Institutional factors

CZ unemployment rate 1.6755*** 1.9837*** 0.4808*** 1.6019*** 1.2773*** 1.4432***
(0.039) (0.079) (0.046) (0.077) (0.051) (0.083)

Unionization 0.3190*** 0.2478*** 0.3788*** 0.0914*** 0.3080*** –0.2073***
(0.005) (0.011) (0.005) (0.009) (0.005) (0.008)

Mobility rate of CZ population 0.2707*** 0.1205*** –0.0130 –0.0836*** 0.1233*** –0.2159***
(0.010) (0.022) (0.010) (0.018) (0.011) (0.018)

Industries§

Natural resources and mining 0.2234*** 0.3976*** 0.2513*** 0.4682*** 0.1216*** 0.3037***
(0.004) (0.010) (0.004) (0.007) (0.004) (0.009)

Construction 0.1631*** 0.3168*** 0.0912*** 0.2777*** 0.0569*** 0.2745***
(0.003) (0.008) (0.003) (0.006) (0.003) (0.006)

Manufacturing 0.1711*** 0.3838*** 0.1904*** 0.4394*** 0.1399*** 0.4362***
(0.003) (0.007) (0.003) (0.005) (0.002) (0.005)

Transportation and utilities 0.2098*** 0.3789*** 0.2132*** 0.4274*** 0.1261*** 0.4730***
(0.004) (0.009) (0.003) (0.006) (0.003) (0.006)

Wholesale trade 0.0125** 0.1855*** –0.0018 0.2669*** 0.0411*** 0.3399***
(0.005) (0.011) (0.005) (0.007) (0.004) (0.006)

Retail trade –0.0577*** 0.0473*** –0.1532*** 0.0105* –0.0473*** 0.1941***
(0.004) (0.008) (0.003) (0.006) (0.003) (0.006)

Financial activities –0.0062 0.0898*** –0.1528*** –0.0249*** 0.1255*** 0.3701***
(0.004) (0.009) (0.004) (0.007) (0.004) (0.005)

Information 0.2319*** 0.2340*** 0.0809*** 0.2947*** 0.0197*** 0.2444***
(0.005) (0.010) (0.004) (0.006) (0.004) (0.006)

Professional and business services 0.1079*** 0.2565*** –0.0607*** 0.0331*** –0.0032 0.2176***
(0.003) (0.007) (0.003) (0.006) (0.003) (0.005)

Education and health services 0.0561*** 0.2219*** 0.0057** 0.1961*** –0.0355*** 0.2039***
(0.003) (0.007) (0.003) (0.005) (0.003) (0.005)

Leisure and hospitality 0.0836*** 0.2187*** 0.1184*** 0.2656*** 0.0108*** 0.1771***
(0.004) (0.010) (0.004) (0.007) (0.003) (0.006)

NOTE: Standard deviations are listed in parentheses. Because of the potential endogeneity, CZ population, shares of CZ with different
education degrees, and immigration shares are all lagged a decade (e.g., the 1990 value is used in the 2000 regression). ***, **, and *
indicate significance at the 99, 95, and 90 percent confidence levels, respectively. †The excluded immigration share in CZ is North
American. ‡The excluded race is white. §The excluded industry is other services. ¶The excluded occupation is managerial and profes-
sion specialty. OLS, ordinary least squares. 
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APPENDIX B, cont’d
OLS Parameter Estimates of Log Wage Equations by Education and Year

1980 1990 2000

Regressors High school College High school College High school College

Occupations¶

Technical sales and administrative support –0.1218*** –0.1379*** –0.1353*** –0.1834*** –0.0907*** –0.2108***
(0.002) (0.005) (0.002) (0.004) (0.002) (0.004)

Service –0.2730*** –0.2806*** –0.3066*** –0.3621*** –0.2094*** –0.4460***
(0.004) (0.010) (0.004) (0.008) (0.004) (0.007)

Farming, forestry, and fishing –0.4395*** –0.4745*** –0.4565*** –0.6334*** –0.3228*** –0.6094***
(0.006) (0.014) (0.004) (0.010) (0.004) (0.010)

Precision production, craft, and repair –0.0820*** –0.1667*** –0.0976*** –0.2608*** –0.0784*** –0.3255***
(0.002) (0.005) (0.002) (0.004) (0.002) (0.004)

Operators, fabricators, and laborers –0.1796*** –0.3232*** –0.2115*** –0.4465*** –0.1664*** –0.5683***
(0.003) (0.008) (0.003) (0.006) (0.003) (0.006)

Constant 0.6925*** –0.3260*** 0.1315*** –0.6058*** 0.0247 –0.1322**
(0.024) (0.056) (0.026) (0.051) (0.030) (0.062)

Observations 1,506,546 375,090 1,610,134 684,110 1,822,896 922,376

Adjusted R2 0.2530 0.2548 0.2589 0.2418 0.2043 0.2045
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“Frictions in Financial and Labor Markets”: 
A Summary of the 

35th Annual Economic Policy Conference
Rodolfo Manuelli and Adrian Peralta-Alva

This article contains synopses of the papers presented at the 35th Annual Economic Policy
Conference of the Federal Reserve Bank of St. Louis held October 21-22, 2010. The conference
theme was “Frictions in Financial and Labor Markets.” Leading participants in this field presented
their research and commentary.

Federal Reserve Bank of St. Louis Review, July/August 2011, 93(4), pp. 273-92.

a borrowing limit—and find that when the model
must match the observed distribution of the
growth rate of the output of individual firms,
the contribution of market imperfections to TFP
is rather small.

In “Middlemen in Limit-Order Markets,”
Jovanovic and Menkveld analyze the role of
middlemen in asset markets who are assumed to
have superior information and, hence, potentially
improve the allocation of resources as they can
“direct” each asset to its best use. They find that,
depending on the distribution of information of
potential asset traders, the presence of middle-
men can either increase or decrease efficiency.
They also confront the model with data that are
consistent with the introduction of middlemen
but their results are ambiguous. The last paper
that most directly discusses the role of financial
frictions is “Financial Markets and Unemploy -
ment,” by Monacelli, Quadrini, and Trigari. They
study a situation in which firms and workers bar-
gain for wages but the total surplus—the object
to be divided—decreases in relation to the amount
of debt carried by the firm. They show that, in

T he Thirty-Fifth Annual Economic Policy
Conference of the Federal Reserve Bank
of St. Louis was held October 21-22,
2010. The papers presented at the con-

ference covered a variety of approaches and
topics within the general theme of frictions in
financial and labor markets. One group of papers
directly addresses the question of the impact of
frictions in financial markets—defined as a depar-
ture from the complete market, perfectly competi-
tive Arrow-Debreu equilibrium—on economic
performance. In “Quantifying the Impact of
Financial Development on Economic Develop -
ment,” Greenwood, Sanchez, and Wang study
the impact of increases in the relative (to the rest
of the economy) efficiency of financial interme-
diaries in output and total factor productivity
(TFP). For a calibrated version of their model
they conclude that financial frictions can account
for large changes in output and measured TFP.
A somewhat different conclusion is reached by
Midrigan and Xu in “Finance and Misallocation:
Evidence from Plant-Level Data.” In that paper,
the authors study a different financial friction—
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response to a positive productivity shock, firms
will choose to borrow more since this lowers
their current surplus and thus the wage demands
of their workers.

A second set of papers looks at the role of
search frictions in labor and goods markets. In
“Joint-Search Theory: New Opportunities and
New Frictions,” Guler, Guvenen, and Violante
consider the employment-search problem of a
couple. They show that, in the absence of a market
that permits perfect risk-sharing, location deci-
sions and employment decisions are related and,
due to the costs of separation from one’s partner,
some workers would reject job offers that appear
to be above their reservation wage. A similar
idea—searching for a price in this case—drives
the price dispersion results in “Equilibrium Price
Dispersion and Rigidity: A New Monetarist
Approach,” by Head, Liu, Menzio, and Wright.
They show that when individuals differ in their
ability to search for the lowest price, (i) the opti-
mal pricing policy of a firm involves periods of
price stickiness (when average prices are chang-
ing) and (ii) price dispersion may occur in equi-
librium even when there is no inflation.

Finally, two papers deal with the effect of
frictions on income distribution. In “Inter genera -
tional Redistribution in the Great Recession,”
Glover, Heathcote, Krueger, and Ríos-Rull study
how a recession—not unlike the recent one in
the United States—influences the welfare of dif-
ferent generations. They show that (i) asset prices
will likely fall more than warranted by fundamen-
tals and (ii) this has a negative effect on relatively
older households. At the other end of the spec-
trum, younger households see their labor income
drop but are able to purchase some assets (from
the older generations) at bargain prices. Their
welfare does not decrease as much as that of the
older cohorts and, in some cases, it may increase.
In “Social Security, Benefit Claiming, and Labor
Force Participation: A Quan titative General
Equilibrium Approach,” I

.
mrohoroğlu and Kitao

consider the quantitative implications of three
alternative Social Security reforms: reductions
in benefits, increases in normal retirement age,
and increases in the earliest retirement age. They
find that these proposals will have long-run posi-

tive effects. Even though this is not the focus of
their paper, it seems that such changes could
hurt current retirees and individuals close to
retirement.

Overall, the research at the conference suc-
ceeded in focusing attention of academic econo-
mists and policymakers alike on the role of
frictions in the economy.

INDIVIDUAL CONTRIBUTIONS
In the following sections we briefly describe

the essential elements of the individual confer-
ence papers. The aim is not to provide a complete
description of the environment and results, but
rather to convey the major methodological and
factual contributions of the research. In some
cases, our analysis goes beyond the conference
version of the paper and tries to draw inferences
relevant for policymakers.

QUANTIFYING THE IMPACT OF
FINANCIAL DEVELOPMENT ON
ECONOMIC DEVELOPMENT

How do changes in the productivity of the
financial intermediary sector affect the level 
of output? This is the question studied by
Greenwood, Sanchez, and Wang. In their model,
financial intermediaries exist because they better
detect misreporting by firms.

The main theoretical finding is that increases
in the efficiency of financial intermediaries (rela-
tive to the rest of the economy) increase output
through two channels. First, the set of firms that
receive funding shrinks and includes more high-
productivity firms. Second, the size of the loan
that each firm receives—which in all cases falls
short of the perfect information level—increases
for the most-productive firms and decreases for
the least-productive.

Greenwood, Sanchez, and Wang calibrate
their model to match the relevant data for the
United States and use it to predict the impact
on a given country’s output level if it adopted
Luxembourg’s financial system. The basic model
does an excellent job matching the cross-country
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evidence and suggests that large gains are possi-
ble with efficiency-increasing developments in
the financial intermediary sector.

The Model

The production function of a firm is given by 

where x is an aggregate productivity shock (com-
mon to all firms), θ (which can take two values
θ1 < θ2) is a firm-specific shock, and k and � are,
respectively, capital and labor. The key assump-
tion is that although the type of firm is public
knowledge (i.e., the set τ = �θ1,θ2� is known), the
particular realization of θ is not.

Since firms need to borrow funds to purchase
capital, they contract with a financial interme-
diary. The distinguishing feature of this interme-
diary is its access to a monitoring technology.
Greenwood, Sanchez, and Wang describe the
properties of this monitoring technology in terms
of the probability of detecting a cheater—a firm
that claims to have received a low-productivity
draw, θ1, when in fact it enjoys high productivity,
θ2—as a function 

where Pij��mj,k,z� is the probability of detecting
fraud when a firm announces that its productivity
is θj when in fact it is θi. This probability increases
the number of workers assigned to monitoring,
�mj, as well as the productivity of the financial
sector, z. It decreases with the size of the loan,
capturing the idea that larger (and more complex)
loans are more difficult to monitor.

Greenwood, Sanchez, and Wang analyze the
optimal contract between financial intermediaries
and firms. They find that

(i) the set of projects that is financed—that
is, the set of τ = �θ1,θ2� that gets loans—
shrinks as the relative efficiency of the
financial sector increases (i.e., as z/x
increases). Moreover, this “shrinkage” is
associated with increases in the average
efficiency of the funded firms;

(ii) as the efficiency of the financial interme-
diaries increase, some low-return firms

y x k= −θ α α


1 ,

P k zij mj , , ,( )

fail to obtain funding, while high-return
firms receive larger loans. This increases
output and measured TFP; and

(iii) increases in financial intermediary effi-
ciency result in higher wages.

Quantitative Results

Greenwood, Sanchez, and Wang consider
alternative measures of intermediation costs
(interest rate spreads, the capital-to-output ratio,
or overhead costs) and calibrate the model using
U.S. data on firm size distribution and output
per worker. Then they use the model to ask some
counterfactual questions about the United States—
a mature economy in which increases in pro-
ductivity in finance match overall increases in
productivity—and Taiwan—a developing coun-
try that has experienced a significant increase in
the relative productivity of its financial sector.
They find that

(i) in the United States, about 30 percent of
the growth in output per capita in the
1974-2004 period (from $22,352 to
$41,208) can be attributed to productivity
improvements in the financial sector, z.
Stated differently, had the level of produc-
tivity of financial intermediaries remained
at its 1974 level, output per capita would
have grown from $22,352 to $33,656. The
difference is accounted for by the banking
sector; and

(ii) in Taiwan, over the same period about 50
percent of the increase in output was due
to improvements in z.

Greenwood, Sanchez, and Wang also use the
model to understand the contribution of changes
in the efficiency of finance on the cross-sectional
distribution of output levels. To this end, they
assume that the model holds; in addition, with
data on interest rate spreads and output per capita,
they estimate, for each country j, the levels of
aggregate productivity, xj, and financial sector
productivity, z j, that are consistent with the evi-
dence. Since there is no obvious real-world ana-
log of the parameter z, they regress the value of
zj for country j on a measure of financial develop-
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ment (the ratio of private credit to gross domes-
tic product [GDP]) and find that the correlation
is high. This suggests that their identification
procedure captures actual changes in efficiency.

With a parameterized model for a sample of
over 40 countries, they find that the United States
has the highest level of productivity outside the
financial sector (i.e., the highest level of xj), while
Luxembourg has the highest level of financial
sector efficiency (highest level of z j). Then they
ask the following question: “By how much would
the output per capita in country j increase if
instead of its own (estimated) value of the effi-
ciency of the financial sector, z j, it had the level
of financial efficiency enjoyed by Luxembourg?”
Their findings include the following:

(i) World output would rise by 65 percent
by moving all countries to the best finan-
cial practices.

(ii) Dispersion in cross-country output would
fall by about 19 percentage points, from
77 percent to 58 percent.

(iii) Measured increases in world TFP would
exceed 17 percent.

(iv) The countries that would benefit the most
from this switch would see increases in
output per capita of over 130 percent.
Turkey, Uganda, Brazil, and Nigeria are
in this category.

(v) The countries that would benefit the
least would still experience significant
increases in output that exceed 10 per-
cent. This group includes New Zealand,
Finland, Austria, and Ireland.

(vi) With no technological change in the
financial sector, U.S. GDP would have
grown at an annual rate of 1.4 percent
instead of the observed 2.0 percent rate.

A careful analysis of the robustness of these
results to alternative measures of intermediation
costs is provided in the paper.

The paper also identifies the mechanism
through which changes in the efficiency of the
financial sector affect output. Greenwood,
Sanchez, and Wang define the degree of distor-
tion as the average value of the excess expected

return over the cost of capital. High values of
this indicator are associated with low investment
and a source of inefficiency that has the flavor
of “money left on the table”: Some projects with
high expected returns are not financed (and hence
never implemented). Their findings include the
following:

(i) The average distortion level ranges from
a high of 49.8 percent (Uganda) to a low
of 4.6 percent (Luxembourg).

(ii) The coefficient of variation across plants
in a country can be high; it ranges from
32.7 percent (Uganda) to 1.94 percent
(Luxembourg). This dispersion corre-
sponds to differences across firms in the
shadow price of capital, which implies
that, relative to the first best, the country
is in the interior of its production possi-
bilities frontier.

(iii) The average (world) distortion level is
23.4 percent, with an average coefficient
of variation of 14.6 percent. If all coun-
tries adopted Luxembourg’s financial
efficiency, the mean distortion drops to
2.6 percent and the average standard
deviation to 1.1 percent, a very signifi-
cant decrease.

The authors discuss alternative identification
strategies, including the role of internal finance
and robustness checks for the specification of the
production function (constant elasticity of substi-
tution instead of Cobb-Douglas), as well as unmea-
sured investment in intangible capital. They find
that, in all cases, the differences in productivity
of the financial intermediary sector account for
a significant fraction of the differences in output
per capita. Moreover, policies that result in
increases in that productivity relative to overall
productivity can have large effects on output.

Conclusion

Greenwood, Sanchez, and Wang find that
finance matters for productivity and that changes
in the efficiency of monitoring—a key function
of financial intermediaries—can have a large
impact on output. For policymakers the model
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illustrates the dangers of adopting policies that,
in some sense, result in lower levels of efficiency
in the financial sector, as well as the benefits
associated with promoting the adoption of best
practices.

FINANCE AND MISALLOCATION:
EVIDENCE FROM PLANT-LEVEL
DATA

Midrigan and Xu study the theoretical and
quantitative effects of capital market imperfections
on measured aggregate TFP. The imperfections
take the form of a borrowing limit that depends
on a firm’s asset position. The model is rich
enough to match a large number of moments of
the distribution of the output growth rate of indi-
vidual firms; the major finding is that financial
repression does not have a large impact on meas-
ured TFP.

No Entry and No Exit

Midrigan and Xu study two different versions
of their basic economy. In the first, all individuals
must operate a technology (i.e., they are entre-
preneurs) and there is a fixed supply of labor. In
the second model, individuals can choose to be
either entrepreneurs or workers, depending on
their managerial skills.

The problem faced by an entrepreneur who
chooses investment, savings, and consumption
to maximize expected utility is 

subject to 

The first constraint is simply the production
function, and Ait is the specific technology shock
that follows some exogenous stochastic process.
The second constraint is the financing constraint.
It says that the expenditure on inputs—labor
input WLit and capital input Kit—cannot exceed
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a multiple λ of previous-period saving, Bit. In
this formulation, λ = 1 corresponds to no borrow-
ing: All expenditures must be financed using
previous saving, while λ = � captures perfect
capital markets.

The optimal decision rules in this economy
are 

where 

where µit is the shadow value (Lagrange multi-
plier) of the financing constraint. Thus, in this
model, the financing constraint effectively implies
that different firms face different effective prices
for inputs and, hence, that the economy must be
in the interior of the production possibilities set.
Improvements in the environment that decrease
the financing constraint (i.e., that lower the
Lagrange multiplier, µit) reduce the cross-sectional
dispersion of input prices and, in principle, will
bring the economy closer to the frontier.

Midrigan and Xu argue that the key driver of
inefficiency in this setting is the standard devia-
tion of the specific productivity shock, Ait. The
larger the variability, the greater the need of exter-
nal sources to finance expansion and, hence, the
more important any frictions in financial markets
become.

Quantitative Results

Midrigan and Xu use data from a large dataset
of firms in Korea and Colombia to estimate the
parameters of the model. The key stochastic
process is the individual productivity level, Ait.
They require that the estimated process be such
that the model’s predictions for the distribution
of growth rates of individual firms match the data.
Their major finding is that if they force the model
to account for the skewness of growth rates, indi-
vidual productivity processes do not vary much.
This, in turn, implies that the cost of financial
imperfections is not very large. To see this, con-
sider the extreme case of a constant level of Ait.
In this scenario, perhaps after some initial period,
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firms can accumulate enough assets to purchase
the optimal level of inputs and, hence, financial
repression cannot have any lasting effects.

Given the estimated process for individual
productivity, Midrigan and Xu pick the parame-
ter λ to match the debt-to-GDP ratio for Korea,
Colombia, and a country such as the United
States. They find that financial restrictions cannot
account for the large estimated differences in TFP.
To be precise, they estimate that U.S. TFP is 1.3
percent lower than it would have been without
frictions, while in Korea—which has a relatively
developed financial system—the loss is 3.6 per-
cent, and in Colombia—which has more restric-
tions on financial intermediation—the loss is 5.2
percent. Since standard estimates imply that the
TFP gap between poor countries and the United
States is about 60 percent, the model implies that
imperfect capital markets explain only 4 percent
of that 60 percent.

Entry and Exit

In a second version of the basic model,
Midrigan and Xu allow for entry and exit. They
assume that there is some exogenous “death rate”
(and a similar birth rate) and that individuals
can choose, in every period, whether to be an
entrepreneur or a worker. Thus, the one-period
profit of an entrepreneur is 

subject to 

The individual-agent problem is then 

subject to 

where the last term indicates that the individual
will choose to be a worker if W > π �Bit,Ait� and
an entrepreneur otherwise.
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As Midrigan and Xu note, when new potential
entrepreneurs are born it is important to deter-
mine the correlation, if any, between their entre-
preneurial skills, Ait, and their endowment of
saving, Bit. In the quantitative exercise, the authors
consider two possible relationships between
these two variables.

In this environment, financial frictions can
affect productivity along two margins. First, as
in the model with no entry and no exit, capital
market imperfections imply that each firm faces
a potentially different shadow price of capital,
which creates inefficiencies. Second, the same
imperfections can influence the “identity” of
the individuals who become entrepreneurs. The
potential cost includes both low-productivity
individuals who eventually manage a firm and
high-productivity individuals who, for lack of
access to credit markets, choose to become workers.

Quantitative Results

Midrigan and Xu initially assume that indi-
viduals are born with no wealth. Thus, a poten-
tially new entrepreneur has Bit = 0 at birth. As
before, the authors choose the stochastic process
for productivity to match the distribution of
growth rates and find that the losses associated
with financial constraints are much larger than
in the previous case. For the United States the
loss increases from 1.3 percent to 4.4 percent, for
Korea from 3.6 percent to 10.6 percent, and for
Colombia from 5.2 percent to 13.1 percent. Even
though these estimates fall short of explaining
the bulk of estimated differences, they suggest
that capital market imperfections can have a sig-
nificant impact on output. Interestingly, almost
all the losses correspond to misallocation of inputs
across firms and very few to misallocation of
entrants into entrepreneurship.

One source of inefficiency in this case is the
binding constraint on new high-productivity
firms. In the absence of financing constraints,
these firms would be “born large.” However, the
lack of access to credit prevents them from reach-
ing a high scale initially. This loss of potential
output reduces measured TFP. However, the
counterpart of this scenario is that these produc-
tive but “asset-poor” firms grow very rapidly:
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They start small but, since they are very produc-
tive, they grow fast. When Bit = 0, the model
grossly overpredicts the growth rate of young
firms and, hence, this is not a good identification
assumption.

As an alternative, Midrigan and Xu assume
that initial wealth is positively related to the
potential demand for inputs. They justify this
assumption as a proxy for the existence of venture
capitalists who can obtain a signal about Ait and
provide start-up funds to the entrepreneur. They
choose the correlation to match the growth rate
of small firms. With this new parameterization
they find that the loss of TFP is very similar to
that of the model with no entry and no exit.

Conclusion

In a dynamic model of entrepreneurship with
the requirement that the endogenous distribution
of the growth rates of individual firms’ output
and the aggregate debt-to-GDP ratio must match
the data, the major finding is that capital market
imperfections can explain only a small fraction
of the measured differences in TFP between rich
and financially developed economies and poor—
and typically financially constrained—economies.

MIDDLEMEN IN LIMIT-ORDER
MARKETS

Jovanovic and Menkveld study the allocative
efficiency implications of financial intermedi-
aries. They develop a series of theoretical models
that are useful in understanding the role of a spe-
cial type of financial intermediary: middlemen.
They model middlemen as reducing frictions
since they have access to better information than
buyers and sellers in asset markets. They show
that (i) the introduction of middlemen can either
improve or reduce welfare (efficiency) and (ii) the
outcome depends on the information structure.
When adverse selection is not important, middle-
men reduce efficiency, whereas in environments
in which asymmetric information about common
values creates selection problems, middlemen
can improve efficiency by revealing information.

The authors analyze the impact of a trading
system that they view as facilitating the intro-
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duction of middlemen. Their findings are mixed.
Consistent with their theory, middlemen reduce
bid-ask spreads but their introduction decreases
trading volume. The welfare consequences of
this experiment are ambiguous and more work
in this area is necessary.

The Model

Jovanovic and Menkveld study a classic
asset-allocation problem: One individual—the
buyer—with private valuation for the asset equal
to x + z can trade with another individual—the
seller—with private valuation given by y + z. In
this setting, x and y are independently drawn from
some distribution, denoted by F, and their values
are known only to the individual parties. On the
other hand, the common component z may or may
not be known to both buyers and sellers. In this
simple environment, first-best efficiency requires
that the asset be held by whoever has the higher
private valuation. Thus, if x > y the seller should
keep the asset, while if x ≤ y the asset should be
transferred to the buyer.

Jovanovic and Menkveld study a sequence of
environments that differ in terms of their informa-
tion structure. The simplest case is one in which
neither party knows the value of z and there are
no middlemen. Even in this case, the outcome
depends on the allocation of monopoly rights.

Consider the case in which the seller “comes
to the market first”; then the seller can post a bid
interpreted as the price at which he or she is will-
ing to sell the asset. Normalizing the expected
value of the common component equal to zero,
the seller’s payoff is 

The interpretation is simple: If the price p is
announced, the buyer will accept the bid only if
y ≥ p, which happens with probability 1 – F�p�.
Thus, in the case of a sale, the seller receives
p�1 – F�p��. If the buyer’s valuation is below p—
an event with probability F�p�—the seller keeps
the asset and enjoys utility F�p�x.

Next let us look at the opposite case: The
buyer comes to the market first and posts a price

Πs

p
p F p F p x= − ( )( ) + ( )max .1



at which he or she is willing to purchase the asset.
In this case, the seller’s payoff is 

What is the role of an intermediary—a middle-
man in financial jargon—in this market? One view,
noted by Jovanovic and Menkveld, is that high-
frequency trading programs have an information-
processing advantage over individuals. Thus,
one way to model this advantage is to assume
that the high-frequency middleman trader knows
the common value z. Since a middleman is just
an intermediary, the authors assume that he or
she has no private valuation for the good—that
is, if the middleman ends up with the asset, the
payoff is just z.

The authors study a competitive version in
which there is free entry into the middleman
market. This guarantees that middlemen make
zero profits in equilibrium. The middleman
makes a bid to the seller and then, when the buyer
arrives, posts an asking price. Even though the
buyer does not know the common component z,
it can be inferred from the middleman’s bid.
Jovanovic and Menkveld show that the asking
price (by the middleman) is 

where 

while the middleman’s bid to the seller is 

where 
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Note that in the presence of middlemen both
buyers and sellers “learn” the actual value of the
common component z and that this property does
not depend on the particular properties of the
distribution of z.

It is natural to ask whether the presence of
middlemen improves the efficiency of financial
markets. To this end, the authors compute an
example (although the results are much more
general); the results (which can be further general-
ized) are summarized in Table 1.

In this version of the model, the presence of
middlemen unambiguously decreases welfare.
It is well known from the work of Myerson and
Satterthwaite (1983) that no mechanism can attain
the first-best level of welfare. In this case, when
buyers and sellers are symmetrically informed
about the common component of the value of the
asset and there are no middlemen, the level of
welfare is about 94 percent of the first best. The
volume of trade is only half of what would be
observed in the first best and this reveals the
source of the inefficiency: There are instances
in which the buyer has a higher valuation for the
asset and the price announced by the seller is too
high and, hence, no trade takes place. Finally,
there is a significant spread (defined as the aver-
age of the prices posted by sellers and buyers) in
this case. Enter the middlemen (the last row of
Table 1). In this case, more trades are executed
(about 60 percent of the first-best volume) and
the spreads decrease (from 0.5 to 0.25); neverthe-
less, welfare is lower. Thus, the simple evidence
of more competition—more volume and lower
spreads—does not imply higher efficiency. The
reason is simple: In some cases, middlemen fail
to execute both sides of the trade and they end up
holding the asset. Since their valuation is lower
than either the buyer’s or the seller’s, this is a
source of welfare losses. In this environment, the
conclusion is unambiguous: Middlemen reduce
welfare.

What happens when buyers and sellers are
asymmetrically informed about z? In this case, it
is possible to show that, in the absence of middle-
men, the volume of trade converges to zero as
the variance of the common component grows
without bound. The intuition for this is the no-

Table 1
Summary Results

Regime No. of Trades Welfare Spread

First best T W 0

No middlemen 0.5 × T 0.94 × W 0.5

Middlemen 0.6 × T 0.85 × W 0.25



trade theorem of Milgrom and Stokey (1982). If
the payoffs to buyers and sellers were to be renor-
malized by dividing by the standard deviation of
the common shock—an innocuous transformation
given risk neutrality—those payoffs would be as
follows:

Then as σ → �, the valuations converge to z—
that is, the valuations are common to both
traders—and if the private information of the
buyers and sellers is just a signal of the true z,
the no-trade theorem implies that there will be
no trade in equilibrium.

Enter the middlemen again. In this case, the
middlemen act just as in the previous case.
Even if the traders initially were asymmetrically
informed, the bid and ask prices posted by the
middleman reveal the true value of z. This elimi-
nates the asymmetry of information about the
common component, which alleviates the adverse
selection problem. Thus, in this case the presence
of middlemen increases welfare.

Jovanovic and Menkveld go on to study
dynamic versions and discuss mechanism design
issues, but the message of their theoretical results
is fairly robust: Whether middlemen improve
economic efficiency depends on the traders’
information structure.

Empirical Analysis

The authors analyze the advent of middlemen
by exploiting the introduction of a high-frequency,
trading-friendly venue as an instrument. The
equity exchange Chi-X started trading Dutch index
stocks on April 16, 2007. Unlike the incumbent
exchange, Euronext, it did not charge traders for
limit orders (i.e., posted prices), modifications,
or executions; limit orders that led to execution
received a rebate. The authors use data from the
first 77 trading days of 2007 and 2008 to establish
the treatment effect. To control for time effects
they use Belgian index stocks as the untreated
sample since those stocks were trading on
Euronext but not on Chi-X.

Buyer:� ,

Seller:� .

x
z

y
z

σ

σ

+

+

They were able to identify a trader who nets
out trades between the two systems. This trader
has several of the characteristics of a middleman:
Trades are most active when there are changes
in an aggregate index of stock values, and his
trading position is zero about half the time even
though volume is typically high.

Jovanovic and Menkveld find that the entry
of middlemen (in this case, Chi-X) is accompanied
by an increase in liquidity supply and a drop in
volume. The bid-ask spread did not increase for
Dutch stocks but went up by 35 percent for
Belgian stocks. Thus, from the perspective of the
model the introduction of middlemen decreases
spreads by 35 percent. The number of trades was
unaffected by the entry of middlemen but volume
declined.

Conclusion

The paper shows that, theoretically, the
introduction of middlemen can have an ambigu-
ous impact on welfare. The authors find some
evidence of middlemen-like trading associated
with the introduction of a new trading system.
They find that spreads are lower after the middle-
men appear, which is consistent with their theory.
However, they also find that trading volume
decreases and, hence, the impact on welfare is
ambiguous.

FINANCIAL MARKETS AND
UNEMPLOYMENT

Monacelli, Quadrini, and Trigari consider
whether changes to the availability of credit may
amplify unemployment fluctuations, relative to
a standard business cycle model with search and
matching.

The key transmission mechanism of the paper
works as follows: Higher debt reduces the period-
by-period surplus produced by a firm; workers
and firms bargain over this total surplus, and thus
higher debt allows firms to lower wages and labor
costs. This idea is motivated by results from the
empirical corporate finance literature. For instance,
Matsa (2010) tests the premise that collective
bargaining imposes a greater threat to a firm when
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the firm maintains higher levels of excess liquid-
ity. Firms thus have an incentive to use debt to
shield their liquidity from workers during bar-
gaining. He finds that union bargaining power
leads firms to increase financial leverage in a quan-
titatively significant way. Similarly, Bronars and
Deere (1991) find a positive correlation between
leverage and the degree of unionization (which
may affect the bargaining power of workers).

The mechanism linking financial frictions to
unemployment fluctuations considered by these
authors is fundamentally different from traditional
channels wherein credit facilitates investment or
provides additional resources to finance produc-
tion input costs. The quantitative analysis of this
paper suggests that the response of employment
and unemployment to credit shocks is, in fact,
statistically significant and of relevant magnitude.
Hence, financial frictions may indeed amplify
the impact of exogenous shocks on employment
and output.

The Model

The economy is constituted by risk-neutral
households, which can be either employed or
unemployed. While unemployed, households
can costlessly search for a job. Households save
in two types of assets: shares of firms and bonds.
Firms are created through the matching of a posted
vacancy and a worker. The number of matches is
determined by a standard matching function that
depends on the number of unemployed and
vacancies. Matches break with probability λ
every period. All firms are subject to a common
productivity shock, which varies exogenously
through time. Lending is done by competitive
intermediaries who pool a large number of loans.
At every period, the following events take place
(in sequential order): (i) wage bargaining, (ii)
financial decisions, and (iii) default.

Each firm employs one worker, and output is
thus equal to aggregate productivity, zt. Dividends
are output plus the net change in debt minus the
wage bill, namely, 

d z w b
b
Rt t t t
t= − − + +1 ,

where R is the interest rate charged on debt. Firms
maximize the expected discounted value of divi-
dends. Firms know wages are determined by Nash
bargaining. More important, firms understand
that debt levels, bt, affect the outcome of the bar-
gaining process, and take this into account when
choosing their optimal debt levels. If wt = gt�bt�,
a firm’s problem can be summarized by 

The constraint of the firm’s problem is the limited
participation constraint. It states that the amount
of debt the firm can undertake cannot be larger
than a fraction of the value of the firm. The firm’s
credit limit is affected by an exogenous factor φt;
changes in its value are called credit shocks.

Observe that the additive nature of the firm’s
objective implies that new debt does not depend
on current wages or current debt. Therefore, all
firms will choose to carry forward the same level
of debt. This is analytically very convenient since
there is no need to keep track of the firm’s distri-
bution of debt holdings.

Since agents are risk neutral, the interest rate
is constant and given by r = 1/β – 1. The interest
on corporate bonds takes into account that repay-
ment occurs with probability λ. As markets are
competitive, R�1 – λ� = 1 + r.

Firms considering entry must pay a fixed
entry cost. Production starts one period after entry,
and thus no labor costs are incurred on entry. In
equilibrium, firms will enter the market until
the entry cost is equal to the value of posting a
vacancy.

An important feature of the model that sim-
plifies the bargaining problem is that the value
of participation for workers is not affected by
capital income. This can be done because the
impact of changes in the dividend of an individual
firm is negligible for an individual worker. Hence,
the current payoff of being employed is the wage.
The current payoff of being unemployed is an
exogenously given unemployment benefit, a.
The overall return for the household is 
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where the value of being employed is 

In turn, the value of being unemployed, given
that the probability of finding a job is pt, is recur-
sively defined by 

As is common in this type of bargaining prob-
lems, the wage is set so that the firm and the
household split the net surplus of the match,

Workers will thus capture a fraction η of this
surplus.

Results

The main theoretical finding is that firms
choose to carry as much debt as the constraint
allows, as long as workers have strictly positive
bargaining power. The rationale is as follows: If
the firm increases its debt by one unit, it can pay
the present value of this amount in dividends
today; however, the effective cost of repayment
is lower than one. Repayment is made only with
probability 1 – λ, and, more importantly, a higher
level of debt reduces the part of the surplus that
eventually goes to the worker.

The response of the model to a positive pro-
ductivity shock zt is as follows: Higher productiv-
ity generates an employment expansion. Financial
frictions amplify the effects of this shock because
higher productivity also increases the value of
the firm—and thus the amount it can borrow—
and the debt it will undertake. Ultimately, higher
debt reduces the cost of labor, which motivates
firms to expand employment further.

The quantitative analysis starts by consider-
ing a somewhat standard parameterization of the
model. Impulse response analysis illustrates that
the amplification of employment fluctuations

Ĥ b w w E H b Ut t t t t t t, ,( ) = + −( ) ( ) + + + +β λ λ1 1 1 1

H b g b E H b Ut t t t t t t t( ) = ( ) + −( ) ( ) + + + +β λ λ1 1 1 1 .

U a E p H B p Ut t t t t t t= + ( ) + −( ) + + +β 1 1 11 .
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t t t t
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t t t
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+ − −( ) ( ) 

+

+ +

1

1 11β λ η .

that can be generated by this model is quantita-
tively relevant. Finally, a structural vector auto -
regressive approach is used. The shocks are
identified using short-term restrictions derived
from the theoretical model. The impact of credit
shocks on employment is indeed statistically
significant. Moreover, productivity shocks lead
to credit expansions.

Conclusion

Monacelli and Trigari consider a new mecha-
nism that may amplify the effect of shocks on
unemployment and the business cycle. By incur-
ring debt, firms lower the surplus available for
bargaining with workers and thus lower labor
costs. Firms thus maximize their debt capacity
(limited by an endogenous constraint whereby
creditors can recover only an exogenous fraction
of the value of the firm). Productivity shocks, in
addition to their standard effects on income and
employment, change the value of the firm, and
thus its debt capacity and labor costs. This ampli-
fication mechanism may be of interest to policy-
makers as a potential factor to account for the
persistently high levels of unemployment in the
United States since its recent recession.

JOINT-SEARCH THEORY: 
NEW OPPORTUNITIES AND
NEW FRICTIONS

Guler, Guvenen, and Violante study the joint
job-search and location problem of a household
formed by a couple that perfectly pools income.
Previous models assume these decisions are made
by individuals acting in isolation. The framework
of analysis builds on the well-known single-agent
search models of McCall (1970) and Mortensen
(1970), in which the unemployed receive a wage
offer from an exogenous wage distribution every
period. Rejecting an offer means remaining unem-
ployed. Once an offer is accepted by an individual,
he or she will be employed at the corresponding
wage for the infinite future.

The key theoretical finding is that two-agent
households face new opportunities and new
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frictions relative to one-agent households. New
opportunities arise because one member of the
couple can get income immediately without sac-
rificing the choice of “searching” for a better job
(since the other member of the household may
continue to receive offers). Further, by switching
roles as better offers come along, a two-agent
household may manage to climb the wage ladder
even in the absence of an on-the-job search (per
individual). The new frictions stem from the fact
that job offers may come from different locations
and couples face an additional cost when they
do not live together. For certain model parameter-
izations, labor outcomes under joint job-search
and location decisions are quantitatively very
different from those of standard single-agent
models.

The Model

Individuals live forever and all participate in
the labor force. Time is continuous and there is
no aggregate uncertainty. Single individuals maxi-
mize the expected lifetime utility from consump-
tion. Everyone is entitled to certain consumption,
b, when unemployed and receives wage offers at
a constant rate, a, from a predetermined wage
distribution, F�w�. The discount factor is r. In the
standard single-agent case, the moment an offer
is accepted income is forever fixed at such wage
rate. The optimal strategy is characterized by a
unique reservation wage such that any offer above
such reservation level will be accepted, and
rejected otherwise.

Members of a two-agent household can be
in different states and are faced with different
options in each. First, both members may be
unemployed and choose to remain so. Alterna -
tively, they can both accept their offers and stay
with the associated wages forever. The most
interesting case occurs when one member of the
household is currently employed and the other
is unemployed. The corresponding value func-
tions U (both unemployed), T (both employed),
and Ω (one employed and one unemployed) are
defined as follows: 

Since time is continuous, the probability of a
simultaneous arrival of offers when both agents
are unemployed is zero and is thus ignored in the
definition of U. Couples with only one employed
partner can do the following: The unemployed
partner accepts a job offer and, simultaneously,
the previously employed partner quits and starts
looking for new offers (the gain of the couple is
then Ω�w2� – Ω�w1�). This “breadwinner cycle”
strategy is obviously not available to one-agent
households.

Results

If agents are risk neutral, the symmetry of the
model causes the couple to behave exactly as two
independent single agents. For a joint labor search
to make any difference agents must be risk averse.
Risk aversion causes an individual agent within
the couple to accept offers that a single-agent
household would reject because accepting an
offer does not prevent the couple from continuing
to search. Similarly, if one partner is working, the
unemployed member may reject offers that single
individuals would accept. A breadwinner cycle
does emerge in equilibrium. Partners alternate
between who works and who searches, depend-
ing on the offers received by each. When faced
with the same job offer sequence, single-agent
households simply accept a job and then never
quit. In the long run, the wages of both individu-
als in the two-agent household are higher under
joint search due to the breadwinner cycle.

The authors consider modifications to the
key model assumptions to understand the robust-
ness of their results. One interesting modification
allows employed agents to receive job offers (on-
the-job search). If the rate of arrival of offers is the
same for unemployed and employed individuals,
then the model with dual earners yields the same
solution as the single-agent case, even with risk-
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averse agents. The breadwinner cycle may also
disappear if agents have access to risk-free borrow-
ing and lending and face “loose” debt constraints.
The basic intuition for this scenario is that bor-
rowing effectively substitutes for the consumption
smoothing provided within the two-agent house-
hold, making it irrelevant. Each partner can imple-
ment search strategies independent of the other
partner’s actions. Hence, they act again as in the
single-agent case.

In the next step of the analysis, the authors
extend the baseline model to study the problem
of choosing among multiple locations. For single
agents this extension is straightforward and only
requires adjusting reservation wages for the cost
of moving. In contrast, if the couple dislikes living
in different locations, then optimal choices may
be affected in important ways. First, if the cost of
living apart is paid period by period, it can easily
add up to more than the one-time relocation cost
paid by a single agent. Joint search thus adds new
frictions. Couples now face the following possible
states: (i) Both can be employed in the same
location (an absorbing state), or (ii) both can be
employed in different locations (assumed to be
another absorbing state). (iii) One partner can
be employed and the other unemployed, or (iv)
both can be unemployed and searching. Loca tions
are assumed to be symmetric and thus partners
will live together if one is unemployed. Couples
must now account for inside and outside offers
in their value functions.

In this framework, and even under risk neu-
trality, two-agent households may behave differ-
ently from single-agent households. First, each
member of the two-agent household will be less
selective than a single-agent household—that is,
one individual of a couple will accept a wage offer
that the same individual would reject if single
because couples face a worse wage distribution
than single agents since some wage configurations
are only attainable living apart. Second, tied
stayers (a partner who rejects an offer he or she
would accept if single) and tied movers (a partner
who follows the other partner even when indi-
vidual calculations would dictate otherwise) can
easily emerge in equilibrium. Both possibilities
involve a high cost by each individual agent of a

couple compared with being single. However,
these choices are optimal from the perspective of
their household.

The authors then consider a set of simulations
to illustrate the quantitative implications of the
theory. They show there are reasonable parameter-
izations under which the joint-search problem
does yield results that are substantially different
(quantitatively) from an analysis based on single
agents. Specifically, if the cost of living apart is
relatively high, then the unemployment rate in a
two-agent job-search model can be as high as 13
percent versus 5 percent in the single-agent model
with an otherwise comparable parameterization.

Conclusion

It is conceivable that members of a two-agent
household make their job and location decisions
jointly. Standard models abstract from this. Guler,
Guvenen, and Violante develop a model in which
two-agent households pool income perfectly to
study the implications of this joint decision
process. They provide a thorough analysis of
conditions under which a couple’s behavior will
differ from that of both agents making choices
independently. Theory shows the insurance pro-
vided by a household partnership introduces the
possibility of a breadwinner cycle. If living apart
represents a flow cost for each member of the
couple, then this friction may cause individuals
to reject offers or to abandon jobs that they would
accept or keep, correspondingly, if single.

The analysis in this paper suggests important
issues, such as the design of unemployment com-
pensation or policies aimed at the participation
or attachment to the labor force, may be better
studied in a framework that explicitly models
joint decisions within a household.

EQUILIBRIUM PRICE 
DISPERSION AND RIGIDITY: 
A NEW MONETARIST APPROACH

Head, Liu, Menzio, and Wright study why
some sellers do not adjust their prices as soon 
as the aggregate price level changes. This “price
stickiness,” which appears to be a well-established
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feature of the data, plays a fundamental role in
modern monetary models. In particular, it allows
monetary policy to have real effects. The majority
of such models either assume prices are sticky or
impose an exogenous cost of changing prices.

Head et al. consider instead a framework in
which firms can always adjust their prices at no
cost. The model is a dynamic general equilibrium
monetary version of Burdett and Judd’s (1983)
model. There is a single good and a continuum
of identical consumers and firms. Firms post
prices and households take as given a price dis-
tribution. Households can sample only a finite
number of price offers.

The main message of this paper is that price
dispersion may emerge in equilibrium, even
without inflation. Monetary policy is neutral. Yet,
the theory can match key statistical properties
of prices in the U.S. data. The authors conclude
that the fact that prices are sticky, per se, does
not necessarily imply money is not neutral or
that particular policy recommendations must be
followed.

The Model

Time is discrete. As in Lagos and Wright
(2005), in every period two markets open sequen-
tially. The first is decentralized. Buyers and firms
come together through a frictional matching
process. Importantly, buyers are anonymous.
Hence, trade can only occur with fiat money,
which is supplied by the government. Households
face the following possibilities: With probability
a0 they cannot buy any good in this period; with
probability a1 they can buy from exactly one firm;
and with probability a2 they are able to buy from
two firms. Firms post prices. The household sees
the firms and posted prices, p, from which it is
possible to buy and must choose how much of
the good to purchase, qt. This household choice
is constrained by the amount of money carried
from the previous period, mt. The corresponding
value function is 
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Here, W denotes the value function of entering
the second market (described below). The over-
all lifetime utility of households that enters this
market with mt units of money can then be writ-
ten as follows:

Notice that the lowest price charged by the two
firms is a random variable with distribution 
1 – [1 – Ft�p�]2.

Firms post a nominal price, taking as given a
buyer’s money holdings and the price distribution,
Ft�p�. The price to post and a production level
are then chosen to maximize expected profits.

The second market is centralized and money
or credit is allowed. Households work, purchase
goods, and, in doing so, determine how much
money they will have by the closing of this mar-
ket. The associated value function is

Here, xt denotes consumption, ht hours worked,
and wt hourly wages. Government transfers are
denoted as Tt and firms’ dividends Dt. A key
assumption of the model is that preferences are
quasilinear. This implies wealth effects wash out
and thus all households choose to carry the same
amount of money. The distribution of money is
therefore degenerate.

The paper ultimately focuses on stationary
monetary equilibrium whereby real money hold-
ings, consumption, and hours worked remain
constant, while prices grow at the same rate as
the money supply.

Results

Profit maximization implies (i) the price dis-
tribution is continuous and (ii) its support must
be an interval [p

–t,p
–

t] (either mass points or gaps
in the support would allow an individual firm to
obtain a discrete increase in profits by adjusting
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its prices by a discrete amount while keeping its
customer base relatively constant). In equilibrium,
firms must be indifferent to posting any price on
the support of the distribution. Hence, more struc-
ture is needed to derive quantitative predictions.

Consider the set of firms whose prices lie on
the intersection of the new support for prices
(that results from monetary injections) and the
old support for prices. The authors assume that
at any given period a constant fraction ρ of these
firms keeps their prices fixed, while the others
shift prices randomly. All firms whose prices do
not belong to the new support of the price distri-
bution shift to a random place in the new support.
Formally,

In the above equation, an asterisk denotes equi-
librium values; ρ′ is sampled from a distribution
compatible with stationary equilibrium whereby
Ft+1�p� = Ft*�p/µ�. A nice feature of this pricing
policy is that when ρ equals 1, the model attains
the smallest number of price changes and the
highest average price duration. When its value is
set to 0, firms change prices every period.

Not surprisingly, money is neutral in this
model because the overall distribution of prices
is perfectly flexible. However, money is not super-
neutral since inflation affects the nominal interest
rate and thus real money holdings.

The next step in the analysis considers a cali-
brated version of the model. A set of specific
parametric forms for costs, utility, and so on are
selected, as is standard in the literature. When
taking the model to the data, it is assumed that
the decentralized market corresponds to the U.S.
retail sector. Parameter values are chosen to match
the average real interest and inflation rates of the
U.S. data for 1988-2004. The empirical distribu-
tion of price changes of the retail sector and an
average markup of 30 percent are also calibration
targets. The model does an excellent job in match-
ing these targets.
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The authors then test the predictions of the
model regarding the effects of inflation on the
frequency and magnitude of price adjustments
and contrast them to their empirical counterparts.
Qualitatively speaking, the model is consistent
with the data. Quantitatively, the model slightly
overestimates the impact of inflation. The model
reasonably accounts for the fraction of positive
and negative price adjustments as inflation
changes.

Conclusion

Head et al. show that individual sellers may
optimally choose not to adjust prices as soon as
the aggregate price level changes even though it
is feasible and costless to do so because, in equi-
librium, expected profits are equal for all possible
prices a firm may post. The key friction is a mar-
ket with matching where buyers can sample only
a finite number of prices. Monetary policy is
neutral, yet the model accounts for price facts
very well. The key conclusion is that price sticki-
ness does not necessarily imply that money is
not neutral.

INTERGENERATIONAL 
REDISTRIBUTION IN THE 
GREAT RECESSION

If markets are incomplete, how does a nega-
tive productivity shock—a recession—affect the
welfare of young and old individuals? This is
the question investigated by Glover, Heathcote,
Krueger, and Rios-Rull. The key observation is
that households’ portfolios vary systematically
with age. In particular, older households hold a
larger fraction of their wealth in the form of assets
instead of human wealth (labor income). Consider
then a negative shock that affects both asset
returns and wages. This shock may induce older
households to sell some of their assets and, ulti-
mately, cause asset prices to fall more than wages.
In this case, the welfare of the old decreases by
more than that of the young. To see this, note that
the young lose part of their labor income but are
able to purchase assets at very low prices. Thus,
there is a mechanism that compensates them for
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the loss of income. There is no similar mecha-
nism that reduces the impact of the recession for
the old. Thus, if these forces are at work, we
expect that one of the effects of a recession is
redistribution of income from relatively old
households to relatively young ones.

The Model

Glover et al. use an overlapping-generations
model. They assume that preferences of a typical
individual are given by 

Individuals live for N periods (deterministic life-
time) and it is assumed that there are N cohorts
alive at any given time, each of identical size.

Labor is traded in spot markets and house-
holds can transfer wealth across periods by trad-
ing shares of the representative firm. The model
does not allow for capital accumulation.

Grover et al. study three versions of this econ-
omy distinguished by the portfolios that house-
holds are allowed to hold. The basic details are
as follows:

• Economy A: In this economy, households
can trade only shares in the risky firm.
There are no safe assets (e.g., bonds).

• Economy B: In this economy, households
can trade shares in the risky firm and a risk-
free bond. However, they cannot choose
their portfolio. It is exogenous and chosen
to match the evidence for the United States.

• Economy C: In this version, households
can trade both assets and they can choose
the composition of their portfolios. In this
economy, asset prices are endogenous.

Quantitative Results

Glover et al. calibrate the model using U.S.
data to get a sense of the quantitative effects of a
recession. The basic idea is to apply each version
(economies A-C) and pick all relevant parameters
to match the observed life-cycle profile of earn-
ings, net worth, and portfolio composition. The
calibrated version also matches the ratios of 
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(i) aggregate safe assets to aggregate net worth
and (ii) aggregate net worth to aggregate (over a
10-year period) labor income. They assume that
a recession is given by a 10 percent drop in aggre-
gate productivity that lasts 10 years. Thus, the
model assumes that the expected duration of a
period of high productivity is 66.7 years and the
average duration of a recession is 11.8 years.

The nature of the experiment is to explore the
consequences of a transition from the aggregate
high-productivity shock to a low-productivity
shock. Since the three economies differ in terms
of access to financial instruments, it is useful to
report the results separately.

Economy A. For this version of the model,
Glover et al. find that the stock price falls 20
percent during a recession (a period of 10 years
in real time). In the post-recession period, stock
prices slightly overshoot their long-run values.
In terms of welfare, the consequences of a reces-
sion are monotonic in age: Older generations
suffer more. The actual magnitudes for the base-
line calibration amount to a 15 percent decline
in consumption. For the youngest households
this loss is just over 1 percent.

Economy B. In this economy, the decline in
asset prices is similar to that of Economy A and,
in general, asset prices move in the same direc-
tion. The price of bonds declines even more than
the price of stocks and the pattern of welfare
losses replicates that of the one-asset economy.

Economy C. In this economy, asset prices
decline by more than in the other two economies.
This reflects the fact that young households are
heavily leveraged (relative to the other economies)
and, hence, their wealth takes a larger hit. The
resulting decline in consumption by the younger
generations results in a larger decline in asset
prices. In this economy, the old hold more safe
assets than in the data and hence their welfare
does not suffer as much when the recession hits.
In terms of welfare—measured in consumption-
equivalent units—the oldest generation experi-
ences the largest decline (11.12 percent), although
a much smaller decline than in economies A
and B (around 14 to 15 percent). Moreover, the
youngest generation actually is slightly better
off since they can purchase assets at a much
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lower price. The welfare for all intermediate
generations declines by more than in the other
two economies.

Conclusion

Glover et al. analyze the distributional con-
sequences of a large recession across different age
cohorts. The model is highly stylized but, across
different versions, a clear pattern emerges: The
oldest generation appears to suffer the most from
the recession since they must live the rest of
their lives in that state. The very young are the
least affected, as the majority of their lives will be
spent in high-productivity times and they also
benefit from the additional drop in asset prices
when they are net buyers.

Even though asset markets are complete in a
very narrow sense, there are no markets for inter-
generational risk-sharing. From the perspective
of a policymaker seeking to provide such insur-
ance, a policy of subsidizing the old by running
a deficit (issuing bonds) that will be paid off by
future generations appears as an interesting policy
alternative to run through this model.

SOCIAL SECURITY, 
BENEFIT CLAIMING, AND
LABOR FORCE PARTICIPATION:
A QUANTITATIVE GENERAL
EQUILIBRIUM APPROACH

I
.
mrohoroğlu and Kitao consider the quanti-

tative implications of three alternative Social
Security reforms: (i) a reduction in benefits and
payroll taxes, (ii) an increase in the earliest retire-
ment age (to 64 from 62), and (iii) an increase in
the normal retirement age (to 68 from 66). A key
motivation for this study is addressing the fore-
casted shortfall in the Social Security system.
(According to the “2009 OASDI Trustees Report”
of the Social Security Administration, either a
large reduction in benefits or an increase in taxes
may be required to prevent such a shortfall.) 
The framework of this analysis is a large-scale
overlapping-generations model with incomplete
insurance markets, endogenous savings, and a

social security system similar to that of the United
States. The model also includes health shocks,
which are known to have important implications
for precautionary savings and labor decisions. In
contrast to previous studies within this branch
of the literature, the model allows for endogenous
decisions in both benefit claiming and labor force
participation, which are at the core of the reforms
considered by the authors.

A carefully calibrated version of the model
suggests reforms (i) and (iii) (reducing benefits
and payroll taxes and increasing the normal retire-
ment age) have the largest impact. These reforms
make agents save and work more to obtain better
self-insurance, and the social security budget
improves significantly. Reform (ii) (increasing
the earliest retirement age) has a modest impact
since the savings obtained from early retirees are
compensated by higher expenditures at later ages.

The Model

The economy is populated by overlapping
generations of individuals who live up to J periods.
Their life span in uncertain. The population grows
at a constant rate. Each individual is subject to a
health status shock (driven by a Markov process
that depends on age). The probability of living
one more year is a function of the health status.
Individuals start with no assets. Each individual
has one unit of time per period that can be used
in market or leisure activities. Agents may save
in a risk-free asset but borrowing is not allowed.
There is an exogenously given age-specific pro-
ductivity profile that affects effective hours avail-
able for each activity. Agents face an idiosyncratic
labor productivity shock every period. Finally,
each individual is subject to idiosyncratic health
expenditure shocks, and the distribution of these
shocks depends on the health status of the indi-
vidual. Health expenditure shocks are partially
insured because of the presence of private health
insurance. Each agent may or may not have access
to private (employer-provided) health insurance.
Access is determined in the first period of life
and remains fixed into the infinite future. All of
the elderly have access to government-provided
health insurance (Medicare). Health insurance
programs pay a fraction of gross expenditures
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and charge a premium. In equilibrium, premiums
are such that health insurance programs are
actuarially fair.

The government operates a pay-as-you-go
pension system. The details of the system are
carefully constructed to mimic its U.S. counter-
part. Benefits are a concave function of lifetime
earnings, and benefits depend on whether the
agent chooses to retire early or late. Some taxes
are set to match the U.S. data counterparts. The
labor income tax rate is set to balance the govern-
ment budget.

Results

The model is calibrated to match data from
the Medical Expenditure Panel Survey (MEPS),
which includes self-reported health status and
medical expenditure data. Age-dependent labor
productivity is from Hansen (1993), while the
idiosyncratic component is based on the esti-
mates by Heathcote, Storeslettern, and Violante
(2008), whose aim is to match the observed U.S.
labor income inequality. The calibrated version
of the model matches the targeted U.S. data well.
This suggests that the model may be a reason-
able instrument to perform quantitative counter-
factual experiments (and to derive the possible
implications of the proposed reforms to Social
Security).

The first quantitative experiment assumes
the social security tax and benefits are simultane-
ously reduced by 50 percent. The precautionary
motif causes a very strong increase in savings
such that aggregate capital increases by 10 per-
cent. For instance, savings by retirement age
increase by 18.8 percent. The total labor income
tax declines, and thus the labor supply increases
by about 3 percent. Higher wages and hours
worked ultimately translate to a Social Security
budget surplus of about 0.3 percent of GDP.

The second policy considered by the authors,
which raises the earliest retirement age by two
years, has small implications on aggregate macro
variables. Furthermore, despite the government
savings from not paying benefits to individuals
62 and 63 years of age, their benefits at a later age
are also higher and offset savings.

The final experiment, which increases the
normal retirement age by two years, has impor-
tant quantitative implications. Old-age partici-
pation increases, more individuals postpone
claiming their benefits and, as a result, the Social
Security deficit becomes a surplus of 1.32 percent
of GDP. The aggregate capital stock and assets at
retirement age increase modestly (2.4 percent
and 5.5 percent), relative to the first policy reform.

The last part of the paper evaluates the impli-
cations of some modifications to the theoretical
framework. One extension of considerable interest
introduces forecasted changes in demographic
structure into the model (the benchmark experi-
ment takes the current demographic structure as
given into the infinite future). Of course, this
results in an even more serious deficit for the
system absent any reform. The first and last policy
reforms have quantitatively similar implications,
and both turn deficits into surpluses for the Social
Security system.

Conclusion

I
.
mrohoroğlu and Kitao study the quantitative

implications of three different proposals to reform
(and improve the budget of) the Social Security
system. This is done within a framework of a
very detailed social security system that mimics
the main features of the U.S. system. Either a
reduction in benefits and payroll taxes or an
increase in the normal retirement age will create
a system surplus. In the first case, this occurs
because of large increases in precautionary sav-
ings and hours worked. In the second case, it is
due to the higher old-age labor participation and
a modest increase in savings. Increasing the ear-
liest retirement age, in contrast, results in current
savings that are essentially canceled by later (and
higher) benefit claims and thus has negligible
effects on the Social Security budget.
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