5 Are Monetarists an Endangered Species?

17 The Prime Rate and the Cost of Funds: Is the Prime Too High?
The Review is published 10 times per year by the Research and Public Information Department of the Federal Reserve Bank of St. Louis. Single-copy subscriptions are available to the public free of charge. Mail requests for subscriptions, back issues, or address changes to: Research and Public Information Department, Federal Reserve Bank of St. Louis, P.O. Box 442, St. Louis, Missouri 63166.

Articles herein may be reprinted provided the source is credited. Please provide the Bank's Research and Public Information Department with a copy of reprinted material.
The articles in this Review focus on two controversial issues currently under public scrutiny. The first article investigates the widespread claims that monetarism is dead. The second article assesses the validity of the charge that bank loan rates — in particular, the prime rate — are “too high,” given the cost of obtaining loanable funds.

In the first article, “Are Monetarists an Endangered Species?” Dallas S. Batten and Courtenay C. Stone investigate the alleged failure of monetarism. They point out that monetarism can be viewed in two ways: as a scientific theory about the impact of monetary pressures on the economy, or as a diverse collection of normative propositions about how fast money should grow or what policy actions should be taken. The authors suggest that, while disagreements over normative monetarism are probably unsolvable, debates over scientific monetarism can be resolved.

Batten and Stone examine four scientific monetarist propositions: 1) There is a close, stable relationship between M1 growth and total spending; 2) Inflation is primarily a monetary phenomenon; 3) Sufficiently sharp short-run changes in M1 growth produce similar movements in real output; and 4) The rate of M1 growth can be controlled. None of these propositions, they find, have been discredited by economic events over the past several years.

Batten and Stone also demonstrate that predictions of the growth of spending, prices and real GNP derived from these monetarist propositions have held up well when compared with predictions of two popular, larger non-monetarist structural models of the economy. They conclude that rumors of the death of monetarism have been greatly exaggerated.

In the second article, “The Prime Rate and the Cost of Funds: Is the Prime Too High?” R. W. Hafer investigates the economic forces underlying the prime lending rate.

Hafer notes first that, since the early 1970s, the prime rate generally has varied with current credit market conditions: “As the competition for loanable funds and the cost of liability management have increased with the advent of numerous financial innovations, banks have become more sensitive to interest rate changes in establishing their lending rates.” Consequently, prime rate changes accompany changes in banks’ cost of funds.

To test this relationship, Hafer examines the effects of movements in the 90-day CD rate and the federal funds rate — measures of a bank’s cost of short-term funds — on the prime rate over the period September 1980 to December 1982. His evidence indicates that a 100 basis-point change in these rates will, after three months, produce a similar change in the prime rate; changes in the prime rate generally follow changes in the cost of funds.
To see whether the prime rate currently is too high, given the present cost of funds, Hafer forecasts the prime rate from January through April 1983, using the actual 90-day CD rate and the federal funds rate for the period. The author concludes that “relative to their cost of funds, banks have not kept the prime rate unduly high during the past few months.”
Are Monetarists an Endangered Species?

DALLAS S. BATTEN and COURTENAY C. STONE

MONETARISM has come under increasingly sharp attack over the past few years. Recent critics have detailed “The Trouble With Monetarism,” argued that the choice is between Monetarism or Prosperity and even recoiled in horror from The Scourge of Monetarism. Various accounts of the failure of monetarism in Argentina, Canada, Chile and Great Britain have received widespread attention. Moreover, monetarism in the United States has been described as a “God that failed,” and there have been numerous reports that monetarism is now virtually dead. The alleged death of monetarism could not have come at a more inappropriate time. Milton Friedman and Anna Schwartz have just published a massive volume entitled Monetary Trends in the United States and the United Kingdom: Their Relation to Income, Prices and Interest Rates 1867-1975. In that text, they present extensive and detailed evidence that supports the basic monetarist propositions regarding the impact of money on the economy. It would be both ironic and puzzling if, at the very time that their findings are published, we were to discover that these fundamental relationships suddenly have broken down.

Yet, this claim is precisely the one that critics of monetarism have made. They charge that recent financial innovations and the expanding use of previous financial innovations have so distorted the measure and meaning of money that monetarism, no matter how well supported by historical studies, is no longer valid. Since this claim has been made before and found, in each instance, to be groundless, it should be met with considerable skepticism.

4Milton Friedman and Anna J. Schwartz, Monetary Trends in the United States and the United Kingdom: Their Relation to Income, Prices and Interest Rates, 1867-1975 (University of Chicago Press, for the National Bureau of Economic Research, 1982).
This article attempts to assess whether current rumors of the demise of monetarism are greatly exaggerated.

A TALE OF TWO MONETARISMS: SCIENTIFIC PROPOSITIONS VS. NORMATIVE PRESCRIPTIONS

Perhaps the most significant obstacle to understanding many of the current arguments, both for and against monetarism, is that the term typically is bandied about with little or no specific reference to its intended meaning. This is a problem because monetarism can refer to two very different kinds of statements. Monetarism can refer to specific, testable, scientific propositions; it also can be used to indicate a set of policy suggestions or alternatives to achieve desired economic goals. In the scientific sense, we can assess easily whether monetarism has failed. In the normative or policy sense, however, it may be impossible to agree whether monetarist policies have even been attempted, let alone have failed.

Monetarism as a Science

Looked at in a scientific sense, monetarism is the label attached to a common set of theoretical and empirical propositions regarding the significant and stable relationship between the money stock and other important economic variables. There is a methodology, common to all sciences, that is used to assess the logical validity and empirical support for competing theories. Scientific theories never die by themselves; they are abandoned only when a better theory comes along. If monetarism, in the scientific sense of the word, has failed, it must have succumbed to an alternative non-monetarist explanation.

It is clear that, within the scientific framework of the rise and demise of theories, monetarism has not been superseded by newer or superior theories of inflation or real output or spending growth. Instead, critics charge that the behavioral relationships that worked well in the past have shifted and that the previously stable relationships underlying the monetarist view have now become unstable. If this has occurred, then the propositions labeled monetarism would become less useful. In the extreme, they would even be replaced by some previously less useful, non-monetarist theory. This issue is analyzed in the latter part of this article.

Monetarism as an Economic Policy

In addition to its scientific meaning, however, monetarism also can be used in a normative or policy sense. As such, it serves as a label for a set of economic policy prescriptions intended to achieve certain economic goals. Of course, such policy prescriptions presuppose that monetarism, in the scientific sense, is valid and that policymakers can exert some control over money growth.

There are several fundamental problems with attempting to assess the success or failure of normative monetarism. First, there may be no common agreement on whether a monetarist policy has been followed; consequently, it will be virtually impossible to demonstrate that it has failed. To illustrate this problem, consider the data shown in table 1. A number of countries have announced a variety of monetary aggregate targets over the past three years; six of these are represented in the table. Because these countries have adopted and publicly announced such targets, numerous commentators have labeled their policies as monetarist. Because these targets generally were not achieved and because economic conditions in these countries over the past three years were generally poor, it has been charged that monetarism has failed.

At the same time, other analysts have used the same data to support the opposite conclusion. Because the announced targets were not achieved, they argue, the actual behavior of the monetary authorities was clearly non-monetarist. Further, the resultant adverse economic conditions are used to demonstrate why monetarist policies should have been followed.

A prime example of the problem associated with determining whether a specific policy is monetarist is the widespread disagreement over whether the Federal Reserve has been following a “monetarist” policy since October 1979. When a group of policymakers, economists and financial analysts were asked this question recently by the Joint Economic Committee of the U.S. Congress, their answers ranged from the strongly affirmative to the strongly negative to the inscrutably
Table 1

Monetary Aggregate Targets and Monetary Aggregate Growth for Six Countries: 1979–1982

<table>
<thead>
<tr>
<th>Country</th>
<th>Targeted aggregate</th>
<th>Period</th>
<th>Annual growth rates of aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Targeted</td>
</tr>
<tr>
<td>Canada</td>
<td>M1</td>
<td>I/1979 to quarter centered on 9/1980; quarter centered on 9/1980 to present</td>
<td>5 to 9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 to 8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 to 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8 to 12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6 to 8.5^4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.5 to 5.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 to 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 to 7</td>
</tr>
</tbody>
</table>

3/Target range for M1B.
4/Comparable to 3.5–6.0 percent range for shift-adjusted M1B.

The basic problem is simply that reasonable people can differ both on their interpretation of whether a specific policy is monetarist and whether it is being carried out in a monetarist fashion.

A different problem with assessments of policy failures is that policymakers and the general public appear to shift back and forth among a variety of goals; further, they often fail to agree among themselves on the likely outcome of policy actions. Flip-flopping between policy goals can lead to erratic policy actions that are unlikely to fit neatly into any category — monetarist or non-monetarist. Disagreement over the likely outcomes of policy actions will lead typically to different assessments by policymakers and others about the “success” of policy actions. To some, policy will have succeeded; to others, it will have failed.

Debates over whether monetarist monetary policies have been tried, or whether they have failed, or even whether they were the appropriate monetarist policies, are unlikely to be resolved. In the normative sense, a discussion of whether monetarism has failed is both inconclusive and, probably, nonsensical as long as there is such widespread disagreement. These discussions only serve to draw attention from the crucial issue that can be resolved — whether monetarism, in the


scientific sense, has failed. If scientific monetarism has failed, then discussions over normative monetarist issues are meaningless; there can be no useful monetarist policies if the relationships between money growth and other important economic variables are unstable or nonexistent. On the other hand, if scientific monetarism has not failed, discussions over whether some policy can be labeled as monetarist are mere bagatelles; what matters is not the label attached to the policy, but the actual pattern of money growth that the policy produces. The crucial issue that must be addressed is the success or failure of scientific monetarism.

FOUR WELL-KNOWN SCIENTIFIC MONETARIST PROPOSITIONS: HAVE THEY FAILED?

There are a large number of economic propositions that have come to be associated with monetarism, or at least with individuals who have been labeled monetarists. We do not intend to investigate all such propositions. Instead, we focus on what we consider to be four key monetarist propositions. The first three propositions concern "what money does"; they represent the relationship between money growth and the growth of aggregate spending, prices and real output. The fourth proposition focuses on the controllability of money growth. The first three propositions demonstrate why money matters; the fourth proposition investigates whether monetary policy matters.

Proposition 1: There is a close and stable relationship between the growth of money and the growth of total spending. This relationship can be investigated in a variety of ways. One simple way is to compare the growth of M1, the narrow monetary aggregate consisting of currency and checkable deposits, to the growth of aggregate spending, measured by Gross National Product (GNP) or Gross Domestic Product (GDP). This is done in chart 1 for a large number of countries for the 1969 to 1980 period. It is clear from the chart that, in general, there is a very close relationship between growth in money and growth in total spending; the vast majority of the countries are clustered close to the 45-degree line that denotes equal growth rates for both money and spending over the period.

A more analytical method of assessing the relationship between growth in M1 and GNP for the United States involves the use of the St. Louis equation, which was developed specifically to investigate the impact of monetary and fiscal actions on GNP.

The St. Louis equation typically is written as:

\[
\hat{Y}_t = \text{constant} + \sum_{i=0}^{4} m_i \hat{M}_{t-i} + \sum_{i=0}^{4} e_i \hat{E}_{t-i},
\]

where \( \hat{Y}, \hat{M}, \) and \( \hat{E} \) are the annualized quarterly growth rates of GNP, M1, and high-employment government expenditures, respectively. \( m_i \) and \( e_i \) represent the impact of current and lagged values of \( \hat{M} \) and \( \hat{E} \), respectively, the constant term represents the impact of other influences on GNP growth, and \( i = 0, \ldots, 4 \) shows that the equation investigates the extent to which GNP growth in quarter \( t \) is affected by the current and past four quarters’ growth in \( \hat{M} \) and \( \hat{E} \).

Table 2 shows the results of estimating this equation over the period from II/1960 to IV/1982. There are three key aspects to these results. First, as the \( R^2 \) shows, the estimated equation accounts for a sizable proportion of the actual fluctuations in GNP growth; in this instance, about 30 percent of the variation in \( Y \) is explained by the variables on the right-hand side of the equation. Second, the explanatory power of the equation is derived solely from the monetary variables; only the estimated coefficients on \( \hat{M} \) are statistically different from zero. Third, the sum of the coefficients on \( \hat{M} \) is not significantly different from one; this indicates that, other things unchanged, any given change in the growth of M1 will produce the same change in the growth of GNP within five quarters.

Another way of looking at this relationship can be seen in chart 2, which contains the year-to-year growth rates of nominal GNP and M1 for the United States. Clearly, changes in the growth of GNP from one year to the next are positively associated with changes in the growth of M1.

If monetarism has failed due to recent financial innovations, then the relationships estimated in table 2 and shown in chart 2 should have eroded substantially since late 1979. This purported erosion is not apparent in chart 2: the link between money growth and economic activity since III/1979 seems no different from that which existed during the previous two decades.

Of course, visual evidence is never conclusive; appearances always can be deceiving. What is significant is that there is no statistical support that the relationship between money and spending in the St. Louis equation has broken down in recent years. When the parameters of the St. Louis equation were tested for their structural stability, the hypothesis that the structure had “slipped” in the later period was rejected. Thus, there does not appear to have been a

\[ \hat{Y} = a_0 + a_1 D + \sum_{i=0}^{4} m_i \hat{M}_{t-i} + \sum_{i=0}^{4} e_i \hat{E}_{t-i} + u_t, \]

where \( D, \) a dummy variable, equals 1 from II/1960 to III/1979 and 0 otherwise. The stability test for the coefficients on M1 growth is conducted by testing the joint hypothesis that all of the estimates of \( m_2 \) are simultaneously equal to zero. The calculated F-statistic for this test is 2.01, the critical F-value is 2.72 for the 5 percent significance level. Consequently, the hypothesis that the coefficients on M1 growth have changed since III/1979 can be rejected at the 5 percent significance level.
sudden failure of monetarism in the 1980s, at least as judged by the relationship between money growth and the growth of total spending.¹⁶

The second and third propositions are concerned with how changes in money growth affect the two fundamental components of nominal GNP growth — real GNP growth and price growth (inflation).

**Proposition 2: Inflation is primarily a monetary phenomenon.** This proposition states that there is a close positive relationship between the trend growth in money and the growth in prices over long periods of time. One example of the universality of this relationship is shown in table 3 for a variety of countries

¹⁶For further evidence that innovations have had no significant impact on M1, see John A. Tatom, “Recent Financial Innovations: Have They Distorted the Meaning of M1?” this Review (April 1982), pp. 23–35 and “Money Market Deposit Accounts, Super-NOWs and Monetary Policy,” this Review (March 1983), pp. 5–16.
over the period from 1973 to 1980. With few exceptions, those countries with the greater M1 growth also had the higher rates of inflation.

Another way to assess the relationship between price changes and money growth is to separate the monetary and non-monetary influences on prices to determine their relative importance at various points in time. Since it is the trend growth in money that influences prices, the monetary influence on the rate of inflation in any period is the growth in money over some fairly long past period.17 Chart 3 reports the long-term rate of M1 growth (measured by its 12-quarter moving average) and the quarter-to-quarter rate of growth of the implicit price deflator for GNP for the United States. In general, the path of inflation follows that of long-run money growth. In fact, after accounting for oil-price shocks, long-run M1 growth explains over 80 percent of the variation in the quarter-to-quarter rate of inflation.18


18 See Carlson, "The Lag From Money to Prices." The results of estimating a similar inflation equation over the II/1960 to IV/1982 period are:

\[
\hat{P}_t = -0.866 + 1.091 \sum_{i=0}^{12} \hat{M}_{t-i} - 1.736 D_1 + 0.695 D_2 \\
(2.19) \quad (13.30) \quad (3.43) \quad (1.42)
\]

\[
- 0.001 \hat{P}_{t-1}^e + 0.065 \hat{P}_{t-2}^e - 0.005 \hat{P}_{t-3}^e \\
(0.11) \quad (3.96) \quad (0.29)
\]

\[
+ 0.041 \hat{P}_{t-4}^e \\
(2.93)
\]

\[R^2 = .83 \quad SE = 1.19 \quad DW = 1.88\]

where \(\hat{P}_t\) is the rate of inflation (measured by the GNP price deflator) in quarter t, D1 and D2 are dummy variables for the control and decontrol phases of the Nixon wage-price control period, \(\hat{P}^e\) is the growth rate of the relative price of energy and the absolute values of t-statistics are in parentheses.
Once again, there appears to be no significant breakdown in this relationship after late 1979: the long-run rate of money growth has declined during the past 3½ years as has the rate of inflation. Moreover, an econometric investigation indicates that there has been no breakdown in the M1-inflation relationship over the past three years.¹⁹

Proposition 3: Short-run changes in money growth, if sufficiently sharp, produce real output movements. Conceptually, a change in money growth creates a monetary disequilibrium: the quantity of money that individuals desire to hold differs from the quantity that they actually are holding. By altering their rate of spending, they attempt either to increase or to decrease their money holdings to a desired level. Eventually, as discussed previously, this change in the rate of aggregate spending will cause a change in the rate of inflation.

In the short run, however, producers cannot tell immediately whether this change in the rate of aggregate demand (spending) is permanent or merely temporary; thus, they respond initially by changing their rate of production. That is, the change in money growth results in a deviation of real economic activity from its “normal” rate. Only when the change in spending (motivated by the monetary disequilibrium) has been identified as permanent will producers change their prices and return production back to its normal rate. Thus, the impact of a change in the rate of money growth shows up initially and temporarily on output and employment.²⁰

This proposition is demonstrated in chart 4, which reports the deviation of short-run M1 growth (mea-

¹⁹A more rigorous investigation of a breakdown in the money growth-inflation relationship entails conducting a test similar to that in footnote 15 for the inflation equation cited in footnote 18. The calculated F-statistic for this test is 1.53, well below the critical value of 2.72 at the 5 percent significance level. The hypothesis that the coefficients on M1 growth in the inflation equation have changed since III/1979 can be rejected.

²⁰For a discussion of the microeconomic rationale behind the timing of the effect of changes in money growth on real output (initially) and prices (ultimately), see Carlson, “The Lag From Money to Prices,” pp. 6–8.
sured by its two-quarter moving average) from its long-run trend (measured by its 12-quarter moving average). The shaded areas represent periods defined as recessions by the National Bureau of Economic Research. Every downturn in economic activity in the last two decades has been associated with a substantial slowing in money growth relative to its trend; every substantive slowdown in short-run M1 growth has been associated with an economic downturn. 21 Although the 1966 episode was not technically labeled a recession, the United States experienced a "growth recession"; real GNP growth fell from about 10 percent to zero following the dramatic decline in money growth in 1966.

There appears to be no breakdown in this relationship since late 1979. In fact, this proposition is supported quite strongly by recent events. For example, money growth declined substantially in early 1980 (almost 5 percentage points below its trend); accompanying this decline in M1 growth, real economic activity declined rapidly and dramatically. By the third quarter of 1980, money growth had rebounded and the economy began pulling out of a short-lived recession. When short-run money growth declined from 5/2 percentage points above its trend in IV/1980 to about 4 percentage points below its trend by IV/1981 (an unprecedented drop), however, the economy headed into its second recession in as many years, a recession from which we have only recently begun to recover.

Proposition 4: Monetary authorities can control the rate of money growth. Within the context of monetary policy, the first three monetarist propositions are relatively unimportant unless the growth of money is controllable. The money definition that we have used in this study, M1, consists of currency and checkable deposits, the two things generally offered and accepted in exchange for goods and services. The monetary authority cannot control M1 directly because the checkable deposits that make up a large part of M1 are created by depository institutions. The monetary authority, however, through its open market operations

and lending to depository institutions, can control the stock of reserves held by depository institutions upon which these checkable deposits are based. As a result, the monetary authority can control the growth of money supply indirectly by controlling the rate of growth of these reserves. 22

In the very short run, changing asset preferences of individuals may cause discrepancies between the rate of growth of reserves and that of checkable deposits. Yet, over longer periods of time, these growth rates conform closely across a wide variety of monetary institutions, as exhibited in chart 5 for a large number of countries. This chart illustrates that, over time, reserve growth and demand deposit growth are associated closely. Moreover, because checkable deposits are a large portion of the M1 definition of money, reserve growth is, then, a prerequisite for money growth.

This analysis neglects the role that currency plays in the money supply process. Since currency in the hands of the nonbank public is another potential source of bank reserves, changes in the public's demand for currency also may be the source of monetary expansion

---


and contraction. Thus, both reserve availability and the amount of currency in the hands of the public must be controlled by the monetary authorities if they desire to control money growth.

The monetary base is the sum of bank reserves and currency in circulation. In the United States, it represents a liability of the Federal Reserve. Even though the Federal Reserve does not possess discretionary control over all of the items in its balance sheet, it does have sufficient control to determine the level and growth of the monetary base it desires, even on a weekly basis.\(^{23}\)

The link between the monetary base and the money supply is the money multiplier. Changes in this multiplier reflect changes in the public’s preferences for various financial assets. Since these changes can either intensify or mitigate the impact of Federal Reserve actions, control of the monetary base may still be associated with periods of highly variable money growth if changes in the multiplier are highly unpredictable.\(^{24}\) This, however, does not appear to be the case over periods of one year or more.

Chart 6 contains four-quarter moving averages of the rates of growth of the adjusted monetary base and \(M_1\). Except for the period in the mid-1970s, money growth and base growth have moved together fairly closely. In fact, a 1 percentage-point increase in the rate of base growth leads to approximately a 1 percentage-point increase in money growth.\(^{25}\)

\(^{23}\)See Balbach, “How Controllable is Money Growth?”


\(^{25}\)This can be seen more clearly from the following estimated relationship between base growth and \(M_1\) growth:

\[
\hat{M}_t = -0.344 + 0.921 \hat{B}_t
\]

(0.51) (9.27)

\(R^2 = 0.49\) \(SE = 2.29\) \(DW = 1.92\)

where \(\hat{B}\) is the growth rate of the adjusted monetary base.
Further, there appears to be no breakdown in this relationship since late 1979. Except for the period of credit controls (II/1980-III/1980), there has been little difference between the rate of base growth and the rate of money growth during the post-III/1979 period.26

A CLASH OF COMPETING MODELS: MONETARIST VS. NON-MONETARIST VIEWS OF THE ECONOMY

As stated earlier, monetarism can be rejected only if there is an alternative explanation of macroeconomic behavior that has greater explanatory or predictive power. The following experiment was conducted to ascertain whether the primarily non-monetarist economic theories inherent in two of the popular large macroeconomic models could explain economic behavior over the past three years as well as a monetarist model. The St. Louis equation (equation 1) and the inflation equation cited in footnote 18 were estimated over the period from II/1960 to III/1979. The rates of growth of nominal GNP (total spending), real GNP (real output) and the GNP price deflator then were forecast for the next 13 quarters (that is, from IV/1979 to IV/1982). These forecasts were compared to those of the Wharton and the Chase Econometrics models. The average absolute forecast errors for each of these three models are reported in table 4; the quarterly forecast errors for each variable are shown in charts 7, 8 and 9.

It should be noted, at the outset, that the empirical deck was stacked against the monetarist forecasts; they

---

26Again, the stability issue is tested as in footnote 15 for the equation cited in footnote 25. In this case, the calculated F-statistic is 1.64, below the critical value of 3.09 at the 5 percent significance level. Consequently, the hypothesis that the relationship between base growth and money growth has changed since III/1979 can be rejected.
were obtained using coefficients from empirical relationships that were estimated through III/1979 and never updated. The forecasts from both Chase and Wharton were one-quarter-ahead forecasts derived from models that were re-estimated constantly over the period from IV/1979 to IV/1982. Despite this estimation bias favoring the non-monetarist models, there is virtually no difference in the comparative short-run forecasts for recent years between the presumably outdated monetarist model and the updated non-monetarist ones. For example, while the average annual absolute forecast errors for nominal GNP using the St. Louis model was 4.95 percent, the Chase result was virtually identical, and Wharton’s was nearly as large. From the results in table 4, it is clear that neither of the two alternative models has outperformed this version of a monetarist model over the past three years.

Moreover, the information in charts 7, 8 and 9 reveals that the relative performance of the St. Louis forecasts generally has remained constant throughout the forecast period. That is, the St. Louis forecasts did not collapse, relative to those of Chase and Wharton, as financial innovation continued throughout the forecast period. If monetarism has died, it surely was not killed off by the superior performance of whatever theoretical relationships underlie these major non-monetarist economic models.

**SUMMARY AND CONCLUSIONS**

Monetarism can be viewed in two ways. It is a scientific theory that stresses the importance of focusing on the level or growth of money in order to understand the behavior of such key macroeconomic variables as prices, real output and spending. As a scientific theory, it also stresses the importance of focusing on the behavior of the monetary authority in order to understand how and why money grows the way it does. Monetarism also can be viewed as a diverse collection of normative propositions about how fast money should grow or what the proper monetary policy should be. While disputes over normative propositions are generally insolvable, the validity of scientific propositions can be examined.

This paper has assessed the claim that monetarism, in the scientific sense, has failed, by testing four key monetarist propositions to see whether they can explain economic events over the past three years. Contrary to recent rumors of the death of monetarism, we found that the four propositions tested were as valid and useful over the past three years as they had been over the prior 20 years. Moreover, when compared with the predictive behavior of two well-known non-monetarist econometric models, we found that a simple monetarist analysis worked equally well in explaining the economic patterns of spending, output and prices over the past three years. Rumors of the death of monetarism have, indeed, been exaggerated.

---

27 This estimation bias was introduced to compensate for the fact that actual values of the right-hand-side variables were used to derive the St. Louis forecasts, while Chase and Wharton did not know these values when they made their forecasts. This type of comparison obviously is not the ideal one; it is, however, the best that can be accomplished without access to the estimated parameters of the Chase and Wharton models. For similar comparisons of these models’ long-run properties, see Keith M. Carlson and Scott E. Hein, “Four Econometric Models and Monetary Policy: The Longer-Run View,” this Review (January 1983), pp. 13–24.

28 Similar results are obtained when root mean square errors (RMSE) are compared for the three models. This method of summarizing forecast errors gives more weight to large errors than does the average (mean) absolute error.
The Prime Rate and the Cost of Funds: Is the Prime Too High?

R. W. HAFTER

BANK lending rates recently have received considerable attention in the popular press. There appears to be widespread opinion that the rates charged by banks exceed their cost of funds by an abnormal amount. The purpose of this article is to assess whether banks' lending rates during the past few months have been “too high” relative to other market rates. Because the prime rate generally is viewed as a benchmark lending rate for banks, the analysis focuses on the recent behavior of this rate relative to other market interest rates.

THE PRIME RATE AND THE COST OF FUNDS

The prime rate quoted in the press and discussed by the public commonly is considered to be the interest rate charged to a bank’s most credit-worthy corporate customers for short-term loans. The prime rate is not, however, the rate charged to each and every corporate borrower; each loan and prospective borrower have their own characteristics that may necessitate different lending rates. For example, the loan rate charged to a specific customer reflects that customer’s credit worthiness, previous relationship with the bank, the maturity of the loan, the nonfee services provided by the bank in maintaining the loan, the use of fixed or flexible maturities and rates, and other factors.

Before the 1970s, the prime rate was relatively slow to adjust to market conditions. For instance, between 1929 and 1969, the prime rate changed only 40 times, an average of once per year and less often than market interest rates. In contrast, since 1970 the rate has changed an average of about 13 times per year.

This shift in the prime rate’s more frequent adjustment to credit market conditions occurred in 1972 when the First National City Bank of New York, known today as Citibank, announced that its prime rate would be pegged to the 90-day commercial paper rate. This change was important because it directly linked the prime rate to current credit market conditions. Furthermore, as the competition for loanable funds and the cost of liability management have increased with the advent of numerous financial innovations, banks have become more sensitive to interest rate changes when establishing their lending rates.

The increased sensitivity of the prime rate to market rates has accompanied certain changes in the credit market. The rapidly expanding use of the commercial paper market as an alternative to bank funding is one example. Another is the increased competition coming from money market funds which has increased the need for flexibility in the income stream from the bank’s loan portfolio. More recently, the volatility of market rates has contributed to more frequent changes in the prime rate. Because of this sensitivity, there should be a close empirical relationship between the bank’s cost of funds and the prime rate. If such a relationship exists, it can be used to assess the current level of the prime rate with respect to other interest rates that reflect the prevailing cost of funds facing banks.
To investigate this issue, two interest rates are used. One important source of loanable funds is the 90-day certificate of deposit (CD) market; as such, the 90-day CD rate is a useful measure of a bank's cost of funds. Although recent financial innovations may have lessened the once primary position held by the CD market, it remains a key source of funds. The federal funds rate — the rate charged for overnight funds — also is a useful measure of the bank's cost of funds. It not only measures the bank's cost of short-term funds, but also is watched by credit market participants as a guide to Federal Reserve actions. In other words, it is viewed as an indicator of whether current credit demands are being matched by the reserves supplied to the banking system.

The Evidence

Chart 1 plots the prime rate, the 90-day CD rate and the federal funds rate for the period September 1980 to December 1982. As illustrated, the prime rate tends to follow movements in the other interest rates, albeit with a slight lag. This tendency reflects the previously mentioned sensitivity of the prime rate to other market rates — that is, the effect of current and past costs of the bank's managed liabilities.

The data in chart 1 can be translated into a regression relationship to provide a more rigorous assessment of

\[
PR_t = \alpha_0 + \sum_{i=0}^{N} \beta_i i_{t-i} + \epsilon_t,
\]

where \(PR_t\) represents the prime rate, \(i_{t-i}\) stands for contemporaneous and lagged values of the CD rate or the federal funds rate, and \(\epsilon_t\) is a random error term. The lags are included to reflect the pattern observed in chart 1.

Table 1 reports the results from estimating equation 1 over the period September 1980 to December 1982. As hypothesized, movements in the prime rate are explained reliably by both the CD rate and the federal funds rate as proxies for the bank's cost of loanable funds. Each regression outcome suggests that the prime rate reflects not only the marginal cost of acquiring additional funds (represented by the contemporaneous term), but also the cost of managing existing liabilities.

Another interesting aspect of the results in table 1 is the different long-run effects. For example, a 100 basis-point change in the CD rate results in a 106 basis-point change in the CD rate results in a 106

---

4For example, as of year-end 1981, negotiable CDs at large weekly reporting banks with assets of $750 million or more totaled $137,490 million. Consumer and industrial loans (C&I) were $195,490 million. Thus, the ratio of CDs to C&I loans was 0.7. In December 1982, however, the ratio fell to 0.6 as negotiable CDs fell to $132,340 million, and C&I loans increased to $216,860 million.

5This period is examined because it represents the data available since the advent of numerous deregulation measures. One such change is the reserve requirement for different banks on large CDs. To ensure compatibility, only the period since late 1980 is used. In addition, Goldberg has examined the period from 1975 to 1980 and found similar results.

The prime rate used is the average of daily rates reported by five of the nation's ten largest banks (by size of deposits, as of December 31, 1980). The monthly average includes all calendar days; rates for weekends and holidays are same as the preceding business day.

The CD rate is the secondary market rate, monthly average of daily rates, excluding weekends and holidays. The daily rate is an average of the rates offered by five or more dealers. The source is table 1.35, in any Federal Reserve Bulletin.

The federal funds rate used is a monthly average of daily rates; the rate for weekends and holidays is the preceding business day's. The daily rate is determined by averaging the rates from approximately six brokers in the federal funds market reporting to the New York Federal Reserve Bank's trading desk. The individual rates are "weighted" by the volume of transactions and, therefore, amount to the "effective" rate.
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basis-point change in the prime after three months. A similar change in the federal funds rate produces a 97 basis-point change in the prime, a change that is not significantly different from 100 basis points. Note, however, that these changes occur over a three-month horizon; about 55 percent of the effect on the prime rate occurs simultaneously with changes in the CD and federal funds rates.

This evidence suggests that the prime rate closely reflects the costs faced by banks in acquiring new and in managing existing loanable funds. Moreover, the full effect of a change in the cost of funds on the prime rate is not immediate, but takes place over several months. Consequently, reductions in the CD and the federal funds rates are unlikely to produce immediate declines of equal magnitude in the prime rate; they will do so only with a lag of about three months.

The summed effect of changes in the CD rate on the prime rate is 1.076. For the period January 1975 to October 1980, the sum is 1.094. Thus, our result is consistent with those from earlier periods.

The summed effect of the CD rate, however, is statistically different from unity (t = 2.31). This result is expected given the cost, over-and-above interest, that the bank faces when it issues a new CD. One major cost is the reserves that the bank must hold for each CD issued. Currently, the required reserve ratio is 3 percent. If one calculates the "effective" cost of issuing a CD — one that incorporates both the interest expense and the opportunity cost incurred by holding non-interest-bearing reserves against the CD — a CD rate of 10 percent then becomes 10.31 percent. Thus, for a 100 basis-point change in the CD rate, the change in the effective cost to the bank actually is 103 basis points. Indeed, the summed effect reported in table 1 does not differ from an effective rate of 1.03. The hypothesis that $p_{10} = 1.03$ cannot be rejected at any reasonable level of significance (t = 1.22).

Goldberg reports that, for the period January 1975 to October 1980, the summed effect of changes in the CD rate on the prime rate is 1.076. For the period January 1977 to October 1980, the sum is 1.094. Thus, our result is consistent with those from earlier periods. However, the hypothesis that the summed effect reported in table 1 does not differ from an effective rate of 1.03. The hypothesis that $p_{10} = 1.03$ cannot be rejected at any reasonable level of significance (t = 1.22).

**Table 1**

**Regression Estimates of the Prime Rate: September 1980 to December 1982**

<table>
<thead>
<tr>
<th>Rate</th>
<th>$\alpha_0$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\Sigma p_0$</th>
<th>$R^2$/SE</th>
<th>DW</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td>1.58</td>
<td>0.564</td>
<td>0.338</td>
<td>0.164</td>
<td>1.064</td>
<td>0.983</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>(3.94)</td>
<td>(11.63)</td>
<td>(4.62)</td>
<td>(3.37)</td>
<td>(38.32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FF</td>
<td>2.80</td>
<td>0.542</td>
<td>0.181</td>
<td>0.243</td>
<td>0.966</td>
<td>0.970</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>(5.43)</td>
<td>(6.80)</td>
<td>(1.39)</td>
<td>(3.04)</td>
<td>(27.35)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1*CD is the 90-day CD rate and FF is the federal funds rate.
2$t$-statistics appear in parentheses.
3$R^2$ is the adjusted coefficient of determination; SE is the regression standard error; and DW is the Durbin-Watson statistic.

**Table 2**

**Actual and Forecasted Values of the Prime Rate: January 1983 to April 1983**

<table>
<thead>
<tr>
<th>Period</th>
<th>Actual</th>
<th>CD</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>11.16%</td>
<td>10.67%</td>
<td>11.36%</td>
</tr>
<tr>
<td>February</td>
<td>10.93%</td>
<td>10.63%</td>
<td>11.15%</td>
</tr>
<tr>
<td>March</td>
<td>10.50%</td>
<td>10.72%</td>
<td>11.20%</td>
</tr>
<tr>
<td>April</td>
<td>10.50%</td>
<td>10.77%</td>
<td>11.77%</td>
</tr>
</tbody>
</table>

**Forecasting the Prime Rate**

The equations in table 1 were estimated through December 1982 to permit out-of-sample forecasts of the prime rate to be obtained for the first four months of 1983. If recent levels of the prime rate are significantly greater than those forecasted using the regres-
sions reported in table 1, then recent criticisms may be justified. If not, then the recent behavior of the prime rate simply reflects the underlying relationship between a bank's cost of funds and its lending rate captured in equation 1.

The prime rate forecasts based on the equations in table 1 and the actual prime rate for January through April 1983 are shown in table 2. During January, the actual prime rate exceeded the rate forecasted with the CD rate by about 50 basis points. In contrast, the prime rate was 20 basis points less than the one forecasted using the federal funds rate. In each instance, however, the forecast errors were not unusually large for the estimated equation; they were within two standard errors of the regression standard errors.

The lagged effect of the recent changes in the cost of funds (see chart 1) on the prime become more apparent in February, March and April. During February, for example, the average forecast error falls to 26 basis points. By March and April, however, the predicted prime rate exceeds the actual rate by an average of 46 basis points and 77 basis points, respectively. Given recent movements in the cost of funds, the results in table 2 indicate that the prime rate has not been too high relative to other market rates during the past few months.

CONCLUSION

Have banks kept the prime rate “too high?” The evidence presented in this article suggests that, relative to their cost of funds, banks have not kept the prime rate unduly high during the past few months. The prime rate adjusts, with a lag, to changes in the cost of acquiring and managing loanable funds. These costs are represented here by the 90-day CD rate and the federal funds rate. The well-established empirical relationship between the prime rate and these measures explains why the prime rate has not decreased as fast as these other rates during early 1983.
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