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We include a stock market-based measure of sectoral
shocks in a small VAR to examine the role played by
these shocks in explaining the behavior of the unemploy -
ment rate. Sectoral shocksexplain asignificant proportion
of the variation in the unemployment rate—especially the
long-duration unemployment rate—even though other
kinds of shocks (such asshocksto monetary policy, defense
expenditures, and oil prices) are allowed to affect the un -
employment rate. A historical decomposition reveals that
sectoral shocks were most important during the 1974—75
recession, and they explain only a modest part of therise
in unemployment over the 1990 recession.

“A leading question—perhaps the leading question—in
macroeconomics since the publication in 1982 of David
Lilien's paper, ‘ Sectoral Shifts and Cyclical Unemploy-
ment,’ is whether sectoral, rather than aggregate, shocks
are the key factor responsible for fluctuations in the un-
employment rate.”

Ydlen (1989)

“In an average week, between 350,000 and 400,000 jobs
are destroyed. On average, abit more than that are created.
The flow of workers out of the old jobs and into the new
onesisnot seamless. The period of transition between jobs
depends on many factors, including . . . the match between
skills possessed and those needed . . . A large pool of un-
employed workers might exist in a particular region even
if most labor markets are viewed as ‘tight.””

Lindsey (1996)

In a controversial paper, Lilien (1982) suggested that
frictions associated with the reallocation of labor across
sectors of the economy accounted for as much as half of
all fluctuations in unemployment. Though Lilien’s paper
inspired a significant amount of follow-up work ! the de-
bate over the relative importance of sectoral shifts and ag-
gregate shocks in unemployment fluctuations remains
unresolved. Werevisit Lilien’ shypothesisin thispaper. We
are motivated in part by the lack of agreement on what
causes business cycles that has been highlighted in some
recent work. For instance, after an exhaustive review of the
evidence, Cochrane (1996) concludesthat “we haven't found
large identifiabl e exogenous shocksto account for the bulk
of output fluctuations’ (though he suggests that “oil plus
reallocation” may be apromising avenue). Itisasotelling
that at the 1993 American Economics Association session
entitled “What caused the recession of 1990-917" Hall
(1993) considered the relative importance of eight possible
causes of the recession suggested by contemporary macro
theories, but concluded that “established models are un-
helpful in understanding thisrecession, and probably most
of its predecessors.” Thefailure of traditional models sug-
gests that the sectoral shifts hypothesis may deserve an-
other look.

1. Two examples are Davis (1987) and Campbell and Kuttner (1996).
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Another recent development that helps motivate our study
isthe fact that the average duration of unemployment has
been surprisingly high recently; for instance, in 1994 the
average duration was nearly 20 weeks, roughly the same
level asinthe 198182 recession. Thisincreasein duration
appearsto berelated to the growing importance of perma-
nent job loss relative to temporary layoffs, a phenomenon
which was highlighted by Perry and Schultze (1993) and
Hall (1995).2 As we discuss below, sectoral shocks are a
plausible candidate for explaining these changes.

To conduct our investigation we follow a suggestion by
Black (1987), who conjectured that periods of greater dis-
persion in stock returns should be followed by increasesin
unemployment. The reason is that the stock market disper-
sion measure gives an “early signal of shocks that affect
sectorsdifferently, and putsmoreweight on shocksthat in-
vestors expect to be permanent” (Black 1995). This|atter
point isimportant because it is presumably permanent
shocks that motivate reallocation of labor across indus-
tries, thus significantly raising unemployment.

Two previous studies, Loungani, Rush, and Tave (1990)
and Brainard and Cutler (1993), have provided evidencein
favor of Black’sconjecture. This paper extendstheir work
in a number of ways; in particular, we are more careful
about the measurement of aggregate shocks in our model
as well as the kinds of shocks we include. For instance,
since many observers, such as Romer and Romer (1989),
consider shiftsin monetary policy as the dominant source
of recessions, it isimportant to control adequately for such
shocks when trying to judge the importance of sectoral
shifts. Both studies mentioned above used unanticipated
money growth as a measure of monetary policy; Brainard
and Cutler used M2 growth, for example. However, itisnot
obviousthat the broad monetary aggregatesprovideagood
measure of policy. For example, over the period 1979 to
1982, M2 growth was relatively robust, even though this
period is generally thought of as one of restrictive mone-
tary policy. Using money growth may thereforegiveamis-
leading picture of the relative importance of monetary
policy and sectoral shifts over this period. Our solution is
to employ the funds rate, since a lot of recent work (such
asBernankeand Blinder 1992) suggeststhat innovationsin
thefederal fundsrate are a better indicator of the stance of
monetary policy.

Second, in contrast to earlier studies, the system we es-
timate also includesreal output. We believe that including

2. Duration data are derived from the CPS survey, which wasrevised in
1994. According to Polivkaand Miller (1995) “. . . the new methodol-
ogy significantly increased the proportion of unemployed who had long
spells of unemployment and significantly decreased the proportion of
unemployed with spells of unemployment less than 5 weeks.”

real output is important for at least two reasons. For in-
gtance, “Okun’'s Law,” which isakey component of Keynes-
ian models, explains changesin unemployment in terms of
the growth of output. Moregenerally, inclusion of real out-
put helps control for other shocks hitting the economy.
Thus, in trying to determine how important sectoral shifts
are likely to be in explaining unemployment, it seems de-
sirable to account for the effects of changesin output.

Finally, our sample period extendsto 1995, which allows
us to attempt to explain the 1990-91 recession as well as
the high duration of unemployment over thelast few years.

The basic model we employ to estimate the relative im-
portance of sectoral shifts and aggregate shocksis a Vector
Autoregression (VAR) that contains the civilian unem-
ployment rate? (plus other variables described below). We
find that our measure of sectoral shifts accounts for roughly
30% of the fluctuations in the civilian unemployment rate
at ahorizon of threeto five years. Whilethisis not asmall
number, the fundsrate appears to be even more important,
accounting for roughly 40% to 50% of the fluctuationsin
the unemployment rate over this period To address issues
concerning the average duration of unemployment, wealso
estimate VAR model sfor thelong-duration unemployment
rate (which is constructed using unemployment spells that
are 27 weeks or morein length). The dispersion index plays
a larger role in explaining long-duration unemployment
than the funds rate does. At athreeto fiveyear horizon, for
example, it accounts for something like 30% to 45% of the
fluctuations in the long-duration unemployment rate, while
the contribution of the funds rate is about 10% to 15%
smaller.

The remainder of this paper is organized as follows. In
Section | we motivate the empirical measure of sectoral
shifts we use and present some evidence on how it per-
forms relative to the measure introduced by Lilien (1982).
In Section |1, we add thismeasureto astandard macro VAR
and examine how well we can explain movements in the
aggregate unemployment rate, whilein Section |11 we use
our VAR to try to explain movements in long-duration un-
employment. Section 1V usesthe VARSsto examinetherole
played by various factors in the evolution of the unem-
ployment rate over the 19711995 period, and Section V
concludes.

3. Figure 3 plotsthe behavior of the unemployment rate over thelast 25
years, whilethelong-duration unemployment rateis shown in Figure 4.

4. These numbers are taken from the variance decompositions of the
unemployment rate in a 5-variable VAR where the dispersion index is
ordered last and the funds rate is placed in the middle.



LouNGANI AND TREHAN / EXPLAINING UNEMPLOYMENT. SECTORAL VS. AGGREGATE SHOCKS 5

|. MEASURING SECTORAL SHIFTS

Lilien (1982) and Black (1987) suggested that the amount
of labor reallocation that an economy has to carry out can
change significantly over time. Some periods may be marked
by relatively homogeneous growth in labor demand across
sectors, whereas others may be characterized by shiftsin
the composition of labor demand. While beneficial in the
long run, the reallocation of labor in response to sectoral
shiftsimposes short-run costsin the form of increasesin un-
employment. The greater the divergence in the fortunes of
different industries, the more resources must be moved, and
the larger will be the resulting increase in unemployment.

Whilethese ideas are fairly intuitive, constructing a sat-
isfactory measure of sectoral shifts poses an empirica chal-
lenge for acouple of reasons. Firgt, as stated by Barro (1986),
shocks to the expected profitability of an industry can ar-
rive from “many—mostly unobservable—disturbances to
technology and preferences [that] motivate reall ocations
of resources across sectors.” Second, Davis (1985) points
out that “allocative disturbancesfrom any particular source
are likely to occur rather infrequently over available sam-
ple sizes,” [italics ours] which makesit difficult to incor-
porate variables explicitly that capture the effects of
sectoral shiftsinto an aggregate unemployment equation.

These considerations motivated Lilien’ s construction of
across-industry employment dispersion index to proxy
for the intersectoral flow of labor in response to alocative
shocks. Many researchers, most notably Abraham and Katz
(1986), have questioned Lilien's use of employment dis-
persion as a measure of labor reallocation. Their basic
point is that movements in employment dispersion may
simply be reflecting the well-known fact that the business
cycle has non-neutral effects acrossindustries. The increase
in the dispersion of employment growth rates could reflect
not increased labor reallocation, but simply the uneven
impact of aggregate demand shocks on temporary layoffs
in different industries. Under certain conditions—for in-
stance, if cyclically responsive industries have low trend
growth rates of employment—aggregate demand shocks
aso can lead to a positive correlation between the disper-
sionindex and aggregate unemployment. Hencethereisan
observational equivalence between the predictions of the
sectoral shifts hypothesis and the more traditional “aggre-
gate demand hypothesis.”

Loungani, Rush, and Tave (1990) and Brainard and Cut-
ler (1993) attempt to circumvent these problems by con-
structing an index based on stock prices. Assuming that
stock markets are efficient, so that shocks to the expected
profitability of anindustry arereflected in its stock market
return, and assuming that these shocks are followed by
changesin that industry’ s use of inputs such aslabor, their

hypothesisisthat the dispersion of stock returns acrossin-
dustries can be used as a proxy for shocks to the desired
allocation of labor, i.e., asameasure of sectoral shifts. For
instance, the arrival of news regarding the relative prof-
itability of industriesislikely to befollowed by anincrease
instock pricedispersion. Itislikely that thisnewsal so will
lead to a change in the output mix of the economy in the
long run. Thiswill necessitate areallocation of resources,
and the unemployment rate will rise as part of this process
of reallocation of labor across sectors. Thus, an increasein
stock price dispersion will be followed by an increase
in the unemployment rate.

For this paper, we updated the index used in Loungani,
Rush, and Tave. The basic data consist of indexes of in-
dustry stock prices, as reported in Standard and Poor’s
Compustat PDE file. There are 121 industriesin all, and
they provide comprehensive coverage of manufacturing as
well as nonmanufacturing sectors of the economy.®> The
sectoral shiftsindex is defined as

| ég U

Mismatch,= éa W(R;- R)“U

8i=1 9

In the equation above, R, isthe growth rate of industry I's

stock price index, R, is the growth rate of the S&P500 (a

compositeindex), and W isaweight based on theindustry’s

share in total employment in 1978.6 Hence, the sectoral

shiftsindex can beinterpreted asthewei ghted standard de-
viation of industry stock returns.

An advantage of the stock price dispersion measurerel-
aiveto Lilien’ smeasureisthat unlike employment changes,
stock pricesrespond more strongly to disturbancesthat are
perceived to be permanent (or structural in nature) than to
temporary disturbances (such as those caused by business
cyclefluctuations). Theindustry stock price representsthe
present value of expected profits oser along horizon. The
impact of innovationsin industry profits onits stock price
thereforewill depend on how long the shocks are expected
to persist. If the shocks are purely temporary, the innova
tions will have little impact on the present value of ex-
pected profits and, hence, will have little impact on
industries stock prices. On the other hand, if the shocks are
fairly persistent, theinnovationswill have asignificant im-
pact on expected future profits and will lead to large
changesinindustries’ stock prices. Furthermore, it isthese

5. The Appendix provides details on the construction of the index.

6. As a check on the robustness of these results we also reestimated
some of the VARSs presented below using employment sharesin 1995 as
weights for the dispersion index. This did not lead to a noticeable
changein our results.
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sorts of persistent shocks that will cause productive re-
sources, such ascapita and labor, to be displaced from the
adversaly affected industries. Thus, adispersion index con-
structed from industries’ stock pricesautomatically assigns
greater weight to permanent structural changes than to
temporary cyclical shocks.” As a consequence, a disper-
sion measure based on stock pricesisless likely than a
measure based on employment to reflect aggregate demand
disturbances that result in large swingsin temporary layoffs.

Itisnot difficult to demonstrate this difference between
the two measures. In Table 1, we present the results from
two three-variable VARSs. The first contains a dispersion
measure based on the growth rate of employment across
sectors, and the second contains a dispersion measure
based on stock prices; both al so contain the unempl oyment

7. Presumably, similar reasoning lies behind Toledo and Marquis's
(1993) use of the dispersion in capital stock changes across industries
as aproxy for alocative disturbances.

TABLE1

A ComPARISON OF DisSPERSION INDEXES

rate and the growth rate of real GDP. Eight lags of each
variable are included in both systems. Note from Panel A
that the employment-based dispersion measure is signif-
icant only at the 20% level in explaining unemployment
and does not help predict output at all. Instead, output
growth predicts employment dispersion. By contrast, the
stock market-based dispersion measure helps predict un-
employment and output (the latter at a 6% level of signif-
icance), but is not explained by either of these variables.
A comparison of the variance decompositions from
thesetwo systems, reported in Panel B, also shedslight on
the properties of the two indexes. When ordered first, the
employment-based dispersion measure explains 20% of
the variance of unemployment at the 20-quarter horizon;
thisfalsto 3% when it is ordered last. On the other hand,
even whenit is placed last, the stock market-based disper-
sion measure still explains 30% of the variance of the er-
ror in predicting the unemployment rate at a 20-quarter
horizon. Thus, the stock market index does not appear to
be subject to the Abraham and Katz criticism of Lilien’s

BASED ON EMPLOYMENT

BASED ON STOCK PRICES

A. MARGINAL SIGNIFICANCE LEVELS

Y U ED

Y .49 .01 .04
.02 .01 73

ED 87 .20 .03
Apa. R? 13 .98 .30

B. VArRIANCE DeEcomPosiTIONS. UNEMPLOYMENT RATE

ORDERING: ED,Y,U Y,U,ED
QTRs ED Y U ED Y U
0 13 36 51 0 56
4 17 57 26 1 68 32
8 14 65 21 0 7 25
12 17 62 22 1 72 27
20 20 58 22 3 69 29
40 21 57 22 4 68 29

Y u SD

Y 60 .01 30
.01 .01 34

SD .06 .01 .01
Apu. R? 21 .98 31

ORDERING: SD,Y,U Y,U, SD

QTRS s Y U s Y U
0 14 27 59 0 66

4 6 49 45 2 53 45
8 23 43 34 8 52 40
12 2 31 27 2 39 39
20 53 25 22 30 33 36
40 54 24 22 34 30 36

Note: Y denotes output, U denotes unemployment, ED denotes employment dispersion, and SD is stock market dispersion. The variance decompo-

sitions may not add to 100 due to rounding errors.
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measure. Accordingly, we now turn to a detailed analysis of
the performance of the stock market index inalarger VAR.

Il. SECTORAL SHIFTS AND
THE AGGREGATE UNEMPLOYMENT RATE

The Basic Model

The basic model we usewill be afivevariable VAR. In ad-
dition to the stock market price dispersion index and un-
employment, we include three other variables—real GDP,
the federal funds rate, and the S&P500 index. As men-
tioned above, our intent isto look at the effect of changes
in the dispersion index on unemployment after we control
for variables that are commonly thought to affect unem-
ployment. Thus, the fundsrate isincluded as a measure of
monetary policy (asin Bernanke and Blinder 1992, for in-
stance). The inclusion of real GDP controls for the stage
of the business cycle; it also means that our model allows
for aversion of “Okun’s Law.” The S&P500 index isin-

TABLE 2

ResuLTsFrRom A 5-VARIABLE VAR

cluded to rule out the possihility that the dispersion index
explains unemployment because it is mimicking the be-
havior of the stock market.® Both the unemployment rate
and the federal funds rate are entered in levels (the latter
following Bernanke and Blinder), while GDP and the
S& P500 index are entered in growth rates. In addition to
the basic system, we will also discuss some results from
VARSs that contain a somewhat different set of variables;
we haverefrained fromincluding thosevariablesin our ba-
sic system in order to keep it to areasonable size.

Panel A of Table 2 presents margina significance levels
for our estimated equations. It shows that the dispersion
index helps predict unemployment even after we account

8. Brainard and Cutler (1993) present resultsfrom different systems that
contain different combinations of money growth, the price of oil, and
the stock market return, in addition to a stock market-based measure of
dispersion. However, their measure of dispersion is not significant at
even the 20% level, once the market return variable and lagged unem-
ployment are included in the unemployment equation.

A. MARGINAL SIGNIFICANCE LEVELS

UNEMPLOYMENT Output Funbs RaTE S& PS00 Dispersion
UNEMPLOYMENT .01 .16 .01 .65 42
Output .01 .38 .30 .92 49
FunDs RATE .01 .06 .01 45 .56
S&P500 .01 .54 .30 .84 .28
DisPERSION .01 .38 .02 .57 .06
Apu. R? .99 .30 .92 -01 .35

B. VARIANCE DECOMPOSITIONS?
UNEMPLOYMENT OutpPuT

QRTRS S&P500 Outrut Funps UNEMP.  DisPERSION S&P500  Outrut Funpbs  UNemP.  DisPeRsION
0 3 27 9 61 0 0 100 0 0 0
4 14 33 4 46 4 5 75 14 4 2
8 12 16 24 29 19 7 57 15 4 18
12 5 8 38 18 31 8 56 15 4 18
20 3 5 52 11 28 8 54 15 5 18
40 4 6 53 11 27 8 53 16 5 19

a0rdering is: S& P500, output, funds, unemployment, and dispersion.
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for the stage of the business cycle, asmeasured by real GDP
growth, and the stance of monetary policy, as measured by
the federal funds rate. However, the dispersion index does
not help predict output.

FIGURE 1

DyNaMIc REsPoNsES oF UNEMPLOYMENT AND OUTPUT

Figure 1 showsthe responses of unemployment and out-
put to shocksto the dispersion index, along with the asso-
ciated standard error bands. For comparison purposes we
also show the effect of shocks to the funds rate. To avoid
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exaggerating the role of the dispersion index, we placed it
last in the ordering.Specifically, theS& P500index isplaced
first, followed by output, the funds rate and unemployment
rate, and the dispersion index is placed last. The figure shows
that the unemployment rate begins to increase about four
to five quarters after a shock to the dispersion index and
continuesto go up for about two more years before begin-
ning a gradua decline. This response resembles the re-
sponse of the unemployment rate to funds rate shocks.
Output responds to a shock to the dispersion index with a
lag as well, but the response isrelatively short-lived.

The associated variance decompositions are shown in
the lower panel of Table 2. They show that dispersion ac-
counts for roughly 25% to 30% of the variance of unem-
ployment beginning about three years after the shock. The
funds rate accounts for about half. In the case of output,
both dispersion and the funds rate account for about 15%
to 20% of the variance after the first two years.

Alternative Models

We also estimated some alternative versions of our basic
VAR. We began by estimating a model that included the
relative price of oil instead of thetotal stock market return.
Our motivation here is twofold. First, we intended this to
be a check on the robustness of our specification, follow-
ing Loungani (1986) who showed that including this vari-
ablein the unemployment equation ledto Lilien’ smeasure
of dispersion becoming insignificant. Second, even if in-
clusion of the ail price variable does not cause our disper-
sion index to become insignificant, we would like to see
how much our dispersion index explains after an explicit
source of sectoral reallocation is taken into account. It
turns out that the dispersion variable is till significant at
the 1% level in the unemployment equation, while the oil
price variable has a marginal significance level of about
90%. However, including the oil price variable does lead
to areduction in the proportion of the forecast error vari-
ance of unemployment explained by the dispersion index;
it falls from 31% to 22% at the 12-quarter horizon and
from 27% to 20% at the 40-quarter horizon. The oil price
variable accounts for roughly 5% to 6% of the error decom-
position. (The dispersion index is placed last in all cases.)

The second system we estimated substituted federal de-
fense expendituresinstead of the stock market returninthe
original VAR. Once again, theideawasto include avariable
that has been associated with a change in the sectoral al-
location of labor over our sample period. The defense ex-
penditure variable is significant at the 11% level in the
unemployment equation, while the dispersion index re-
mains significant at 1%. Thereisadightly larger decline
in the proportion of forecast error variance explained by

the dispersion index, which now explains 21% of the vari-
ance at a 12-quarter horizon and 17% 40 quarters ahead.
The defense expenditures variable explains about 15%.
Overall, webelieve these results are consistent with Da-
vis sobservation (cited above) that allocative disturbances
are unlikely to be associated with one particular variable.

I1l. SECTORAL SHIFTSAND
THE DURATION OF UNEMPLOYMENT

Intuitively, it seemsthat sectoral shocks should lead to per-
manent reallocations of labor, and thusimply longer spells
of unemployment than those caused by aggregate shocks.
For instance, an increasein interest ratesislikely to cause
automobile manufacturers to respond to the temporary re-
ductionindemand by laying off workers, who will then be
hired back when demand rebounds. By contrast, a shock
to the automobile sector, such as an increase in the supply
of Japanese cars, is likely to lead to permanent changes
in employment in the sector. As a consequence, displaced
workerswill have to move to other sectors. Workers who
have to find jobs in other sectors will tend to stay unem-
ployed for longer periods than those who can stay within
the same sector (or even be rehired by the same firm).

Some evidence from micro data supports these intuitive
ideas. Using the Michigan Panel Sudy of Income Dynam-
ics, Loungani, Rogerson, and Sonn (1989) find that workers
who moved across industries have longer unemployment
spells than those who stayed within the same industry.
Based on data from the Canadian Labor Market Activity
Survey, Thomas (1996) concludes that industry movers
have longer spells of unemployment than stayers, though
the difference is significant only for workers who do not
receive unemployment insurance.

Further evidence is provided by Brainard and Cutler
(1993), who showed that (in asystem that contained lagged
unemployment and a measure of stock market dispersion,
as well as labor market dispersion) the stock market dis-
persion variable entered significantly into equations that
explained unemployment spells exceeding five weeks but
was not significant in explaining spells up to five weeks.
We extend their work by looking at variance decomposi-
tionsin afivevariable VAR,; it seemsto usthat the variance
decompositions provide a more useful way of trying to
judge the relative importance of sectoral shocks than F
tests do.® Since our s/stem also containsthe fundsrate, we
are in a position to compare the effects of policy shocks
and sectoral shocks aswell.

9. In any case, the dispersion index is significant at 5% in all the un-
employment equations we estimated, so that the F test cannot be used
to distinguish between equations.
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We have data on four different durations of unemploy-
ment: O to 4 weeks, 5 to 14 weeks, 15 to 26 weeks, and
spellsthat are 27 weeks or longer. We present detailed re-
sults for spells lasting 27 weeks or more, and abbreviated
results for the other three categories.

Resultsfor asystem where we have substituted the long-
duration unemployment rate (that is, the rate based on
unemployment that exceeds 26 weeks) for the aggregate un-
employment rate are shown in Table 3.1° The important re-
sult in Panel (A) of the Table is that lagged values of the
dispersionindex play avery significant rolein the determi-
nation of long-duration unemployment. Furthermore, note
that lags of long-duration unemployment do not influence
the level of dispersion. Figure 2 shows that long-duration
unemployment responds to changesin dispersion with alag
aswell, although itsresponseis somewhat more drawn out

10. The rate is obtained by dividing the number of unemployed work-
ers at each duration by the total labor force.

TABLE 3

ExpPLAINING LoONG-DURATION UNEMPLOYMENT

than that of overall unemployment shownin Figure 1. The
variance decompositions are in Panel B. Note that disper-
sion accountsfor avery high proportion of unemployment
variation at the longer horizons: at the 20-quarter horizon,
for instance, the proportion accounted for by dispersionis
close to 45%.

Table 4 compares the role of the dispersion variable
(Panel A) and the funds rate (Panel B) in explaining the
forecast error variance of different durations of unem-
ployment. Each columnin Panel A comesfrom aVAR that
contains the unemployment rate of the relevant duration
plusthefour variablesin our basic system (output, the funds
rate, dispersion and the stock market return). The ordering
isthe same as before, aswell. The table shows that beyond
the first two years the contribution of sectoral shiftsto un-
employment fluctuations rises fairly steadily with duration.
For instance, comparing the 20-quarter ahead decomposi-
tion, the contribution of dispersion rises from 9% for the
shortest duration to 43% for the longest duration.

A. MARGINAL SIGNIFICANCE LEVELS

LR-UNEMP. OuTtPuT FuNDs RATE S& P500 DisPERSION
LR-UNEMP. .01 .30 .85 .30 44
OuTtrPuT .10 .35 .09 .61 .39
FuNDs RATE .21 .03 .01 .50 .50
S& P500 .29 .35 .65 .88 44
DisPERSION .01 .36 .06 .40 .03
Apa. R? .99 .29 .91 .03 .30
B. VARIANCE DECOMPOSITIONS?
LoNnG-DuraTiON UNEMPLOYMENT OuTtPuT

QRTRS S&P500  Output Funps LR-UNEMP DisPERSION
0 1 3 3 93 0
4 3 29 5 63 1
8 7 33 8 45 7
12 5 17 20 25 33
20 5 11 28 14 43
40 5 11 29 14 41

S&P500 Output Funps  LR-UNEMP DisPERSION

0 100 0 0 0
8 75 14 1 2
10 59 15 1 15
11 58 15 2 15
11 56 15 2 16
11 55 15 2 17

3See noteto Table 1.
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FIGURE 2

DynNamic RespoNsEs oF LoNG-DuraTIioN UNEMPLOYMENT AND QUTPUT
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TABLE 4

ExpLAINING UNEMPLOYMENT BY DURATION

A. PROPORTION OF FORECAST ERROR VARIANCE OF
THE UNEMPLOYMENT RATE EXPLAINED BY DISPERSION

UNEMPLOYMENT
QUARTERS AHEAD Up to 5 weeks 5to 14 weeks 14 to 26 weeks 26+ weeks
0 0 0 0 0
4 1 4 2 1
8 9 20 19 7
12 10 28 33 33
20 9 26 35 43
40 9 24 35 41
B. PROPORTION OF FORECAST ERROR VARIANCE OF
THE UNEMPLOYMENT RATE EXPLAINED BY THE FUNDS RATE
UNEMPLOYMENT
QUARTERS AHEAD Up to 5 weeks 5to 14 weeks 14 to 26 weeks 26+ weeks
0 3 14 4 3
4 17 6 6 5
8 37 22 18 8
12 52 35 28 20
20 60 47 35 28
40 59 49 36 29

Panel B showsthat the contribution of the fundsrate de-
clines asthe duration of the unemployment raterises. At a
20-quarter horizon, for instance, it fallsfrom 60% to 28%.
It isworth pointing out that the relative shares of the other
variablesinthe system do not change asdramatically asthe
duration of unemployment changes.

V. ROLE OF SECTORAL SHIFTS
DURING NBER RECESSIONS

In this section we use the models we have estimated to
carry out ahistorical decomposition of the unemployment
rate. Our purpose isto examine what role, if any, sectoral
shifts may have played during recessions. We aso look at
the role played by changes in the funds rate; thisis of in-
terest in its own right and also provides us with a bench-
mark for ng the relative importance of sectoral shifts.

Figure 3 provides our results for the aggregate unem-
ployment rate. The top panel shows the actual unemploy-
ment rate over the 1971.Q1-1995.Q4 period together with
two sets of forecasts. The line labeled “Base Forecast” is
the VAR's forecast for this entire period based on data up
to the end of 1970 only (though the coefficients used are
obtained by estimating the model over the entire period).
Theline labeled “Base + Dispersion” is the forecast from
the VAR after it has been provided with all the innovations
to the dispersion variable over this period. These innova
tions are the orthogonalized innovations abtained from the
same ordering that was used in Table 2 and the associated
Figures. The top panel shows that dispersion accounts for
most of the rise in unemployment during the 1973-75 re-
cession. Its contribution is more modest during the 1982
recession, though it does help explain part of the sharp in-
creasein themiddle of the recession. The dispersion index
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FIGURE 3
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also appears to explain part of the rise in unemployment
during the 1991 recession, though it does not explain the
decline during the last two years or so. While we have not
shown the results here, it isworth pointing out that the dis-
persion index accounts for somewhat less of therisein un-
employment during the 1973—75 recession in the systems
where we include either defense expenditures or ail (though
it still accounts for most of the increase). Its role during
the 1982 recession is roughly unchanged. And in both al-
ternative systems it helps explain some of the rise in un-
employment during the 1990-91 recession, though itsrole
isnoticeably smaller thaninthebase system (shovninFig-
ure 3).1

The lower panel of the Figure shows the contribution of
the fundsrate. The funds rate does not account for therise
in unemployment during the 1973-75 recession, and its
contribution actually goes the wrong way during the most
recent recession. However, the funds rate does an extremely
good job of tracing therise and fal of unemployment around
therecessions of 1980 and 1982; thisis consistent with the
widespread belief that the tightening of monetary policy
around this period played a big part in these recessions.

11. The defense expenditure variable helps explain some of therisein
unemployment during the 1973-75 recession, but is not very important
elsewhere. The oil price variable does not contribute much to move-
ments in unemployment over this period. Again, we seethese results as
illustrating how difficult it is to pinpoint any particular variable as the
key source of sectoral shocks.
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Figure 4 presents the same results for the long-duration
unemployment rate. The top panel shows that dispersion
accounts for the entire increase in long-duration unem-
ployment in the 197375 recession (in fact, it more than
accounts for the increase) and also accounts for some of
the increase in unemployment during the early 1980s. How-
ever, dispersion explains only a small part of therisein
long-duration unemployment during the last recession.'?
Thisresultisin contrast to the result in Figure 3. Since our
priors are that sectoral shifts should be more closely re-
lated to long-duration unemployment, we interpret these
two conflicting pieces of evidence as suggesting that sec-
toral shocks probably did not have avery largeroleto play
in the 1990-91 recession.

Finally, the lower panel of the Figure shows the contri-
bution of the funds rate to changes in unemployment over
this period. Once again, the funds rate explains only what
happened around the early 1980s. However, even during this
period its contribution to movements in the long-duration
unemployment rate is smaller than to movements in the
overal unemployment rate.

12. Thislast result may appear surprisingin light of theresultsfrom the
variance decompositions, which suggested that dispersion playsalarger
role in explaining movements in long-duration unemployment than
in short-duration unemployment. However, those results pertain to the
sampl e period asawhole and need not hold true over the course of every
recession.
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FIGURE 4
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V. SUMMARY AND CONCLUSIONS

Overall, we conclude that sectoral shifts (as measured by
the stock market index) explain asignificant proportion of
thevariationin theunemployment rate. To assessthe quan-
titative role played by sectoral shifts, it is useful to com-
pare the contribution of the dispersion index to that of the
federal fundsrate, which isthe leading alternate source of
unemployment fluctuations considered here. Even though
it is placed last in the ordering, dispersion accounts for
31% of the forecast error variance of unemployment at a
12-quarter-ahead horizon, whereasthefundsrate accounts
for 38%. Hence, dispersion is roughly as important as the
funds rate in accounting for fluctuations in the unemploy-
ment rate over the medium term, though at longer horizons
the funds rate is much more important.

The dispersion index is considerably more important
when explaining movements in long-duration unemploy-
ment: except at the very short horizons, the dispersion in-
dex accounts for a larger percentage of the forecast error
variance than the funds rate. At a 20-quarter horizon, for
example, the respective contributions of the two variables
are 43% and 28%.

It isworth emphasizing our finding that sectoral shocks
play arelatively large role in explaining unemployment,
even though our system includes both real GDP and the
funds rate—variables that are commonly thought to have
a significant effect on the unemployment rate but which
have not been explicitly considered in previous analyses.
In addition, we a so have shown that our results are not due
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to the omission of other variablesthat could plausibly have
caused sectoral shifts during particular episodes, namely,
the ail price and defense expenditure variables.

The results from our exercise also provide a partial an-
swer to an old question: Arebusiness cyclesall alike? Our
historical decompositions say that recessions are not. Sec-
toral shifts appear to account for the 1973—75 recession,
though we have not explored in detail which particular
shocksmay bedriving theindex over this period.’* By con+
trast, monetary policy (as measured by the fundsrate) ap-
pears to have been the key player in the 1982 recession.
Neither sectoral shocks nor monetary policy appear to ex-
plain the 1990 recession, though the dispersion index does
track the rise in unemployment over this period to a mod-
est degree.

Finally, our results offer an interesting perspective on
why the long-duration unemployment rate has remained
high in the period since 1993. Our historical decomposi-
tions suggest that the path of the funds rate was consistent
with long-duration unemployment returning to the level
consistent with previous troughsin the data. However, in-
creases in the dispersion index offset this effect, keeping
long-duration unemployment higher than it would other-
wise have been#

13. While not the subject of our paper, the productivity slowdown that
occurred around that time is consistent with the hypothesis that some
kind of structural change took place over that period.

14. Valletta(1996) suggests adifferent explanation for therisein long-
duration unemployment. Specifically, he suggests that thisincrease could
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APPENDIX
Construction of the Dispersion Index

Our dispersion index is constructed using the basic method-
ology of Loungani, Rush, and Tave (1990). Due to data con-
straints, our series covers 1962 to 1995. Over the lifetime
of the S& P500 Composite Index, industry subgroups are
added and deleted. We obtained alist of the dates of changes
from S&P. The series includes only the industry indexes
that wereincluded in the compositefor agiven date. Three
series have been omitted dueto alack of employment data:
Miscellaneous, Miscellaneous (High Tech), and Conglom-
erates. They are not distinct industries and do not have SIC
codes. Series that were deleted prior to 1973 were not in
our database. Thereare 17 of these groups. In addition, we
did not have Transport Misc. (Old). All compositeindexes
were dropped to avoid double counting. The index obser-
vations are the closing price of the quarter.

Weights are based on the BLS employment data by SIC
industry. Wedeterminetheweight by two-digit SIC and di-
vide that weight evenly among the component industries
for that date. The weights sum to one. Two weights were
constructed—one using data from 1978 (the sample mid-
point) and one using data from 1995 (the sample end-
point.) The employment datafor threetwo-digit SIC codes
were availableonly startingin 1988. Weestimated the 1978
weights for these industries using the 1988 data. For SIC
78 (Motion Pictures), we assumed that the share of the
industry in the Services aggregate was the samein 1978 as
in 1988. For SIC 60 and 61 (Depository and Nondeposi-
tory Ingtitutions, respectively), we found the employment
for these sectors tagether by subtracting all other financial
sectors from the Financial Sector aggregate. We assumed
the share of each was the same asin 1988.
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The trend toward increasing U.S. wage inequality during
the 1980siswell documented. | investigatetherole of em -
ployment shifts from goods-producing to service-producing
industries in contributing to increased inequality during
the period 1979-1995. Earlier analyses revealed that aver -
age earnings are lower, and earningsinequality is higher,
for service-producing workers than for goods-producing
workers. For both reasons, an increasing share of service
employment may increase earnings inequality.

| analyze the effect of broad industry employment shifts
by using a recently developed statistical technique, which
| term “ conditionally weighted density estimation.” This
technique enables investigation of the effects of changing
industry employment shares on the compl ete distribution of
earnings, conditional on changesin other earnings-related
characteristics. The results show at most a small effect of
industry employment shifts on growing inequality in male
hourly earnings.

The trend toward increasing U.S. wage inequality during
the 1980siswell documented and extensively analyzed (for
example, Bound and Johnson 1992; DiNardo, Fortin, and
Lemieux 1996; Juhn, Murphy, and Pierce 1993; Karoly
1992; Katz and Murphy 1992). During this decade, earn-
ings inequality increased both across and within industry
sectors and worker groups, and the return to measurable
skills (particularly formal education) increased substan-
tially. Research in this area has focused largely on assess-
ing the contribution to rising earningsinequality of factors
such as the declining real minimum wage, declining union-
ism, changing supply and demand across worker groups,
increased international trade, and skill-biased technolog-
ical change. Each of these factors appears to have played
arole in increased U.S. earnings inequality during the
decade.

An additional factor that may have contributed to in-
creased earnings inequality during the 1980s and earlier,
howewer, is the substantial employment shift in the U.S
from goods-producing to service-producing industries. A
common stereotype associated with service-producing jobs
isthat they pay | essthan goods-producing jobs. Consistent
with this belief, studies such as Blackburn (1990) report
that average earnings are lower, and earnings inequality
higher, in service-producing jobs than in goods-producing
jobs. For both reasons, an increasing share of service em-
ployment may increase earnings inequality. Thus, in popu-
lar and academic discussion, the shift from goods to
services has been cited as a reason for increased inequal-
ity and adeclining middle class (for example, see Bluestone
and Harrison 1982, 1988).

In this paper, | examine the contribution of such indus-
try employment shifts to changing earnings inequality
from 1979 to 1995. As described in more detail in Section
I, several papers have examined this issue. For example,
Maxwell (1989, 1990) and Bluestone and Harrison (1988)
both included measures of rel ative manufacturing employ-
ment in their analyses of changing inequality and low-wage
employment over the periods 1947-85 and 1963-86, re-
spectively. Each found that employment shifts out of man-
ufacturing have played an important role. However, theuse
of aggregate time-series data may obscure the role of un-
derlying forces such as changing skill attributes. Black-
burn (1990) examined the impact of industry employment
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shifts on earnings inequality using individual level data
from various March Current Population Survey files and
found them to have a noticeable but limited influence. In
contrast, Murphy and Welch (1993) and Juhn, Murphy,
and Pierce (1993) found no effect of industry shifts on
average wages and the variance of the wage distribution,
respectively.

From an academic perspective, then, the exact contribu-
tion of industry employment shifts to rising earnings in-
equality remainsan open question. | attempt to resolve this
debate by applying arecently devel oped methodol ogy that
is particularly well suited to analyzing the contribution of
broad economic changes to earnings inequality. The tech-
nique—which | call “conditionally weighted density esti-
mation” —wasrecently devel oped by DiNardo, Fortin, and
Lemieux (1996) and applied to the analysis of increased
earningsinequality. Their technique enabl es estimation of
the effects of broad economic changes on the entire dis-
tribution of earnings. Most studies of rising earnings in-
equality have focused on explaining changes in the mean
or variance of thedistribution, or changesin expected wage
differentials across labor market groups. In contrast, the
conditionally weighted density approach isfar lessrestric-
tive and applies particularly well when thereisno strong a
priori knowledge about what portions of the earnings dis-
tribution are most affected by the factor being examined.
For example, conditional weighted density estimation en-
ables examination of whether wages have become more
disperse dueto widening of thetails or movement from the
middleto thetails, adistinction that isimportant for distin-
guishing among different explanations of increased inequal-
ity (one of whichisthe*“deindustrialization” hypothesis of
Bluestone and Harrison 1982).

In general, the technique of DiNardo, et a., enables es-
timation of a distribution under counterfactual assump-
tions about the state of theworld, which in turn reveals the
distributional impact of the state of theworld asit actually
ewlved. My focusisontheeffect of changing industry em-
ployment shares. In particul ar, the technique enablesmeto
answer the question, “How would the distribution of earn-
ings look in 1995 if industry employment shares had re-
mained as they were in 19797’ Furthermore, it produces
two depictions of how the earnings distribution has been
altered by the model ed changes: (1) avisual depiction ob-
tained through comparison of kernel density estimates of
the earnings distribution; (2) quantitative comparison based
on calculation of parametric inequality measures (standard
deviation, quantile dispersion measures, the Gini coeffi-
cient, etc.). Both depictions are based on a comparison of
calculationsthat use the original dataand survey sampling
weights with calculations for which the sampling weights
are modified by estimated conditioning weights. Thispro-

cedure is described heuristically in Section I, with ana-
lytic details provided in the Appendix.

To estimate the role of changing industry employment
shares, | use datafrom the 1979 and 1995 Current Popula
tion Surveys, as described in Section I11. Much of the lit-
erature focuses on widening earningsinequality during the
1980s. However, arecent paper by Karoly (1996) findsthat
increasing inequality continued during the early 1990s.
Despite this continued increase during the period covered
by my analysis, and despite finding that the service sector
exhibits lower average earnings and higher earningsvaria-
tion, | find at most asmall independent impact of industry
employment shifts on dispersion in the lower half of the
male earnings distribution. These results are described in
detail in Section IV of the paper, with conclusions pro-
vided in Section V.

|. EARNINGS INEQUALITY
AND CHANGING INDUSTRY EMPLOYMENT

A large number of papersin recent years have attempted to
attribute increasing earnings inequality during the 1980s
to avariety of observablefactors(e.g., Bound and Johnson
1992, Katz and Murphy 1992, Blackburn, Bloom, and Free-
man 1990, Juhn, Murphy, and Pierce 1993). These authors
typically focused on regression-based decompositions or
similar analysis based on worker groups defined by earn-
ings-related characteristics, using either aggregated time-
series data or yearly individual data.

One recent methodological advance in this literature
isthe application of kernel density estimation, which pro-
videsvisual depiction of theentiredistribution of earnings.
Theuse of kernel density estimation asan exploratory data
analysistool haslong been recognized (see Silverman 1986).
Intheanalysisof changing earningsinequality, kernel den-
sity estimates provide auseful visual depiction of how the
distribution of earnings has changed over time and wherein
the digtribution the largest changes have been concentrated.
Given the lack of strong prior knowledge on where in the
distribution the largest changes have occurred, and the fo-
cus in the literature on parametric measures such as the
variance in earnings, thisis an important advance. For ex-
ample, Levy and Murnane (1992) noted that standard scalar
measures of inequality may not distinguish among alter-
native sources of increasing inequality that have differing
economic and social implications, since these measures
do not identify the portion of the earnings distribution on
which changes have occurred.

Burkhauser, et a., (1996) recently applied kernel density
estimation to the analysis of changing inequality. They ex-
amined changes in the distribution of family earningsin
theU.S., U.K., and Germany duringthe 1980s. Inthisform,
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kernel density estimation serves essentially as a smoothed
histogram, thereby providing visual insight into changing
inequality. Burkhauser, et al., found that rising inequality
in family earningsin the U.S. was characterized primarily
by large but unequal income gainsin the middle of the fam-
ily income distribution.

Although kernel density estimation is useful for such
exploratory analysis and visual characterization of distri-
butions, its direct use as an analytical tool is limited. In
contrast, conditional density estimation enables afull range
of analytical applications. Conditional density estimation
methods proceed by reestimating the entire distribution
of earnings after accounting for various earnings deter-
minants, or by reweighting the distribution according to
conditional probabilities. For example, Juhn, Murphy, and
Pierce (1993) applied aregression-based conditioning ap-
proach. They used the cumulative distribution function of
residual s obtained from wage equations to decompose
changesin inequality measuresinto portions due to changes
in observable persona characterigtics, changesin the returns
to those characteristics, and changes in the distribution of
unobservables. They found an increasing contribution of un-
observables to rising earnings inequality in the 1980s.

DiNardo, Fortin, and Lemieux (1996; henceforth DFL)
and DiNardo and Lemieux (1994) improved on previous
methods by conditioning through the use of estimated
weights. They combined the estimated conditioning weights
with sample survey weights to produce an adjusted earn-
ingsdistribution. Thisisaflexible procedurethat provides
semiparametric estimates of the entire distribution of earn-
ings under various counterfactual assumptions. The ad-
justed distribution can be compared with the original
distribution both visually, using appropriately reweighted
kernel density estimates, and quantitatively, by comparing
dispersion measuresfrom the adjusted and unadjusted dis-
tributions.

DFL used their technique to estimate how much earn-
ings inequality would have risen between 1979 and 1992
if the real minimum wage and union membership density
inthe U.S. had remained at their 1979 levels. Comparison
to the actual amount by which earningsinequality rosere-
veal ed the impact of the declining minimum wage and de-
clining union membership, conditional on changesin other
important variables (such as individual skill attributes).
Because the minimum wage affects only the lower portion
of the earnings distribution, the technique’ s ability to reveal
features of the entire distribution is particularly salutary.
Both papers reported important contributions of a declining
real minimum wage and declining unionism to increasing
U.S. earnings inequality during the period 1979-88.

These authors, however, did not examine the role of chang-
ing industry employment patterns. During most of the post-

war period, the share of service-producing jobsintheU.S
has increased substantially. These shiftswill ater the dis-
tribution of earnings if either the level or dispersionin
earningsisdifferent across the goods-producing and serv-
ice-producing sectors.

Previous work that analyzed the effect of industry em-
ployment shifts on earnings inequality typically used ag-
gregated data. Using aggregate time series data, Maxwell
(1989) found that theincreasing share of servicesector em-
ployment relative to manufacturing employment explains
a substantial portion of increasing inequality over the pe-
riod 1947-1985; she attributed much of this to declining
unionization (Maxwell 1990). Also using aggregate data,
Bluestone and Harrison (1988) found a corresponding
effect on low-wage employment for the period 1963-86.

In contrast, Blackburn (1990) examined the influence of
changing industry structure and other factors on earnings
inequality using individual level datafrom various March
Current Population Survey files and found only alimited
impact of industry employment shifts. Similarly, Murphy
and Welch (1993) and Juhn, Murphy, and Pierce (1993)
found no effect of industry shifts on averagewages and the
variance of the wage distribution, respectively. Further-
more, Schweitzer and Dupuy (1995) used kernel density
techniques and found substantial convergence in the goods-
producing sector and service-producing sector wage dis-
tributions through 1993, which suggests a limited impact
of industry employment shifts on inequality. Thus, evi-
dence on the role of industry employment shifts in in-
creased earnings inequality is mixed.

| build on previous work by using weighted density es-
timation to assess the contribution of changing industry
employment shares to increasing earnings inequality. As
noted, this enables more flexible and detailed assessment
of theimpact of industry shiftson the structure of earnings
than do other approaches.

Il. METHODS
Kernel Density Estimation

Kernel density estimation is a flexible, largely nonpara-
metric means of estimating the underlying distribution
from which an empirical distribution is sampled.! The es-
timated densities essentialy serve as “smoothed histo-
gram” representations of a distribution, and as such are
useful for exploratory data analysis. This subsection de-
scribesthebasicsof kernel density estimation, and the next

1. Silverman (1986) discusses non-parametric density estimation in de-
tail, and Delgado and Robinson (1992) provide a useful summary of
econometric applications.
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two subsections describe the estimation and incorporation
of conditioning weights into density estimation.

The kernel density estimate of a univariate distribution
based on arandom sample (W, ...,W) of sizenwith sam-
pling weightsq;,...,q, (normalized so that S,g;=n) is:

gKaer-W'Q forj=1,2,..,m
h 8 h B ] =14...,Mm

Qo5

@ hw=1

1

In this expression, K isthe kernel function, h is the band-
width, and mis the number of points at which the density
function isevaluated.? Several aternatives are available for
thefunction K, although they typically are probability den-
sity functions (and therefore are symmetric and integrate
to 1 over the range of W). For each evaluation point w,
these functions assign to the W's estimation weights that
decline (smoothly or abruptly) astheW s move farther from
w. The subscript j denotes evenly spaced values of w, with
the choice of m depending largely on computing resources
and the data. The full estimation essentialy involves dlid-
ing awindow (of width 2h) across the range of W, withm
density estimates computed at equal intervals.

The choice of h has been subject to substantial discus-
sion in the literature and is generally acknowledged to be
more important than the choice of kernel function. Various
“optimal bandwidth selection” rules are available. Rather
than investigating thisissuein detail, | follow DiNardo and
Lemieux (1994) in setting the bandwidth equal to .075 for
al In(hourly earnings) estimatesprovided below. Thisfalls
within the range of bandwidths selected by the optimal
method of Sheather and Jones (1991) for similar data in
DFL. Thisbandwidth also doesagood job of capturingim-
portant visual features of the distribution of hourly earn-
ings, such as the spike at the minimum wage. | use the
Epanechnikov kernel function, whichyielded resultsiden-
tical to a Gaussian kernel in comparison tests.

Conditional Weighted Density Estimation

In this section, | describe how simple estimated reweight-
ing functions can be obtained and applied to the estima-
tion of earnings distributions that embody counterfactual
assumptions. Inthetext | describethese proceduresheuris-
tically; theexact derivation—whichisconceptually smple
but notationally complex—is provided in the Appendix.

Consider the distribution of wages w in year t, condi-
tional on individual characteristics X and a measure of in-
dustry employment patternsk:

2. See Silverman (1986) for adetailed discussion of kernel density tech-
niques.

2 fi(w) © f(w;t, =t,tex = t,tx =1).

Thisidentity is notational; it shows that the distribution of
w is defined in year t, conditional on the distribution of X
and E (conditional on X) in the same year. In the empiri-
cal work, | focus ont,, = 1995, and | measure industry em-
ployment patternsby adummy variableindicating whether
each worker is in the broad goods-producing or service-
producing sector.

Theessence of thetest isto investigatethe effect of hold-
ing tz. « a earlier year (1979) levels—i.e., to estimate what
the distribution of earnings would be if the distribution of
goods-producing versus service-producing jobs had re-
mained the same asin 1979. The simplest way to do thisis
to upweight individual sin the goods sector by afactor that
is proportional to the decrease in the share of goods-pro-
ducing jobs in the economy (and similarly downweight
service sector workers). However, this simple test ignores
any changes in the relationship between earnings-related
characteristics and the probability of being in different
broad industry sectors. For example, if the movement to
services was exclusively by low-skilled workers, then the
shift toward services did not have a substantial indepen-
dent effect on the earnings distribution. Thus, we need to
estimate the 1995 distribution of earnings with the industry
employment distribution, and itsrelationship to X, held to
its 1979 levdl.

In terms of the notation in (2), we are interested in:

A3) f(w;t, = 95, t.x = 79, t, = 95).

This expression represents the density that would be ob-
served if the probability (conditional onindividual charac-
teristicsX) of being employed in goods-producing industries
retained its 1979 level and structure, but workerswere oth-
erwise paid according to the earnings schedule prevailing
in 1995. As shown in the Appendix, this distribution can
be expressed as the original unconditional distribution of
earningsin 1995, with observations reweighted by afunc-
tiony =.y. Thisfunction represents the change in the prob-
ability between 1979 and 1995 that an observation defined
by characteristics X is observed in the goods-producing or
service-producing sector.

Intuitively, to obtain the density of earnings that would
prevail if thestructure of conditional industry affiliation re
mained asit wasin 1979, wedownweight individual sinthe
1995 sampl e whose characteristics would have made them
lesslikely to work in the same sector in 1979 as they worked
in 1995. These conditional probabilities can be estimated
asthefitted values obtained from standard binary variable
models; in the empirical work below, | use the probit model
to estimate these conditional probabilities.
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Aslong as the unconditional probability of being in
the goods sector or therelationship of the X'sto that proba-
bility have changed, then the estimated weighting function
Yex Will differ from one, and the counterfactual density
will differ from the observed density. In general, because the
probability of working in the goods-producing sector de-
clined between 1979 and 1995, compared to the uncondi-
tiona dengty the reestimated density will attach more weight
to individuals currently working in the goods-producing
sector and less weight to those in the service-producing
sector.

In addition to accounting for the impact of changesin
industry employment shares, the technique enables us to
account explicitly for the impact of changes in the X vec-
tor of earnings-related characteristics. Thisservesasause-
ful basisfor comparison and also enables usto account for
interactions between the X's and industry structure (as de-
scribed in the next subsection).

The distributional effect of changes in the X's can be
model ed by again estimating weightsand applying themto
the 1995 earnings distribution (see DFL for details). This
estimated weighting function—y y(X)—is equal to therel-
ative probability of observing an individual with charac-
teristics X in the 1979 versusthe 1995 sample, normalized
by the unconditional probabilities of being in either sam-
ple. Aslong asthe distribution of X's changed between the
two years (for example, through higher average educa
tional attainment), the weights y , will alter the estimated
distribution. In the empirica work, the functiony y is cal-
culated based on fitted values from probit equations that
estimate the probability of observing an individual with
characteristics X in the 1979 versus the 1995 data set. Work-
ersinthe 1995 sample with characteristicsthat make them
relatively more likely to be observed in the 1979 sample
will receive moreweight in the conditional density estima-
tion than they do in the unconditional density estimation.?

Reweighted Estimates and Comparisons

I now describe how the conditioning weights are used in
the estimation. Briefly, the estimated conditioning weights
are used to modify the sampling weights; | term this process
“conditiona weighted kernel density estimation.” Compar-
ison of the original and adjusted distributions reveals the
effects of interest.

3. In attempting to control for changes in educational attainment over
their sample frame, Schweitzer and Dupuy (1995, p. 20) apply arestricted
version of conditional weighted kernel density estimation: for each ob-
servation, they scale the sampling weight up or down to reflect alarger
or smaller number of individual swith similar educational attainment in
the base year.

For each of the estimated weighting functions (y . x and
Y x), the conditional weighted kernel density estimates are
obtai ned by multiplying the sampling weightsfor each ob-
servation (q) by the estimated conditioning weights (y).
The combination of sampling weights and conditioning
weights produces three distributions of earnings:

(1) Population weighted distribution: f(w,q)
(2) Distribution adjusted for industry employment struc-

ture: fo(W,0¥ &)
(3) Distribution adjusted for individual characteristics:

f(W,0¥ &5 %)
where

g = survey sampling weight

Yex = estimated conditioning weight for industry em-
ployment structure

Yy = estimated conditioning weight for individual char-
acteristics.

These new weights can beincorporated directly into the
estimation of the kerndl densities, which requires only
dlight modification of equation 1:

. g - W
@ how)=18 kg

Qos

for j=1,2,...n.

The result is a different kernel density estimate for each
weighting scheme. Graphical depiction and comparison of
the sample weighted and conditionally weighted kernel
estimates provide avisua representation of the impact of
changing industry distribution and individual characteristics.

Furthermore, the reweighting procedure enables cal cu-
lation of the effect of the modeled change on any distrib-
utional statistic: moments (such asthe mean and variance),
guantile differences (the difference in earnings measured
at specific cumulative points on the distribution), and para-
metric inequality indices (for example, the Gini and Theil
indices). This procedure is particularly simple. Distribu-
tional statistics for the adjusted distribution are obtained
by replacing the population weights by their product with
the estimated conditioning weights when calculating the
distributional statistics, a procedure easily handled by soft-
ware that allows weighted tabulations.

One objection to the procedure outlined above isthat it
gives industry employment shifts precedence over chang-
ing individual characteristicsin ng the contribution
of each factor. Given this ordering, any interactions be-
tweenthetwo factors—for example, dueto increasing con-
centration of unskilled workersin serviceindustries—will
be attributed to industry employment shifts. A useful check
on the results, then, is to reverse the ordering of the esti-
mation, which entails accounting for the impact of the X's
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first and then assessing the impact of changing industry
employment shares. | report results from this procedure
below; it requires reformulation of the conditioning weights,
as described in DFL.

In terms of the treatment of the conditioning variables
(X), the conditional weighting procedureisclosely related
to standard regression-based decompositions of variance.
Regressions typically are used, however, to estimate the
mean of adistribution. The advantage of the weighted ker-
nel density procedure isthat it estimates the entire condi -
tional distribution, as opposed to analyzing distributional
characteristics one-by-one, and therefore provides amore
flexible method than regression techniques for investigat-
ing distributional changes. Regression techniques would
require a potentially lengthy search for the exact effect of
industry employment shifts on the wage structure; condi-
tionally weighted density estimation provides an immedi-
ate visual representation, and it enables estimation of any
desired dispersion measure.

1. DaTA

The data used in this study are the merged outgoing ro-
tation group files, or Annual Earnings Files, from the
Current Population Survey for the years 1979 and 1995
(CPS-AEF). Each month, members of the outgoing rota-
tion group of CPS sample households (about one quarter
of the sample) are asked questions concerning earnings on
their current job. Pooled over the 12 monthsin ayear, these
files provided me with approximately 150,000 observa-
tions per year, after sample restrictions. | dropped obser-
vations with alocated values for earnings or hours and
limited the analysis to individuals aged 16-64. To focus
clearly onthegoods/servicesdistinction, | €liminated agri-
cultural workersfrom the sample. | inflated 1979 earnings
to 1995 levels using the GDP deflator for personal con-
sumption expenditures,* and | dropped earnings observa-
tions with values below $1/hour and above $200/hour (in
1995 dollars) >

| focus on hourly earnings data from the CPS-AEF for
severa reasons. Firgt, this provides alarge, representative
data set for a period characterized by substantial changes
in earnings inequality. An alternative is to use data from

4. The deflator does not affect the dispersion measures, but it is useful
for comparisons of means over time.

5. 1 did not directly account for top-coding of weekly earnings. Although
this may affect the dispersion measures, the top-code is roughly at the
same level in rea termsin 1979 and 1995. To the extent that the share
of very high wage workers increased over the period, the estimatesin
this paper may understate increasing dispersion due to increased mass
in the upper tail.

the March CPS Annual Demographic Surveys, which col-
lect information on labor market experience and earnings
in the entire previous year. Although these data are ex-
tensively used in the study of inequality (for example, in
Blackburn 1990, Burtless 1990, Juhn, Murphy and Pierce
1993, and Katz and Murphy 1992), theyearly earningsdata
areaffected by job changes and labor supply factors. Also,
formation of point-in-timeearningsmeasuresintheMarch
CPSrequiresdividing by weeksworked and hoursworked,
which may introduce measurement error. The primary al-
ternative—the use of yearly earnings for full-time, full-
year workers—would narrow the sample undesirably for
my experiment.

| begin my analysis in 1979 rather than earlier in the
1970s because the rate at which inequality increased was
faster in the 1980s than in the 1970s, particularly for low-
skilled workers (Bound and Johnson 1992). The 1995 data
are the most recent avail able, and they produce the added
benefit of enabling comparison acrosssimilar pointsin the
business cycle: the unemployment rate was 5.8% in 1979
and 5.6% in 1995. Furthermore, Burtless (1990) found that
cyclical effects on inequality were small to nonexistent in
the 1980s. Given that he focused onyearly wage and salary
earnings, this concern is mitigated further by my use of
hourly earnings data, which are relatively insensitive to
variation in hours and weeks worked over the year.

| use the CPS sample earnings weights for all estimates
reported in this paper. Unlike DFL, howewer, | do not
weight by hoursworked. Thisenablesgreater flexibility in
isolating job composition shifts associated with the shift
from goods-producing to service-producing industries. For
example, if service sector jobs are more likely to be part-
time, and if part-time jobs pay less than full-time jobs,
weighting by hours worked would undesirably downweight
thewageinequality created by such shifts. Thus, my focus
ison the distribution of earnings by job, rather than by hour.

IV. RESULTS
Summary Satistics and Densities

Table 1 shows summary statistics for In(hourly earnings)
for the 1979 and 1995 samples, with separate panels strat-
ified by sex. | list mean In(earnings), and the standard de-
viation as a simple dispersion measure. | provide a major
industry breakdown in addition to the overall goods/services
distinction, and |1 show employment shares by industry.
These figures show substantialy higher hourly earnings
dispersion in 1995 than in 1979, alarge reduction in mean
real earnings for men, and a small increase in mean real
earnings for women. There was a substantial decline be-
tween those years in the share of goods-producing jobsin
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TABLE1

MEeAN AND STANDARD DEVIATION OF LN(HOURLY EARNINGS),
INDUSTRY EMPLOYMENT SHARES, BY SEX, YEAR, AND INDUSTRY

A. MEN
1979 1995
INDUSTRY MEAN S.D. SHARE MEAN S.D. SHARE
ToTAL 2.55 497 1.0 2.47 .641 1.0
Goobps-Probucing 2.62 434 430 2.52 .550 .339
Mining 2.78 .398 .016 2.65 576 .009
Construction 2.62 471 .097 2.47 537 .091
Durable Manufacturing 2.64 406 .208 2.56 540 152
Nondurable Manufacturing 257 448 .108 2.49 .568 .087
Service-Probucing 2.50 534 570 2.45 .681 .661
Trans., Comm., & Public Utilities 273 446 .095 2.63 .602 102
Wholesale Trade 2.58 AT7 .048 2.49 .619 .053
Retail Trade 2.20 459 .140 2.09 .621 .160
Finance, Insurance, & Real Estate 271 .559 .038 271 .679 .046
Services 2.46 .555 178 2.49 .693 .240
Government 2.72 433 071 2.73 .558 .059
ToTtaL OBSERVATIONS 74,671 83,931
B. WomEN
1979 1995
INDUSTRY MEAN S.D. SHARE MEAN S.D. SHARE
ToTAL 2.16 0.44 1.0 2.23 0.61 1.0
Goobs-ProbuciNG 2.21 .351 197 2.25 .519 132
Mining 2.49 413 .003 2.52 542 .002
Construction 2.28 .389 .010 2.34 .546 .012
Durable Manufacturing 227 .342 .091 2.30 497 .057
Nondurable Manufacturing 214 .337 .094 219 524 .063
Service-ProbucING 2.14 .459 .803 2.18 .540 .868
Trans., Comm., & Public Utilities 2.43 .408 .041 2.45 543 .046
Wholesale Trade 2.22 .363 .024 2.28 513 .024
Retail Trade 1.89 .349 197 1.84 .504 191
Finance, Insurance, & Real Estate 2.22 .354 .081 2.39 .538 .083
Services 2.18 436 414 2.31 .625 A74
Government 2.37 .397 .047 2.47 .502 .051
ToTtAL OBSERVATIONS 62,681 82,153

Note: All tabulations are weighted by the CPS earnings weight, and 1979 earnings were inflated to 1995 levels using the GDP deflator for personal
consumption expenditures.
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the economy, particularly for men. Most of this change
arose from a decline in manufacturing jobs (particularly
durable manufacturing) and arise in jobs in the services
(narrowly defined) sector.

A key revelation from Table 1islittle or no convergence
in the goods-producing and service-producing earnings
distributions between 1979 and 1995. For men, there was
asubstantial decrease in the mean and substantial increase
in the standard deviation in both broad sectors, and mean
earnings are much higher in the goods-producing sector
than in the service-producing sector. In contrast, for women
mean earnings are very similar across the two broad sec-
tors, and became more so over the period. Like men’ sjobs,
however, for women earnings dispersion increased for all
sectors, and the service sector as a whole (and for most
subcategories) exhibits higher dispersion than does the
goods sector. In general, this table is consistent with the
view that the shift from goods-producing to service-pro-
ducing jobshasincreased inequality in hourly earnings, al-
though this effect is likely to be much more pronounced
for men.

Figures 1 and 2 show kernel density estimates of several
unadjusted earnings distributions. Figure 1 showsthe 1979
and 1995 distributions of hourly earnings, for menin Panel
A and women in Panel B. These figures confirm the pat-
tern identified in Table 1 of increasing dispersion for both
men and women, and also the declining mean for men, be-
tween 1979 and 1995. For men, Figure 1 reveals that much
of the increased dispersion is due to a shift from the mid-
dleof thedistribution to the lower part, although there also
is some added mass in the right tail of the 1995 distribu-
tion. For women, there appears to be a more uniform in-
creasein dispersion acrossthe upper and lower portions of
the distribution. Furthermore, although not explicitly la-
beled in these figures, each distribution exhibits a pro-
nounced spike at the real minimum wage, which declined
substantially between 1979 and 1995. In their forma anay-
sis, DFL attribute much of the increased inequality during
1979-1992 to the declining real minimum wage; Figure 1
also illustrates this effect, extended out by three years to
1995.

Figure 2 showsthe earnings distributionsfor the goods-
producing and service-producing sectors, by year and sex.
For both men and women, the distributionsin the two sec-
tors have become more alike over time. However, each of
these distributions became more disperse between 1979
and 1995, with the degree of dispersion remaining higher
in services than in goodsin all cases®

6. These tabulations and figures conflict somewhat with the results of
Schweitzer and Dupuy (1995), who reported a substantial increase in
overlap of the goods and service sector earnings distributionsfrom 1979

FIGURE 1
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to 1993. To the extent that my results differ from theirs, it is probably

due to different sample definition: they used March CPS data on full-
time workers who worked at least 39 weeks in the previous year, and
they pooled men and women in their sample.
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FIGURE 2
EArNINGS DisTrRIBUTIONS, 1979 AND 1995, BY SeX
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One difference between the two broad sectors that may thevariancein earningsishigher, in part-timethan in full-
help to explain the different earnings distributionsisin the timejobs. Several changes occurred between 1979 and 1995
shareof part-timejobs. Table 2 liststhemean and variance for both men and women. The most noticeable change is
of earnings by broad sector and part-time status (and by alargeincreasein the variance of earnings within all part-
sex). For men and women, mean earnings are lower, and time categories listed; this increase dwarfs the increased

TABLE 2

MEAN AND STANDARD DEVIATION OF LN(HOURLY EARNINGS),
BY PART TIME AND GOODS/SERVICES STATUS

A. MEeN
1979 1995
INDUSTRY MEAN S.D. SHARE? MEAN S.D. SHARE?
ToTAL 2.55 497 1.0 2.47 .641 1.0
Full Time 2.61 464 912 2.52 547 .851
Part Time 2.01 .498 .088 2.23 .990 .149
Goobs-PrRODUCING 2.62 434 430 2.52 .550 .339
Full Time 2.64 421 .969 2.53 .498 917
Part Time 212 542 .031 2.46 .954 .083
Service-Probucing 2.50 534 .570 2.45 .681 .661
Full Time 2.58 496 .870 251 573 .818
Part Time 1.99 487 .130 2.18 .990 182
ToTAL OBSERVATIONS 74,671 83,931
B. WomEN
1979 1995
INDUSTRY MEAN SD. SHARE? MEAN SD. SHARE?
ToTAL 2.16 441 1.0 2.23 .605 1.0
Full Time 2.23 A11 724 2.31 520 .700
Part Time 1.96 457 276 2.05 .738 .300
Goobs-Probucing 2.21 351 197 2.25 519 132
Full Time 2.22 .343 .915 2.26 472 .877
Part Time 2.08 415 .085 2.19 .780 123
Service-ProbuciNG 2.14 459 .803 2.18 .540 .868
Full Time 2.23 431 .679 2.32 528 .673
Part Time 1.95 .458 321 2.05 735 327
ToTtAaL OBSERVATIONS 62,681 82,153

Note: All tabulations are weighted by the CPS earnings weight, and 1979 earnings were inflated to 1995 levels using the GDP deflator for personal
consumption expenditures.

aThe full-time/part-time employment shares sum to 1 within each industry category (total, goods, services).
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variance for full-time jobs. Mean earnings in part-time jobs
also increased, particularly for men. Similarly, the part-
time job share increased by 4 to 6 percentage points in
most categories; the exception is service-producing women,
for whom the share of part-time jobs remained essentially
constant between 1979 and 1995. This latter fact suggests
that any industry shift effectson inequality associated with
increased part-time work will be greater for men than for
women.

The following section presents conditionally weighted
results. However, it isillustrative first to investigate the un-
conditional effect of the gpods/services shift. This uncondi-
tiona effect is obtained by upweighting the 1995 goods-
producing sector observations by the relative goods share
in 1979 versus 1995 (and downwei ghting the service sec-
tor observationsby asimilarly formedratiofor that sector).
Figure 3 shows the impact on the male earnings distribu-
tion of this reweighting scheme, which does not account
for any changes in the distribution of or returns to other
earnings related characteristics. Relative to the actual dis-
tribution, the adjusted distribution hasmoreweight around
the median and less in the lower portion. Thisfirst pass at
depicting the impact of the goods/services shift is consis-
tent with the stereotypical view that the growing services
share (as embodied in the solid “actua” line) is partially
responsible for the erosion of the middle-class job base.

FIGURE 3
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However, the corresponding figure for women (not shown)
exhibits amuch smaller unconditional impact of the goods/
services shift.

Conditionally Weighted Density Estimates

Thetabulations and densitiesin the previous section show
the unconditional difference in the earnings distribution
over time and acrossthe goods-producing and service-pro-
ducing sectors. Itislikely, however, that the distribution of
earnings-related characteristics differs across the two sec-
tors, and that the earnings distributions conditional on
these characteristicswill differ |ess than the unconditional
distributions. It is therefore important to condition on ob-
servables. To thisend, | use a basic vector of X variables
that includes a linear measure of educationa attainment,
potential experience and its square, two race dummies, three
region dummies, and dummies for SMSA residence and
marital status. Also, becausetheresultsin Table 2 suggest
the potential importance of shifts between full-time and
part-time jobs, | add a dummy for part-time work in addi-
tional analyses.

Figures4 (men) and 5 (women) present the key results.
For each panel, comparison of the solid line to the coun-
terfactual dotted line shows the impact of the modeled
change (industry structure or individual characteristics) as
it actually evolved. Pandl A in both figures shows the ef-
fect of accounting for the net shift from goods-producing
to service-producing jobs between 1979 and 1995. Thisef-
fect is estimated by reweighting the distribution through
use of the conditioning weight y .. Panel B for each of
these figures shows the effect of changing individual char-
acteristics, which is estimated by use of the conditioning
weighty .

For men, the adjusted distribution in Figure 4A reveas
asmall but discernible impact of industry employment shifts
on the distribution of earnings. The adjusted distribution
has dlightly less mass in the lower portion and slightly
more at or just above the middle; other portions of the ad-
justed and unadjusted distributions are nearly identical.
This mass shift in the lower and middle portions is con-
sistent with but smaller than the unconditional effect of the
goods/services shift depicted in Figure 3. For women (Fig-
ure 5A), the conditional effect is barely discernible.

Figures 4B and 5B illustrate the impact of changing in-
dividual characteristics on the male and female earnings
distributions. Their mainimpact for both men and women,
as revealed by the comparison of the solid (actual) line
to the dotted (adjusted) line, wasto shift the distribution to
theright. Also, the changein female characteristicsand re-
turnsto them stretched the distribution somewhat from the
median to the right.
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FIGURE 4A FIGURE 4B
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These figures provide a useful visua representation of
the measured effects. As noted in Section |, however, the
conditional weighted densities also can be used to assess
the quantitative contribution of changing industry struc-
ture to changes in mean earnings and various dispersion
measures. These results are reported in Table 3, for men
and women separately. | analyze changesin the mean, stand-
ard deviation, and several quantile differences. | aso ana
lyze changesin two commonly used parametric inequality
measures, the Gini coefficient and Theil’ s entropy meas-
ure.” For each measure, | list the total change in the meas-
ure between 1979 and 1995 and the amount explained by
changing industry employment shares and changing indi-
vidual characteristics?®

Theresultsreported under the column “ Goodsvs. Serv-
ices’ in Table 3 show that broad industry employment shifts
explain asmall to moderate amount of the change in sev-
eral earnings distribution measures for men. Broad indus-
try shiftsexplain about 10% of the declining mean and 5%
of therising standard deviation. The largest impact on the
changing quantile differencesisfor the 10-50 differential:
the goods/services shift explains 43% of theincreased dis-
persioninthat range of thedistribution. However, thelower
portion of the male distribution changed far less than the
upper portion; for example, the widening in the 10-50 dif-
ferential islessthan aquarter of thewidening in the 50-90
differential. Among other measures, the goods/services shift
also explains approximately 14% of theincreasein the 10—
90 differential. For women, the goods/services shift offset
the increase in mean earnings somewhat, but had very lit-
tle effect on the dispersion measures.

The final column of Table 3 shows the contribution of
changing individual characteristics to the mean and dis-
persion measures. The impact of changing characteristics
on mean male earningswas counterfactual. Also, although
changing characteristics explain a substantial amount of the
change in the 10-50 and 25-75 differentials, they explain
very little of theincreasein the other dispersion measures.

In contrast, for women the increase in mean earningsis
more than fully explained by changing individual charac-
teristics. These characteristics aso explain a substantial
portion of the change in various dispersion measures, in-
cluding nearly 20% of the changein the standard deviation
and the 10-50 differential and approximately 30% of the
changesin the 5-95 and 25-75 differentials.

7. The 1090 differential, for example, is defined as (In(earnings at the
90th percentile) — In(earnings at the 10th percentile)); the other quan-
tile measures are defined similarly. See DFL for a definition of the Gini
and Theil indices.

8. Unlike DFL, | do not provide afull decomposition of the change in
each measure.

TABLE 3

CoNTRIBUTION OF CHANGING INDUSTRY SHARES
AND INDIVIDUAL ATTRIBUTES TO THE CHANGING
EARNINGS DiSTRIBUTION, 1979-1995

A. MeEn
PORTION EXPLAINED BY:
Goobs vs. INDIVIDUAL
STATISTIC ToTtAL CHANGE? SERVICES CHARACTERISTICS?

MEAN -079 —.008 .090

(.102) (-1.14)

STANDARD 143 .008 .014
DEeviATION (.052) (.095)
10-90° .259 .037 .010
(.143) (.038)

10-50 .047 .020 .017
(.426) (-368)

50-90 213 .017 -.007
(.081) (—034)

25-75 178 —-.001 .037
(—.005) (-209)

595 379 .026 .032
(.069) (.083)

GINI .109 .004 .002
(.042) (.02)

THEIL 178 .007 —-004
(.041) (—.024)

B. WomEN

MEAN .076 —.005 128

(—068) (1.68)

STANDARD .164 .004 .030
DEvIATION (.024) (.184)
1090 .466 .030 .057
(.065) (.123)

10-50 .288 .021 .053
(.075) (.185)

50-90 179 .009 .004
(.050) (.022)

25-75 212 —-.002 .072
(-.012) (-339)

595 515 0 151
()] (.292)

GINI 121 .002 .016
(.016) (-129)

THEIL .180 .003 017
(.015) (.094)

Note: Percentage of total change explained is shown in parentheses.
aDifference between statistic in 1979 and 1995.

bThe individual attributes include a linear measure of educational at-
tainment, potential experience and its square, two race dummies, three
region dummies, and dummies for SMSA residence and marital status.

°This is defined as the change between 1979 and 1995 in (In(earnings
at the 90th percentile) — In(earnings at the 10th percentile)). The other
quantile measures are defined similarly.
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The conditional results presented thus far are based on
specifications that exclude any control for hours worked.
However, as suggested by the tabulations presented in
Table 2, there may be potentially important interactions
between industry structure, earnings, and the share of part-
time jobs. | therefore estimated additional models with a
dummy variable for part-time work added to thelist of in-
dividual characteristics. The results from this model are
presented in Table4.° The resultsin the second column re-
veal that inclusion of the part-time dummy in the condi-
tioning equation reduces the estimated impact of the goods/
services shift for men. Although the goods/services shift
till explains about 26% of the increase in the 10-50 dif-
ferential, the other estimated impacts are close to zero in
percentage terms.

In contrast, inclusion of the part-time dummy substan-
tialy increases the share of the change in dispersion ac-
counted for by individual characteristics. For menin Panel
A, individual characteristics explain approximately 45%
of theincrease in the standard deviation and the Gini and
Theil indices, and from 15% to more than 100% of thein-
crease in the quantile dispersion measures. For women in
Panel B, individual characteristics explain approximately
30% of the increase in the standard deviation and the Gini
and Theil indices, and from 10 to 55% of the increase in
the quantile dispersion measures.

| performed two primary checks of the robustness of
these results. First, the results may be sensitive to the order-
ing of attribution imposed. Above, | assessed the contri-
bution of thegoods/servicesshift first, and the contribution
of the X's second; with this ordering, any interaction ef-
fects between the two are attributed to the goods/services
shift. Therefore, | a so performed theanalysisinreverse or-
der, letting the X's affect the distribution first. Thisdid not
noticeably change the results for women. For men, how-
ever, thisorder reversal largely eliminated theimpact of the
goods/services shift on the 10-50 differential. Also, a-
though the order reversal substantially increased the effect
on the 2575 differential in the model that excludes the
part-time dummy, it did not do so in the model that in-
cludesthe part-timedummy. Thus, it appearsthat inregard
to their impact on male earnings inequality, there are im-
portant interaction effects between individual characteris-
tics—particularly working part time—and the probability
of working in goods versus services.

Another objection to the basic framework isthat it does
not account for changesin the general structure of the econ-
omy between 1979 and 1995. One way to assess how im-

9. | do not report corresponding kernel density estimates in additional
figures, because in this model the actual density and density adjusted
for industry shifts are indistinguishable.

TABLE4

CoNTRIBUTION OF CHANGING |INDUSTRY SHARES
AND INDIVIDUAL ATTRIBUTES TO THE CHANGING
EARNINGS DiSTRIBUTION, 1979-1995,

PArT Time Dummy ADDED

A. MeN
PORTION EXPLAINED BY:
GOODS VS. TNDIVIDUAL
SraTISTIC ToTtAaL CHANGE? SERVICES CHARACTERISTICS?
MEAN -.079 —-.002 .094
(.031) (-1.18)
STANDARD 143 .002 .066
DEeviATION (.015) (.460)
10-90° .259 .019 .086
(.072) (.33D)
1050 .047 .012 .055
(.257) (1.17)
5090 .213 .007 .031
(.032) (:147)
25-75 .178 —-004 .040
(-021) (.224)
595 .379 .002 A77
(.005) (.466)
GINI .109 .001 .046
(.011) (.423)
THEIL 178 .002 .083
(.012) (.467)
B. WoMEN
MEAN .076 —-.001 118
(-.020) (1.55)
STANDARD .164 .002 .053
DEVIATION (.013) (-322)
1090 466 .010 .099
(.022) (.212)
10-50 .288 .007 .079
(.024) (.274)
50-90 179 .003 .020
(.019) (:111)
25-75 212 .000 115
(.002) (.540)
595 515 0 174
0) (.338)
GinI 121 .001 .034
(.009) (.285)
THEIL .180 .002 .051
(.010) (.284)

Note: Percentage of total change explained is shown in parentheses.
aDifference between statistic in 1979 and 1995.

bTheindividual attributesinclude a linear measure of educational attain-
ment, potentia experience and its square, two race dummies, three region
dummies, and dummies for SMSA residence, marital status, and whether
worked part-time.

¢This is defined as the change between 1979 and 1995 in (In(earnings
at the 90th percentile) — In(earnings at the 10th percentile)). The other
quantile measures are defined similarly.
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portant such changes might be is to reverse the temporal
ordering of theanalysis: i.e., rather than imposing the 1979
industry and characteristics structure on the 1995 distribu-
tion of earnings, imposethe 1995 structureonthe 1979 dis
tribution of earnings. Again, the results differ across the
modelsthat include or exclude the part-time dummy. Inthe
model that excludesit, the results are very similar to those
using the original temporal ordering. In the model that in-
cludesthe part-time dummy, hovever, theestimated goods/
services shift impact on the 10-50 differential is largely
eliminated but replaced by a comparable impact on the
25-75 differential.

Overall, theestimated small effect of the goods/services
shift on earnings dispersion in the lower half of the male
distribution seems sensitive to the treatment of part-time
work in the model. This finding, combined with the ab-
sence of an effect for women, suggeststhat theincreasein
part-time work by men in the services industry, asidenti-
fied in Table 2, played a key rolein any existing industry
shift effects on earningsinequality. Furthermore, the most
important measured characteristic in these modelsis part-
timework. Inclusion of the part-time dummy in the model
increasesthe shareof increased dispersion explained by in-
dividual characteristicssubstantially, to nearly one-half for
men and nearly one-third for women.

V. CONCLUSIONS

In this paper, | investigated the extent to which a substan-
tial net shift from goods-producing to service-producing
jobsalteredtheU.S. distribution of individual earningsbe-
tween 1979 and 1995. Relative to previouswork in this area,
my paper’s primary contribution is to apply recently devel-
oped semi-parametric estimation techniques to the prob-
lem. The analyses revealed four key empirical findings:

(1) Awverage earnings are lower and the dispersion of
earningsis higher in service-producing than in goods-
producing jobs.

(2) Consistent with (1), the unconditional effect of the
shift from goods-producing to service-producing
jobs has been to increase dispersion in the lower
half of the earnings distribution.

(3) Whenindividual characteristicsareintroduced into
the model, a smaller but detectable impact on the
lower half of the male earnings distribution remains.
The quantitative impact was to increase the 10-50
earnings differential by several percentage points,
nearly half thetotal change. However, thischangeis
small relative to the large changes that occurred in
upper haf of the mae earnings distribution. No sim-
ilar effect was found for women.

(4) Result (3) is sendgitive to controlling for part-time
work. Although the estimated impact of the goods/
services shift onthe 10-50 differential largely with-
stands inclusion of a part-time dummy, additional
checks revealed that this result is not fully robust to
reversing the ordering of attribution or temporal or-
dering in the model.

The results from this analysis provide at best weak evi-
dence in support of the view that the shift from goods-
producing to service-producing jobs made an independent
contribution to the erosion of middle-class earningsin the
U.S. To the extent that an effect was isolated, its largest
contribution wasin thelower portion of the male distribu-
tion, which is consistent with the stereotype that shrinkage
of the manufacturing sector has helped to erode the mid-
die-classjob base. However, thiseffect appearslargely due
to increased incidence of part-time work by men, particu-
larly in the service-producing sector, which exhibited a
sharp increase in earnings variance in part-time jobs. To
the extent that increased part-time work by men was vol-
untary, this trend has limited adverse implications. How-
ever, if thistrend reflects demand-side constraints, it may
bode poorly for men stuck in part-time jobs. Furthermore,
the increased incidence of part-time work appears to have
made a large contribution to growing inequality for both
men and women. The exact contribution of part-timework
to growing inequality merits further investigation.

Overall, my results are much closer to those of authors
(such as Juhn, Murphy, and Pierce 1990) who find no in-
dustry shift effects on earnings inequality than to those of
authors (such as Maxwell 1989, 1990) who find large in-
dustry shift effects on earnings inequality. However, one
key drawback of my approach isits broad measure of in-
dustry sectors (goods-producing vs. service-producing). It
might be interesting to incorporate a finer industry break-
down into the analysis, although this extension may be
problematic for the conditional weighted density estima-
tion framework. In the meantime, additional applications
of the conditionally weighted approach, as developed in
DFL, appear warranted. Thisprocedureisrelatively easy to
implement, and it isvery powerful in regard to uncovering
distributional changes and in its ability to perform addi-
tional tests on the altered distributions.
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APPENDIX
Derivation of the Conditioning Weights

This appendix provides the derivation of the conditioning
weights, y e x andy x, described heuristically in Section 1.
This discussion largely follows that in DiNardo, Fortin,
and Lemieux (1996; DFL), although they provide a more
complete and therefore more complex decomposition of
changing earnings inequality.

Using the notation in the text, consider the distribution
of wagesw in year t, conditional on avector of individual
characteristics X and a dummy variable (E) indicating
whether the worker isin a goods-producing sector job:

(Al) ft(W)o f(W;tht,tE_;xzt,txzt).

DFL show that adistribution such as (A1) can be expressed
as.

(A2) f.(w) = F(WE, X, t,,= 1)
dF(E- X, tex = )dFO& ty = 1).

Inthisequation, f(.) isthe conditional distribution of wand
F(.) isthejoint distribution of w, E, and X. The right-hand
side of (A2) indicates that the distribution of earningsin a
given year can be expressed as the conditional distribution
multiplied by the marginals (thefirst of which alsois con-
ditional) and integrated over E and X.

We are interested in the distribution of w if the distribu-
tion of E conditional on X isheld to its 1979 structure:

(A3) f(W, tW: 95, tl:—ZX = 79, tX = 95)
Using (A2), this distribution can be expressed as:

(A4) f(w;t, =951ty = 79,tx = 95)

= ®f (W-E, X, t,, = 95)dF(E: X, te.x = 79)

= OF(W-E, X, t,y = 95)Y s x(E, X)dF(E- X, te.x = 95)
dF(%ty = 95),

wherey e.x(E,X) is a reweighting function to be defined
momentarily. It is very important to note that except for
Yex (Ad)isidentical to (A2) witht = 95— i.e,, the dis-
tribution that we are interested in is equal to the uncondi-
tional distribution of earnings in 1995, with observations
reweighted by the functiony g.«. If we can estimate y .,
it is straightforward to incorporate it and obtain the coun-
terfactual distribution expressed in (A4) by using the ob-
served univariate, unconditional distribution of wages in
1995.

The reweighting function is defined (identically) as:

dF (E|X,ty, =79)

A9 Ve (BX° GrEX 1y =95)

PI(E =1X 1y, =79)0
S PE=1X =955

Pr(E= O[X, 1, =79)
&P (E= OX tye = 95)5

+(1- E)

The first line identity in (A5) is obtained by substituting
the expression on the right side into (A4) and canceling
out the denominator. The second line is derived by noting
that E only takes the values 0 or 1, so that:

(A6)  dF(E-Xtex=1)° BPI(E=EX tay=1)
+(L—EPPr(E=06X,tey=t).

The second equality in (A5) follows from the recognition
that one term in this expression will always equal zero.

Thisweight representsthe change in the probability be-
tween 1979 and 1995 that an observation defined by char-
acteristicsXisin the goods-producing or service-producing
sector. The probabilitiesin (A6) are easily recognized as
expressionsfrom standard binary dependent variable mod-
els. These conditional probabilities can be obtained by es-
timating a model such as a probit or logit and then using
the fitted values. | use the probit equation

(A7) Pr(E= EXtey =1t) = Pr(e> —H(X)b)
= 1-F(-HOJb)

to obtain the structure of E-X at time t, where eisanor-
mally distributed random variable. In (A7), H(X) isavector
function of X designed to capture the conditional relation-
ship being modeled, and b is a vector of estimated coeffi-
cients. This equation is estimated for both the 1979 and
1995 samples, and the coefficients are retained. We use these
results to fit the probabilitiesin (A5) using the 1995 sam-
ple X’s, combined with the 1979 coefficients for the nu-
merator and the 1995 coeffi cientsfor the denominator. The
resulting estimated weights, Y =, are incorporated into the
kernel density estimation or into the tabulation of distri-
butional statistics, as described in Section I1.

A modification of this procedure enables us to account
for theimpact of changesin the X vector of earnings-related
characteristics. In this case, the weighting function is ob-
tained through a simple application of Bayes Law:
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Pr(tx = 95) Pr(tx = 79X)
Pr(t, =79) Pr¢, =99X)

(A8)  yx(X)=

Thisfunction representsthe rel ative probability of observ-
ing anindividual with characteristics X in the 1979 versus
the 1995 sample, normalized by the unconditional proba-
bilities of being in either sample. Aslong as the distribu-
tion of X's changed between the two years (for example,
through higher average educational attainment), the weights
y x will ater the estimated distribution.

The function y, is estimated by pooling the 1979 and
1995 data sets, and then estimating a binary dependent
variable modd for adummy variable indicating the sample
from which the observation is obtained. The conditional
probabilities Pr(ty = tX) are obtained by forming fitted
probabilitiesfor workersinthe 1995 sample, based ontheir
X values. The unconditional probabilities, Pr(ty = t), are
simply the weighted shares of the 1979 and 1995 samplesin
the pooled sample. Estimation is then performed on the 1995
sample, with the estimated weights y, modifying the sam-
pling weights (as described in Section [1).

Two points should be noted. First, the conditional prob-
ability estimating equation (A7) has no behaviora inter-
pretation; it simply permits conditioning out the effect of
covariates (X) which may berelated to the factor (industry
employment shifts) whose effect we are attempting to es-
timate. Second, due to potentially important interactions
between the effects of industry shifts and changing indi-
vidual characteristics, | also estimated model s that reverse
the order of attribution, by first assessing the contribution
of the X's, and then assessing the contribution of E. The
exact procedure is described in DFL.
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We use an international panel data set of value added by
industry to seeif labor productivity is procyclical inre -
sponse to demand shocks. It is:holding fixed our proxy for
supply-side factors—the value added level s of an industry
in other nations—industry-level productivity rises when
value added in the rest of manufacturing rises.

Moreover, increases in unemployment are associated
with alowered degreeof procyclicalityintheU.S. and with
heightened procyclicality in Europe. This suggeststhat pro -
cyclical productivity arises primarily from* labor hoard -
ing” by firmsin the U.S. that wish to avoid future training
costs and primarily from* job hoarding” by workersin Eu -
rope who wish to avoid unemployment.

Labor productivity isprocyclical, rising in business expan-
sions and falling in recessions.! Some believe that pro-
cyclical productivity is ingrained in the technology of
production. But a standard view of procyclical productiv-
ity seesit as a consequence, not a cause, of changesin ac-
tivity. Labor productivity falls when output falls because
firms retain more workers than required to produce low
current output. They do this to avoid the costs of laying
workers off now and hiring replacements in the future
when activity recovers.? Procyclical productivity does not
cause but resultsfrom business cyclesbecausefirms* value
the match” that they have made with their employees.®

Thisaccount has been challenged by real businesscycle
theories which specul ate that the shocks driving the busi-
ness cycle are not shocks to demand, but are instead
technol ogy-driven shocks to productivity in particular in-
dustries (for example, Kydland and Prescott 1982; Long
and Plosser 1983). Such industry-specific technology
shocks directly cause an increase in production in the af-
fected industry. They cause increased production in other
industries by (i) increasing the wealth of consumers, (ii)
increasing demand for intermediate inputs used in the di -
rectly affected industry, and (iii) increasing demand for
(gross) complements of the output of the directly affected
industry.*

Such theories have been criticized on the grounds that
they cannot account for correlationsin productivity (Sum-
mers 1986) though they might account for correlationsin
output across industries. Demand spillovers from positive
technology shocks in one industry should lead to reduced
labor productivity in other industries.®> But production and

1. See, for example, Hultgren (1960), Okun (1962), Shapiro (1987,
1993), Caballero and Lyons (1990, 1992), Bilsand Cho (1992), Solon,
Barsky, and Parker (1994), Basu and Fernald (1995 and forthcoming).

2. See Holt, et al. (1960), Oi (1962), and Okun (1962).

3. This literature is reviewed by Fair (1969), Hamermesh (1976), and
Nickell (1986). See aso Aizcorbe (1992), Rotemberg and Summers
(2988), Summers and Wadhwani (1988), and Medoff (1979).

4. There are also views in which procyclical productivity is both cause
and effect, and multiple equilibria are possible. See Benhabib and
Farmer (1996), or Murphy, Shleifer, and Vishny (1989).

5. Under the assumption that the short-run marginal product of labor is
decreasing.
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productivity are positively correlated across industries.
Some have made the assumption that supply-side shocks
are industry-specific, while demand shocks are aggregate.
They have regressed productivity in an industry on total
productivity or production to show that demand shifts—
not shifts in supply—underlie procyclica productivity.®

This, however, is not a convincing refutation of supply-
side theories. There are supply-side shocks that affect la-
bor productivity in many industries at once: the ail price
shocks of 1973 and 1979, for example. Such shocks gener-
ate procyclical productivity in many industries. producers
shift away from the now-expensive factor of energy and
use labor moreintensively. A real business cycle-driven re-
sponse of economiesto oil shocks creates aggregate move-
ments in productivity and output. Economists assuming
that “ supply” isindustry-specific and “demand” aggregate
would falsely interpret such movements as evidence that
procyclical productivity was demand-driven.

This paper attempts to take some steps toward disen-
tangling demand- and supply-driven components of pro-
cyclicd productivity without making the possibly dangerous
assumption that everything aggregate is demand. It uses
Alan Stockman’ sinsight that there are a great many tech-
nology and cost shocks—like the oil shocks of 1973 and
1979—that directly affect productivity in many industries
and also affect productivity in many nations. A cross-
industry cross-nation panel of data on value added by in-
dustry can be used to separate the effects of demand and
supply shocksif supply shocksaretruly “technological”—
that is, they affect the production process no matter where
in the world it happens to be located.’

Industrial valueadded shiftscorrelated with value added
shiftsin other industriesin the same economy, and yet not
correlated with industrial value added shifts in other na-
tions, are candidates for the label “demand.” How could
achange in an industry’s technology of production affect
other industries in the same country but not the same
industry in other countries? Industrial value added shifts
correlated with value added shiftsin the same industry in
other nations, but not correlated with value added shifts
in other industries in the same country, are candidates for
the label “supply.”

The effects of idiosyncratic national aggregate demand
shocks can be determined because such shocks are both
intersectoral and nation-specific.

6. See Hall (1986); Domowitz, Hubbard, and Petersen (1988); Ca-
ballero and Lyons (1990 and 1992); and Shapiro (1987). These studies
place the measured Solow residua on the left hand side of their equa-
tions, while we focus on labor productivity.

7. See Stockman (1988).

Needless to say, we do not believe that “supply” shifts
caused by technology or even changesin prices diffusein-
stantly across the nations of our sample. However, we do
believe that such shifts ought to spread over the countries
in our sample within afew years. And it is certainly im-
portant to control for such supply shifts before concluding
that procyclical productivity is demand-driven.

We are concerned that much of the evidence on pro-
cyclical productivity is driven by relatively low-frequency
changes in productivity and output growth—which was
highinthe 1960s, low during aperiod from the early 1970s
to the early 1980s, and moderate through the later 1980s.
Such low-frequency changes might well be supply-driven,
rather than demand-driven. We do not believe that supply-
side effects will be adequately removed by using instru-
ments, for example U.S. military spending, that while
not causally related to supply factors nevertheless have
much of their own variance produced by low-frequency
movements.

The identifying assumptions we require are relatively
minor. One need not assume that technological progressis
uniform across countries. One need only assumethat there
are no technological or other supply-side shocks that are
(a) specificto asingle country, yet (b) affect abroad range
of industries within manufacturing®

We find that even after controlling for industry-specific
cross-nation shocks, sectoral productivity growth remains
positively correlated with aggregate manufacturing output.
This suggests that increased aggregate demand does |ead
to increased labor productivity, and that thereis a compo-
nent of procyclical productivity that could be accounted
for by an old-fashioned Keynesian “labor hoarding” story,
or by some other model in which firms and workers value
their match.

We go on to investigate the cross-nation pattern of pro-
cyclical productivity. If firm-side labor hoarding—due to
workforce finding and training costs—is important, pro-
ductivity should be more procyclical when unemployment
islow.? When unemployment is high, laid off workers are
lesslikely to find new jobs and are more likely to be avail-

8. We use labor productivity and not total factor productivity as a de-
pendent variable, and so our results on procyclical productivity cannot
be attributed to market power. Our calculations are not affected by de
viations of prices from margina products.

9. In the United States, labor productivity appears less procyclical in
highly unionized industries (see Medoff, 1979; Freeman and Medoff,
1984). This might arise because unionized workers share rents, would
belikely to suffer acut in wages if they took jobs in non-union estab-
lishments, and so wait to be around. Thus the firm is free to lay them
off temporarily when demand is momentarily slack without risking the
loss of the value of the match.
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able when the firm wishesto recall them, so the incentives
for the firm to engage in labor hoarding are diminished.

If worker-sidejob hoarding—firing coststhat firmsbear
when workers are laid off but avoid when workers volun-
tarily quit—isimportant, then productivity should be more
procyclical when unemployment ishigh: workerswill then
resist dismissals with more determination, quits will be
rare, and restrictions on layoffs may bind more when unem-
ployment is high.1°

If procyclica labor productivity is simply a consequence
of increasing returns to scale, as in Caballero and Lyons
(1990 and 1992) or many others, the procyclicality of pro-
duction should be unaffected by the level of the unem-
ployment rate.

We find that in the United States labor productivity is
less procyclical when unemployment is high. In Germany
and—Iless strongly—in Britain and in Europe as awhole,
however, there is some weak evidence that productivity is
more procyclical when unemployment ishigh. There are dif-
ferences between the U.S. and Europe in sign and strength
of the relation between the degree of procyclicality in pro-
ductivity and unemployment.

Thisdifference suggeststhat demand-driven procyclical
productivity may spring more from labor hoarding in the
United States and more from job hoarding in Europe.!
The dependence of the cyclical behavior of productivity in
these nations on labor market conditions raises the pos-
sibility that procyclical productivity arises from national
institutions that mold the dynamic relationships between
workers and firms and is not simply the result of an in-
creasing returns to scale technology.

After this introductory section, Section | describesthe
dataused in this paper. Section Il presentsthe evidence on
the existence of procyclical productivity in responseto de-
mand shocks. Section |1l correlates the degree of pro-
cyclical productivity with the unemployment rate. It leads
to the tentative conclusion that “worker hoarding” by firms

10. See Blanchard and Summers (1986), Bentolila and Bertola (1990),
and Krugman (1988).

11. Abraham and Houseman (1989) use apanel of ten matched U.S. and
German manufacturing industries, and find that the immediate effect of
a reduction in shipments on employment is much smaller than Ger-
many. They interpret their findings asimplying that German firms, be-
cause of worker job hoarding, arelessfreein the short run to uselayoffs
to adjust unemployment. They also find that the workforce adjustment
process was slower in Germany after 1972. In 1972 German legal re-
strictions on layoffswere significantly strengthened by the Works Con-
stitution Act, and the post-1972 period has seen higher unemployment.
Abraham and Houseman, however, are unableto control for changesin
technology and costs—particularly the cost of oil—and are forced to
assume that production is exogenous. Our broader panel of countries
should make it possible to control for such factors to some degree.

isrelatively more important as a cause of procyclica pro-
ductivity in response to demand shocksin the United Sates,
while“job hoarding” by workersisrelatively moreimpor-
tant as a cause of procyclica productivity in responseto de-
mand shocks in Germany and perhaps in Britain. Section
IV concludes.

|. AN INTERNATIONAL INTERSECTORAL
PaNEL oF VALUE ADDED BY INDUSTRY

We use the OECD International Sectoral Data Bank as our
primary data source (Meyer-zu-Schlochtern, 1988). Our
data set contains annual dataon real value added, employ-
ment, and capital by industry for fourteen OECD nations.
Since our approach requires a balanced panel and we
strongly desire sample of long length, we are forced to
focus on seven nations for which data on real value added
are available from the 1960s onward—Belgium, Finland,
France, Germany, Norway, the United Kingdom, and the
United States.’? Dataare availablefor seven ISIC industries
within the manufacturing sector: food, textiles, paper, chem-
icals, non-metallic minerals (i.e., stone, clay, and glass),
basic metal production, and mechanical equipment. Ob-
servations are available from 1966 to 1987.

Unfortunately, changes in data collection and definition
keep usfrom extending our sample beyond 1987 whilestill
retaining datafrom thelate 1960s and early 1970s: we have
chosen to maximize our sample length.3

The OECD international sectoral database includes em-
ployment by industry, but it does not include averagehours
worked by industry. We augment the data by multiplying
employment by average hours worked in manufacturing.#
This procedure assumes a perfect correlation between av-
erage hoursworked in different industries. Thusit induces
positively correlated measurement error between total hours
worked in different industries.

Since hours are correlated with value added, this meas-
urement error induces anegative correl ation between value
added per man-hour in one industry and in another. The

12. Netherlands data are also available for the 1960s. Unfortunately a
change in definitions in 1970 makes Dutch data from the 1960s incom-
parable to datafrom 1970 on.

13. Wehave experimented with alternative data definitions that omit the
first years of our sample and contain more recent observations. The sta-
tistical results we obtain are very similar with one notable exception:
the United Kingdom'’s pattern of procyclical productivity is closer
to that of the United States and further from that of the rest of Europe
the more recent the data. We speculate that this reflects changesin the
British economy as aresult of Prime Minister Margaret Thatcher's at-
tempts in the 1980s to curb the power of British unions and make the
British labor market more “competitive.”

14. Unpublished data were kindly provided by Robert Gordon.
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use of average hoursin manufacturing, instead of average
hours in each industry, biases the data against revealing
procyclical labor productivity.®

We do not possess data on average hours worked in
Finland. Reported average hours worked can be found
inthe 1.L.0.’s Labor Satistics Yearbook, but reported av-
erage hours from this source show a large increase, from
38.5 hours per week in 1978 to 41 hours per week in 1979.
This shift is large relative to other variations, and we be-
lieve it reflects a change in coverage. Finland, therefore,
was excluded from al regressions that required average
hours worked.

In addition, data on employment in basic metals and in
equipment are not available for France or Belgium in the
1960s. Regressions using these industries as dependent
variables therefore use data since 1970 only.

Il. PRocycLicaL ProbucTIVITY
AND AGGREGATE DEMAND

Nation-Soecific Aggregate Demand Movements

It is fruitless to try to use nation-specific movements in
manufacturing value added to identify demand-driven
movements in productivity unless such movements exist.
Sockman (1988) has already used an international inter-
sectoral panel to identify demand-specific and supply-
specific movements in output. Stockman assumed that all
industries have the same cyclical responsiveness to shifts
in aggregate demand—that, in the language of finance, al
have the same b; with respect to aggregate output—and
that all countries have the same g responsiveness to inter-
national supply shocks.’® In spite of these restrictive as-
sumptions on the form of his nation- and industry-specific
components, Stockman found that 12.2% of varianceof in-
dustry value added is accounted for by nation-specific
components that are orthogonal to industry-specific value

15. An additional data problem is posed by the fact that l1abor produc-
tivity data are not available whenever value added data are available.
Oddly, the OECD does not report total manufacturing employment in
theU.S. before 1968. TheISIC classifications used by the OECD do not
correspond exactly to SIC classifications, and so comparable data can-
not be added from BL S sources. The OECD does, however, providedata
on wage and salary employment in U.S. industries for the 1960s. Fitted
values from aregression of total employment on wage and salary em-
ployment were therefore used as a proxy for total employment. The R?
of these regressions ranges from 99.5% to 99.9%. We conclude that it is
unlikely that this neglect of the self-employed induces significant biases.

16. Another possibly dubious assumption. For example, the U.S. im-
posed oil price controls after the 1973 oil shock, and so the real price
of oil inthe U.S. did not rise as much asin other nations. We would be
surprised if substitution awvay from intensive use of energy proceeded
asfastinthe U.S. asin Europe after 1973.

added movements, and that 14% of variance is accounted
for by industry-specific components orthogonal to nation-
specific output movements.

Waldmann (1991), using the OECD database, estimated
nation and industry effects without imposing the assump-
tion that b; and g coefficients were constant across indus-
tries. He found that orthogonal nation effects account for
17% of the variance in real value added, while orthogonal
industry effects account for only 9.5% of the variance. He
also found that orthogonal nation effects accounted for a
very small fraction of the variance in real value added in
small open economies such as Belgium and Finland; this
is reassuring, because standard open-economy model's sug-
gest that countries like Belgium and Finland should not
have a significant nation-specific business cycle. Results
from Waldmann (1991) are reproduced as Table 1.

The divergence of the strength of nation-specific move-
ments in manufacturing val ue added | eads us to anticipate
that our attempts to identify demand-driven procyclical pro-
ductivity will have almost no power in small open econo-
mieslike Belgium, Finland, and Norway. The existence of
large nation-specific componentsin value added for larger
countries leads us to anticipate that our procedures will
have considerable power for large countries—the polar case
of the United States, and also France, Germany, and the
United Kingdom—where spillovers of demand shocks are
smaller, and where there appears to be more of a nation-
specific business cycle.'”

Initial Regressions

The growth of value added per man-hour for industry i in
nation n was regressed on the growth of value added of the
rest of manufacturing in nationn, and on the average growth
of production per man-hour inindustry i in other countries,
as described in equation 1:

(1) D{log(Y/Ni)} = Ci + b D{1og(Yri— Yind}]
+ L[ D{10g(Y/Ni.y0}] + &t

17. It would not be appropriate to draw the conclusion that aggregate
demand shocks account for twice as much of the variance in the typical
industry’ svalueadded growth rateassupply shocks. Undoubtedly, most
of both supply- and demand-side shocks areleft unidentified by our pro-
cedures. Wewish only to maintain that the 17% of industry value added
growth rate variance that is (a) correlated with changes in the rest of
manufacturing production in the same country while (b) orthogonal to
changes in value added in the same industry in other countries is not
supply. (Corversely, the 9.5% of industry value added growth rate vari-
ance that is (c) correlated with changesin value added in the samein-
dustry in other countries but (d) orthogonal to changes in the rest of
manufacturing production in the same country is not demand.)
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TABLE1

SHARE OF INDUSTRY VALUE ADDED GROWTH VARIANCE A CCOUNTED FOR

BY ORTHOGONAL COUNTRY AND INDUSTRY EFFECTS

USA DEU FRA BEL FIN NOR UK AVERAGE RATIO

Foop Country 0.030 0.198 0.183 0.072 0.152 0.048 0.338 0.101 2.267
Industry 0.062 0.032 0.031 0.027 0.040 0.029 0.219 0.044

TEXTILES Country 0.389 0.207 0.093 0.071 0.291 0.034 0.693 0.248 5.075
Industry 0.007 0.002 0.057 0.129 0.029 0.053 0.003 0.050

PaPer Country 0.240 0.213 0.161 0.003 0.186 0.042 0.124 0.147 1.157
Industry 0.021 0.049 0.011 0.177 0.288 0.137 0.108 0.127

CHEMICALS Country 0.169 0.022 0.025 0.137 0.062 0.023 0.182 0.091 0.521
Industry 0.096 0.376 0.210 0.002 0.320 0.168 0.082 0.174

SronE, CLAY, Country 0.589 0.112 0.038 0.048 0.312 0.052 0.257 0.214 3.456
AND GLASS Industry 0.035 0.097 0.150 0.056 0.002 0.063 0.040 0.062

Basic METALS Country 0.258 0.095 0.099 0.076 0.021 0.004 0.279 0.126 1.266
Industry 0.076 0.017 0.109 0.225 0.094 0.147 0.014 0.099

MECHANICAL Country 0.730 0.276 0.303 0.109 0.025 0.009 0.218 0.295 5.698
EQuIPMENT Industry 0.038 0.039 0.020 0.106 0.002 0.121 0.063 0.095

AVERAGE Country 0.375 0.137 0.109 0.083 0.121 0.022 0.292 0.170 1.789
Industry 0.056 0.118 0.097 0.099 0.130 0.118 0.049 0.095

where Y/N denotes value added per man-hour; subscripts
i, n, and t run over industries, nations, and years, respec-
tively; Y, refersto value added in al of manufacturing in
country ninyeart; Y,— ¥, denotes value added in manu-
facturing in country ninyear t in al industries except in-
dustry i; and asubscript (-n) denote averages over the other
countries in the sample (i.e., excluding country n) for an
industry i. Resultsfrom estimating equation 1 are reported
in Tables 2 through 4.

Table 2 reports theb coefficients, which measure the sen-
sitivity of industry-level value added per man hour to move-
ments in value added in the rest of manufacturing in the
same nation (holding constant value added in that particular
industry in other nations). The b coefficientson thegrowth
of manufacturing are generally positive. The precision-
weighted average is positive for all nations. The precision-
weighted average across countries of b coefficients for a
givenindustry vary strikingly.

Under the assumption that the disturbance termsfor dif-
ferent industries are independent, standard errors for the
precision-weighted averages within industries and within
nations of the b coefficients were calculated and are re-
ported in Table 2. However, this assumption is not valid.
Instead, seemingly-unrel ated-regressionsprocedureswere

used to test the null hypothesis that labor productivity is
not procyclical when controlling for valueadded growthin
the same industry in other countries. Dataon different in-
dustrieswere stacked, and equation 1 wasreestimated with
the b coefficient restricted to be the same in different in-
dustries.'®

Table 2 aso reports seemingly-unrelated-regressions
estimated coefficients on the growth of the rest of manu-
facturing inthe same country. The coefficients are all pos
itive and are similar to the precision-weighted national
average OLS estimated b coefficients. Their rank order is
almost unchanged. All coefficients, savethat of France, are
within one standard error of the precision-weighted na-
tional average coefficients. The reported standard errors
are somewhat larger for the SUR estimates.'®

18. Unfortunately, when seemingly-unrelated-regressions procedures
are used and international averages are included, the sample contains
only thoseyearsinwhich al industriesin all countries report data. The
absence of datafrom the 1960s on employment in the basic metals and
metal equipment industries in France and Belgium leaves only fivein-
dustriesin six countries.

19. Since the true standard errors must be smaller, thisimplies that the
reported standard errors of the weighted averages are understated.
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TABLE 2

b CoerricieNTs oF VALUE ADDED PER M AN-HOUR REGRESSED
ON THE GROWTH OF MANUFACTURING IN THE SAME COUNTRY

USA DEU BEL NOR UK AVERAGE
OBSERVATIONS
Foob 22 -0.100 -0.042 -0.033 0.363 0.024 —0.006
(0.227) (0.088) (0.226) (0.123) (0.333) (0.076) (0.047)
TEXTILES 22 0.011 -0.093 0.249 -0.025 0.292 0.093
(0.123) (0.163) (0.213) (0.234) (0.262) (0.185) (0.073)
PaPER 22 0.048 0.224 -0.097 0.117 0.495 0.181
(0.166) (0.131) (0.294) (0.195) (0.244) (0.172) (0.074)
CHEMICALS 22 0.017 0.078 -0.077 0.860 0.465 0.247 0.127
(0.151) (0.238) (0.229) (0.4112) (0.358) (0.214) (0.093)
Srong, CLAY 22 0.201 0.290 0.393 -0.292 0.345 0.259
AND GLASS (0.103) (0.122) (0.242) (0.267) (0.357) (0.206) (0.067)
Basic 14 0.526 -0.228 -0.346 0.091 -0.216 0.288 0.025
METALS (0 445) (0.440) (0.422) (0.345) (0.877) (0.651) (0.189)
MECHANICAL 14 0.330 0.137 -0.130 0.169 0.113 0.147 0.142
EQuiPMENT (0.213) (0.113) (0.283) (0.273) (0.191) (0.191) (0.074)
AVERAGE 0.079 0.088 0.088 0.107 0.153 0.106
(0.055) (0.050) (0.096) (0.081) (0.109) (0.057) (0.027)
SUR ESTIMATE? 0.037 0.085 0.077 0.203 0.117 0.127
(0.079) (0.069) (0.084) (0.089) (0.153) (0.066) (0.033)

Notes. Standard errorsin parentheses.

Regressions control for average productivity growth in the same industry in other countries.
3Equation for five industries estimated by SUR, restricting b to be the same in each industry. Regression does not use data from basic metals

or mechanical equipment.

The disturbances in different countries are nearly or-
thogonal by construction, because international averages
of productivity growth in the same industry in the other
countries are included in the regressions. Therefore, a
standard error can be calculated for the grand precision-
weighted average of the SUR b coefficients estimated for
each nation. The grand precision-weighted average is
0.127, with a standard error of 0.033. Labor productivity
thus remains procyclical after controlling for the average
ratesof industry productivity growthindifferent countries.

Table 3 reports the estimated g coefficients, which cap-
ture the responsiveness of productivity growth in an indus-
try to value added growth in the same industry in other

countries (holding constant value added in the rest of the
manufacturing sector of that particular country). The in-
dustries that appear most sensitive to “supply” conditions,
as captured by the growth of value added in the same in-
dustry in other countries, are the chemicals and the non-
metallic mineralsindustries. Theindustries that appear least
sensitive are the food products and textiles industries.
Table 4 shows that the fraction of the variance in pro-
ductivity accounted for by orthogonal nation-specific ef-
fects is much smaller than the fraction of the variance in
value added explained by orthogonal nation-specific effects
in Table 1. Orthogonal nation-specific effects account for
4.98% of the variance, including the variance “ explained”



De LoNnG AND WALDMANN / INTERPRETING PROCY CLICAL PRODUCTIVITY

TABLE 3

VaLUE ADDED PER HOUR ON THE GROWTH OF THE INDUSTRY IN OTHER COUNTRIES

39

PrEcISION-WEIGHTED

USA DEU FRA BEL NOR UK AVERAGE
Foop 0.278 0.282 0.694 0647  —0631 0.097 0.244
(0.618)  (0.282)  (0.688)  (0471) (0.832)  (0.268) (0.164)
TEXTILES 0.292 0.325 0.728 0.423 0.347 0619 0.445
(0424)  (0.398)  (0457)  (0.635)  (0.536)  (0.513) (0.195)
PAPER 0.744 0.667 0.039 0.331 0.946 1.086 0.637
(0511)  (0.275)  (0.466)  (0.406)  (0.441)  (0.449) (0.163)
CHEMICALS 0.391 0.999 0.761 0.023 0.794 0.938 0.720
(0.303)  (0.345)  (0.258)  (0.648)  (0.426)  (0.343) (0.140)
STonE, CLAY, 0.545 0.586 1.000 0.500 1.236 0.667 0.670
AND GLASS (0.220)  (0.186)  (0.316) (0433)  (0.465)  (0.349) (0.114)
Basic METALS 0.361 0.251 0.412 1.101 1.157 1.070 0.589
(0.763)  (0.358)  (0.299)  (0.384)  (0.813)  (0.833) (0.181)
MECHANICAL 0.163 0.466 0.426 1.323 0.154 1.208 0.470
EQUIPMENT (0.704)  (0.231)  (0.447)  (0.828)  (0.405)  (0.678) (0.168)
PrECISION-WEIGHTED 0.458 0.526 0.632 0.623 0.645 0.621 0.569
AVERAGE (0.146)  (0.102)  (0.138)  (0.186)  (0.190)  (0.152) (0.058)

Note: Standard errorsin parentheses.

for industries which have negative estimated coefficients
on value added in other industries. In each country, itisfar
lower than the partial R? for the regressionsin Waldmann
(1991), with value added as the dependent variable.

Table 4 also shows that the fraction of total variancein
value added per man-hour explained by orthogonal indus-
try effectsis on the order of one-tenth, somewhat higher
than the fraction of the variance of value added accounted
for by orthogonal industry effects in Waldmann (1991).
Since employment in different industries is highly corre-
lated, this finding that the nation effects on labor produc-
tivity are smaller than nation effects on value added is not
unexpected.

Omitted Variable Bias

The presence of significant nation effects on labor pro-
ductivity would appear to be evidence in favor of labor
hoarding-based, job hoarding-based, or increasing returns
to scale-based interpretations of procyclical labor produc-
tivity. Increased aggregate demand causesincreased labor
productivity, even controlling for cost and supply shocks.

But before the orthagonal nation-specific effects can be
interpreted as effects of aggregate demand, at least some
attemptsto control further for supply shocks would be de-
sirable. We examined three possible sets of omitted sup-
ply-side variables.

The first avenue of approach was that perhaps the rate
of productivity growth in the nations of the sample shifts
over time. A linear trend was added to the regressions
which—since the dependent variable is a growth rate—
corresponds to allowing for quadratic trend in the level of
productivity. Such atrend has almost no effect on the esti-
mated b coefficients on national value added in the rest of
manufacturing. For example, the seemingly-unrelated-re-
gressions estimated b coefficient for the United States
is 0.032 instead of 0.037, and the summary precision-
weighted average of the coefficients on national manufac-
turing remains 0.127 (results not shown).

The second avenuewastotry to control explicitly for the
oil shocks of the 1970s. Controlling for average productiv-
ity growth in the same industry in different countries is
to some degree a control for the effects of the oil shocks
of the 1970s. But oil shocks may well have had different
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effectson different nations—on oil exporters such as Eng-
land and Norway, for example.

Sincethe complex pattern of effects of the oil shockson
an industry may not have been captured by asingle g co-
efficient, we reestimated the productivity regressions in-
cluding asadditional explanatory variablesthe change and
the lagged change in the price of oil. Once again, the ad-
ditional regressors had little effect on the estimated b co-
efficients. The summary precision-weighted average of the
seemingly-unrel ated-regressions coefficients on national
value added in the rest of manufacturing increases from
0.127 to 0.128 (results not shown).

The third avenue considered wasto include estimates of
the capital stock in order to examine the procyclicality not
of labor productivity but of total factor productivity—the
Solow residual. Up to this point the Solow residual has
been neglected for three reasons. First, the data set does
not contain adequate data on shares of |abor and capital in

TABLE 4

pre-tax value added; second, OECD studies based on the
data warn that reported factor shares are unreliable (see
Meyer-zu-Schlochtern,1988).2° Third, Sol ow residual sex-
hibit spurious cyclicality if firms possess market power
(Hall, 1986 and 1988).2

To investigate whether the omission of capital stock vari-
ables was biasing our results, we assumed that the elastic-
ity of value added with respect to labor and capital was
constant and imposed constant returnsto scaleto arrive at

20. In fact, such studies throw awvay the reported factor share data and
instead arbitrarily assume that the share of labor is 75%.

21. A corrected Solow residual could be constructed under the as-
sumption that theratio of priceto marginal cost isconstant, but thereis
little reason to believe this assumption (see Domowitz, Hubbard, and
Petersen, 1988).

PaRTIAL R? s oF ORTHOGONAL COUNTRY AND INDUSTRY EFFECTS,

AS DETERMINANTS OF VALUE ADDED PER HOUR GROWTH

USA DEU FRA BEL NOR UK AVERAGE RaTIO
Foop Country 0.031 0.011 0.027 0.003 0.058 0.005 0.035 0.981
Industry 0.010 0.050 0.098 0.090 0.028 0.007 0.036
TEXTILES Country 0.001 0.016 0.104 0.055 0.001 0.108 0.052 1.191
Industry 0.024 0.034 0.104 0.022 0.022 0.063 0.043
PaPER Country 0.003 0.087 0.021 0.013 0.009 0.139 0.049 0.536
Industry 0.085 0.174 0.001 0.034 0.184 0.098 0.092
CHEMICALS Country 0.001 0.003 0.004 0.165 0.067 0.034 0.074 0.580
Industry 0.077 0.271 0.295 0.000 0.137 0.190 0.127
Srong, CLAY Country 0.113 0.121 0.082 0.080 0.025 0.085 0.075 0.438
AND GLASS Industry 0.182 0.212 0.208 0.049 0.267 0.112 0.170
Basic Country 0.086 0.023 0.051 0.003 0.005 0.013 0.026 0.194
METALS Industry 0.014 0.043 0.146 0.373 0.155 0.108 0.135
MECHANICAL Country 0.175 0.084 0.018 0.027 0.030 0.031 0.070 0.652
EquiPMENT Industry 0.004 0.234 0.076 0.179 0.012 0.166 0.107
AVERAGE Country 0.073 0.039 0.048 0.071 0.040 0.049 0.050 0.435
Industry 0.039 0.160 0.130 0.114 0.141 0.116 0.115
RaTiO 1.872 0.244 0.369 0.623 0.284 0.422
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aCaobb-Douglas production functioninwhich value added
per man-hour isafunction also of the capital/labor ratio.??
Thisled to equation 2:

(2) D{log(Y/Nin)} = ¢y +by[D{1og(Yy — Yi)}]
+ 0L [D{10g(Y/N;( .y} ]
+ din[D{Iog(Kint/Eint)}] + Ent »

where K standsfor thereal capital stock and E for thelevel
of employment 3

22. Dataon capital stocks are not available for Finland. Howewer, the
absence of reliable average hours data for Finland makes its inclusion
impossible in any event. Data on capital stocksin Norway in the 1960s
also do not exist in the data set, reducing the number of countriesin the
sampleto five.

23. Theratio of capital per worker, rather than the ratio of capital per
man-hour, is used on the assumption that the work week of capital isthe

TABLES

The results of regressions including the capital/labor
ratio were disappointing. Summary b, g, and d coefficients
for nations and industries are reported in Table 5. The
estimated coefficients on the capital/labor ratio are often
implausible: for 13 of 35 underlying regressions, the coef-
ficient on the capital/labor ratio is negative. The precision-
weighted average coefficient is negative for France; for
England the average coefficient is enormous and implau-
sible.

We ascribe these disappointing results to the fact that
the variance of changesin capital stocksislow, and so
changes in the capital/labor ratio are nearly the negative

same as work week of workers. Under the alternative assumption that
the work week of capital is fixed, and thus that the appropriate capi-
tal/labor ratio is capital divided by hoursworked, the estimated elastic-
ity of value added with respect to capital is negative for most industries
and most countries.

VaLUE ADDED PER HOUR REGRESSED ON GROWTH OF THE REST OF MANUFACTURING,
ON INDUSTRY GROWTH IN OTHER COUNTRIES, AND ON THE CaPiTAL/LABOR RATIO

USA DEU FRA BEL UK AVERAGE
b 0.247 0.094 0.193 0.062 0.174
(0.080) (0.053) (0.094) (0.072) (0.045)
g 0.518 0.428 0.581 0.781 0.284
(0.144) (0.105) (0.142) (0.181) (0.119)
d 0.245 0.272 -0.025 0.325 0.795
(0.143) (0.087) (0.182) (0.144) (0.091)
g estimated by SUR 0.089 0.045 0.286 0.000 0.242 0.133
(0.089) (0.074) (0.086) (0.075) (0.066) (0.034)
STONE
CLAy, & Basic  MECHANICAL
Foob TEXTILES PAPER CHEMICALS GLASS MEeTALs  EqQuiPMENT
b -0.010 0.270 0.261 0.448 0.373 0.390 0.216
(0.038) (0.088) (0.083) (0.207) (0.085) (0.161) (0.103)
g 0.097 0.421 0.527 0.665 0.645 0.608 0.455
(0.135) (0.185) (0.189) (0.137) (0.126) (0.176) (0.186)
d 0.777 0.371 0.098 0.484 0.206 0.478 0.330
(0.110) (0.130) (0.171) (0.150) (0.109) (0.168) (0.162)

Notes: Standard errorsin parentheses.

Regressions control for average productivity growth in the same industry in other countries.
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of changesin employment 2 Thisinterpretation is supported
by thefinding of similar resultswhen the capital/labor ratio
isreplaced by 1/employment (results not shown): the coef-
ficients on Yemployment are in fact greater than the coeffi-
cients on the capital labor ratio. We conclude that the OECD
estimates of capital are not useful in attempting to analyze
labor productivity over the 1960s, 1970s, and 1980s.%

Each of the different setsof regressionsthat we have run
is vulnerable to criticism based on the omission of a po-
tential supply side effect. The similarity of resultsthat de-
vote different degrees of effort to controlling for such
effectsin the specificationswe havetried, together with the
finding that all regressions show significant nation effects,
suggest that these criticisms may not be crippling.

The inclusion of valid supply-side variables should re-
duce estimated nation effects even if the supply-side vari-
ables are relatively poor proxies for the true underlying
determinants of procyclical productivity. This does not take
place. Thus we are more confident that the estimated as-
sociation of value added and productivity shows that in-
creased demand leads to increased labor productivity.

Instrumental Variables Estimates
of Procyclical Labor Productivity

An appropriate measure of the magnitude of demand-driven
productivity changesin agiven industry isthe elasticity of
hours worked with respect to value added. In Table 6, we
estimate this elasticity by instrumenting the demand for
each industry’ s value added by the growth of manufactur-
ing value added in the same country outside that industry.
Theestimatesreflect not only long run elasticities of hours

24. In this case, the large coefficient estimated for England perhapsre-
flectsthe fact that the capital/labor ratio is picking up the large negative
disturbance to employment following the accession of Margaret Thatcher
(Layard and Nickell, 1989). There was alarge drop in English manu-
facturing employment in 1982. This huge drop in employment corre-
sponds to a huge increase in the measured capital/labor ratio and to a
huge increase in production per man-hour. Such an increase can bein-
terpreted as showing that employment follows value added with a lag
dueto job hoarding, or that by 1983 Thatcher had finally terrorized the
unions enough that she and private firms could fire workers in droves
(see Bertolaand Bentolila, 1987). Neither explanation has anything to
do with the effect the capital/labor ratio is supposed to capture—that
workers can produce more value added working with machines than
without them.

25. It is reassuring to note that the inclusion of the capital/labor ratio
does not change the measured cyclicality of labor productivity enor-
mously. Labor productivity remains procyclical controlling for growth
in the same industry in other countries when the capital/labor or the
1/employment ratios are included in the regressions.

with respect to value added, but also the effects of 1abor or
job hoarding, which should reduce the elasticity of hours
worked with respect to value added.

In Table 6 no additional regressors are included to con-
trol for industry-specific shocks. The precision-weighted
average of the estimated elasticities are al near one-half.
Even for Germany, the nation with the highest value, the
precision-weighted average coefficient issignificantly less
than one—implying that labor productivity is procyclical.
The U.S. hasthe second highest average el asticity, notice-
ably greater than the el asticity estimated for any European
country save Germany. Thefact that total hours adjust the
same amount in the United States and Germany confirms
the results of Abraham and Houseman (1989).2

Table 7 adds the average change in value added and in
hoursworked inthe sameindustry in other countries as ad-
ditional regressorsto control for supply shocks. Withthese
variablesincluded, estimated elasticities differ more across
countries; removing averages highlights national differ-
ences. All precision-weighted national averages of elastic-
ities are significantly less than one. Germany continuesto
exhibit the highest average estimated elagticity, with the
lowest for Belgium. Such elasticities also suggest that la-
bor productivity is procyclical after controlling for cross-
national supply shocks.

Table 8 reports national average coefficients from in-
strumental variables regressions of the elasticity not of
man-hours but of employment with respect to value added,
controlling for average growth of employment and value
added in the same industry in other countries.?” The U.S
has a markedly greater precision-weighted average esti-
mated elasticity than most European countries. For five of
the six European countries the estimate is on the order of
0.3 or smaller: Finland is the exception.®

Thisisof interest: labor and job hoarding work to pre-
vent layoffs, not necessarily to keep hoursunchanged. The
differing elasticities suggest that there may be some re-
turns to pursuing institution-based explanations of pro-
cyclical productivity. Thenext section correlatesthe degree

26. The much lower elasticities estimated for European countries other
than Germany suggest that, as Abraham and Houseman note, their re-
sults may have been caused in part by the fact that Germany reports
hours actually worked, while other countriesinstead report hours paid.

27. Results are similar without the controls.

28. One possible problem with this result is that changes in average
hours worked reflect not only the adjustment of hours worked by nor-
mally full-time workers, but also changes in the proportion of full- and
part-timeworkers. Theresult may simply show thatintheU.S. part-time
work is more ¢yclical than in Europe, so average hours worked are less
cyclical.
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TABLE 6

ELasTicITY OF Hours WoORKED wWiTH RESPECT TO VALUE ADDED,
NoT CONTROLLING FOR INDUSTRY EFFECTS

43

PreCISION-WEIGHTED

USA DEU FRA BEL NOR UK AVERAGE
Foob 1.747 1.089 0.265 1.016 0.433 0.907 0.722
(1.562) (0.313) (0.346) (0.621) (0.289) (0.271) (0.133)
TEXTILES 0.955 1.076 0.697 0.725 1.040 0.719 0.810
(0.159) (0.239) (0.158) (0.201) (0.514) (0.153) (0.075)
PaPER 0.661 0.646 0.731 1.048 0.514 0.270 0.480
(0.135) (0.103) (0.282) (0.372) (0.330) (0.093) (0.055)
CHEMICALS 0.826 0.648 0.768 0.343 0.343 0.501 0.536
(0.172) (0.149) (0.161) (0.102) (0.189) (0.116) (0.055)
StonE, CLAY 0.729 0.615 0.451 0.492 0.744 0.551 0.579
AND GLASS (0.082) (0.081) (0.085) (0.120) (0.372) (0.111) (0.039)
Basic 0.561 0.702 1.128 0.553 0.982 0519 0.574
METALS (0.068) (0.166) (0.326) (0.231) (1.092) (0.183) (0.056)
MECHANICAL 0.729 0.704 0.109 0.678 0.394 0.529 0.692
EQuIPMENT (0.106) (0.073) (0.401) (0.311) (0.340) (0.167) (0.055)
PreCISION-WEIGHTED 0.682 0.683 0.573 0.492 0.480 0.485
AVERAGE (0.041) (0.043) (0.063) (0.066) (0.119) (0.050)

Notes: Standard errorsin parentheses.
Regressions do not include the average growth of value added or of hours worked in the same industry in different countries.

of procyclical productivity with unemployment. It argues
that procyclical productivity is driven by institutional in-
teractions of workers and firms, and not by technological
interactions of workers and machines.

1. PrRocycLicaL ProbucTIVITY
AND THE UNEMPLOYMENT RATE

The previous section establishes a presumption that a
component of procyclical productivity is independent of
supply-side shocksand is, instead, aconseguence of shifts
in demand. There are at |east three interpretations of how
such demand-driven procyclical productivity comesabout.
First, there may be increasing returns. Second, firms may
hoard labor. Third, workers may hoard jobs.

Each interpretation leads to its own predictions of the
likely cross-country pattern of procyclical productivity,
and of the shifts over time in the cyclicality of productiv-
ity. “Job hoarding” by workersislikely to show itself most

clearly in European countries, which have stronger labor
movements and job protection legidlation than the United
States (see Cross, 1985; Bentolilaand Bertola, 1990; Clarke,
1988; and Lazear, 1990).

Section |1 noted that the U.S. shows more adjustment of
employment to shiftsin demand than does Europe. Itisdif-
ficult to see how increasing returns could produce such a
pattern: European industry would have to have more sharply
increasing returns than U.S industry. It seems more straight-
forward to conclude that the European |abor market hasin-
stitutions that cause more labor hoarding, or job hoarding,
than those of the United States.

The cross-country pattern alone does not tell uswhether
procyclical productivity arises because of hiring costs—
firmshoarding workersbecause they fear they will not find
personnel when the economy recovers—or because of fir-
ing costs—workers hoarding jobs because their positions
in the labor market are valuable assets in which they have
guasi-property rights.
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TABLE7

ELasTicITY oOF Hours WORKED WiITH RESPECT TO VALUE ADDED,

CONTROLLING FOR INDUSTRY EFFECTS

PrecisioN-WEIGHTED

USA DEU FRA BEL NOR UK AVERAGE

Foob 2.155 1.057 -0.016 0.365 0.534 0.607 0.181

(3.338) (0.518) (0.169) (0.591) (0.678) (0.440) (0.143)
TEXTILES 1.036 0.892 0.406 0.674 4.334 0.552 0.634

(0.246) (0.306) (0.297) (0.364) (13.119) (0.1245) (0.096)
PaPER 0.843 0.688 0.791 0.771 0.943 0.524 0.672

(0.396) (0.143) (0.538) (1.752) (1.289) (0.242) (0.114)
CHEMICALS 0.859 2.481 2.145 0.199 0.344 0.428 0.360

(0.277) (1.748) (1.205) (0.130) (0.413) (0.244) (0.102)
StonE, CLAY, 0.705 0.764 0.966 0.312 1.440 0.420 0.653
AND GLASS (0.083) (0.162) (0.302) (0.225) (1.278) (0.162) (0.063)
Basic 0.637 -1.221 —6.438 1.098 1.873 0.711 0.672
METALS (0.260) (1.417) (43.197) (0.615) (5.183) (0.367) (0.199)
MECHANICAL 0.646 0.809 1.393 0.656 0.305 0.390 0.650
EQuiPmENT (0.129) (0.290) (1.025) (0.502) (0.527) (0.481) (0.109)
PrecisiON-WEIGHTED 0.720 0.754 0.338 0.310 0.451 0.502 0.578
AVERAGE (0.063) (0.094) (0.114) (0.102) (0.278) (0.086) (0.038)

Notes. Standard errorsin parentheses.

Regressionsinclude the average growth of value added or of hours worked in the same industry in different countries.

Distinguishing between Labor Hoarding
and Job Hoarding

Moreinformation on the relative importance of labor hoard-
ing, job hoarding, and increasing returns can be gained by
looking at shifts in the cyclicality of labor productivity
within each country. Increasing returns suggests no link
between procyclical productivity and macroeconomic vari-
ables. But if labor hoarding isthe cause of procyclical pro-
ductivity, then productivity will belesscyclical in periods
of high unemployment. In atime of high unemployment
firms need not fear that workerswill find new jobs and be
unavailable when business picks up. Firms are therefore
more likely to use temporary layoffsto manage their costs
when the unemployment rate is chronically high.

By contrast, if workersresist layoffs—and “hoard” their
jobs—because they are well organized or because of em-
ployment protection legislation, labor productivity will be
more procyclical whenunemploymentishigh. Atalow un-

employment rate quits will be sufficient for firms wishing
to reduce work forcesto do so by attrition. Unions are un-
likely to spend political capital resisting layoffs when
members can easily find other good jobs.

Inthe United States, labor productivity islesscyclical in
unionized industries (M edoff, 1979; Freeman and M edoff,
1984). Thissuggeststhat |abor hoarding is more important
than job hoarding: if workers resisted layoffs, they would
be more ableto do so in highly unionized industries. If job
hoarding were an important cause of U.S. procyclical pro-
ductivity, labor productivity would be more cyclica in
highly unionized industries. This cross-sectional pattern
leads to the prediction that labor productivity will be less
procyclical in the U.S. when the unemployment rate is
chronically high.

By contrast, high unemployment should increase the
procyclicality of productivity in Europe. In Europe, pow-
erful union movementsand legal restrictionson layoffs are
likely to make job hoarding important. When unemplay-
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ELasTiciTY oF EMPLOYMENT WiTH RESPECT TO VALUE ADDED, CONTROLLING FOR INDUSTRY EFFECTS

PrecisioN-WEIGHTED

USA DEU FRA BEL NOR UK FIN AVERAGE
Foop 0.851 0029  -0.286 0448  -0.126 -0.047 0.522 ~0.035
(1.286)  (0.247)  (0.182)  (0.777) (0725  (0.326)  (0.321) (0.120)
TEXTILES 0.756 0.459 0.413 0508  —2.247 0.398 0.991 0.535
(0.181)  (0.219)  (0.324)  (0.342)  (11.236)  (0.126)  (0.302) (0.083)
PAPER 0.338 0.307 0336  -4.276 0.171 0.155 0.351 0.289
(0.308)  (0.135)  (0.280)  (55.708)  (1.044)  (0201)  (0.264) (0.092)
CHEMICALS 0.685 1.861 3.062 0185  -0.037 0.239 1.062 0.278
(0.279)  (1.685)  (4559)  (0.163)  (0.308)  (0.199)  (0.639) (0.106)
Srone, CLAY, 0.598 0.338 1015  -0.223 0.649 0.244 0577 0511
AND GLASS (0.065)  (0.165)  (0.612)  (0.385)  (0.934)  (0.142)  (0.157) (0.052)
Basic METALS 0391  -0.422 -8.933 0.490 0.775 0473  -0.285 0.340
(0.181)  (0.895) (77.390)  (0.418) (2610 (0.403)  (0.533) (0.150)
MECHANICAL 0.597 0.332 0.664 0.063 4,957 0.287 0.177 0.443
EQUIPMENT (0.145)  (0.177)  (0.404)  (0455)  (39.745)  (0.224)  (0.877) (0.095)
PRECISION-WEIGHTED 0.591 0.308 0.114 0.209 0.025 0.279 0.558 0.409
AVERAGE (0052  (0.079)  (0.128)  (0.124)  (0.261)  (0.071)  (0.110) (0.032)

Notes: Standard errorsin parentheses.

Regressions include the average growth of value added or of hours worked in the same industry in different countries.
The sampleis 1970-84 for basic metals and mechanical equipment industries. The sampleis 1963-84 for other industries.

ment is high workers are less likely to quit. And workers
are more likely to resist layoffs when unemployment is
high and makes their jobs valuable property.®

In either case, a significant effect of unemployment
onthecyclicality of labor productivity isevidencethat hir-
ing and firing costs are among the causes of procyclical
productivity. The absence of an effect would be evidence
that the cause may be technological change and increasing
returns.

29. Just as anticipated future hiring costs may prevent leyoffs during re
cessions, anticipated firing costs may reduce hiring during expansions.
An extensive literature discusses the possibility that increased unem-
ployment may have caused the constraints on layoffsin Europe to become
binding (see Blanchard and Summers, 1986 and 1988; Bertolaand Ben-
tolila, 1990; Krugman, 1988; Freeman, 1988). It has been noted that ag-
gregate employment and unemployment fluctuations have become more
persistent in Europe in the 1980s (Blanchard and Summers). It isim-
portant to learn if this reflects greater persistence in demand fluctuations,
or instead a reduced response of employment to demand fluctuations.

Estimating the Effect of Unemployment
on the Procyclicality of Productivity

The interaction of value added growth and the unemploy-
ment rate was added to the independent variabl es of equa-
tion 1, giving equation 3:

(3 D{log(Y/Nw)} = Cni+ by[D{log(Ye — Y} ]
+ GL[D{1og(Y/N(.y)}]
+ MU —AvgUy]
*[D{log(Yy — Y}
—Avg(D{log(Yy — Y] + &t

where Uy isthe unemployment rate in nation n lagged
| years. We estimate equation 3 for | equal to 1 and 2—
with value added growth in the rest of manufacturing in-
teracted with unemployment lagged one and two years. We
lag unemployment oneyear to reduce correl ationsbetween
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this period’ s disturbance and this period’ s unemployment
rate. We lag unemployment two years for two reasons.
First, since all data are averages over ayear of continuous-
time processes, atwo-year lag is needed to purge the cor-
relation of current disturbance terms.

Second, use of unemployment lagged two years serves
as a specification check: we believe that the degree of pro-
cyclical productivity changes relatively slowly, asworkers’
and firms' perceptions of the ease of finding new jobs or
new workersshifts. If resultsdiffered depending on the ex-
act lag of unemployment, we would no longer believe our
specification.

In equation 3, averages are taken over 1963-84 for each
individua nation. Average unemployment and rates of value
added growth in therest of manufacturing were subtracted
in the second line of equation 3 to make the estimates of b
and g comparable to those estimated for equation 1. For
each country, the system of equation 3 for the five indus-
tries (food, textiles, paper, chemicals, and non-metallic min-
eras) was estimated by seemingly-unrelated-regressions
procedures, restricting mto be the same acrossindustries.*

30. Similar results were obtained by estimating equation 3 by OLS for
these industries, and for basic metals and mechanical equipment, and
calculating the precision-weighted nationa average of the estimates of m

TABLE9

For those four nations with data available on employment
in metals and equipment in the 1960s, the system was es-
timated for al seven industries as well, restricting mto be
the same across industries.

The first set of estimated minteraction coefficients are
presentedin Table 9. For each country-industry pair, it pre-
sents the values of the interaction coefficients from re-
gressions of the growth of value added per hour worked on
value added growth in other industries in that nation, the
average of value added growth in the same industry in
other nations, and the interaction of the unemployment
rate level with national value added growth. For the United
Sates the interaction term is negative and significant. This
provides some evidence suggesting that labor hoarding is
adominant cause of U.S. procyclical productivity.

For Germany, the interaction is positive and significant,
suggesting that job hoarding is a predominant cause of
procyclical productivity and is more prevalent during pe-
riods of chronically high unemployment. For Britain the
interaction ispositive, but itssignificanceisborderlineand
changes from specification to specification.

For France and Belgium, the coefficient is negative and
insignificant. For Norway, it is far from significant with a
huge standard error, and its sign depends on the specifica-
tion. The failure of a pattern to emerge for the small open
economiesof Norway and Belgium isnot unexpected. The

INTERACTION COEFFICIENTS OF VALUE ADDED GROWTH AND UNEMPLOYMENT,
wITH INDUSTRY VALUE ADDED PER MAN-HOUR AS THE DEPENDENT VARIABLE

DIFFERENCE

EuroPE BETWEEN USA

USA DEU FRA BEL NOR UK PooLep AND EurOPE

Five INDUSTRIES—Six COUNTRIES
UNEMPLOYMENT -0.104 0.173 -0.030 -0.055 0.092 0.024 0.022 0.127
LacGeD 1 YEAR (0.042) (0.049) (0.042) (0.047) (0.347) (0.028) (0.019) (0.047)
UNEMPLOYMENT -0.088 0.206 -0.039 -0.039 -0.025 0.048 0.033 0.121
LAGGED 2 YEARS (0.048) (0.063) (0.044) (0.053) (0.484) (0.027) (0.020) (0.052)
SeVEN INDUSTRIES—FOUR COUNTRIES

UNEMPLOYMENT -0.071 0.145 -0.270 0.049 0.077 0.148
LAGGED 1 YEAR (0.036) (0.038) (0.230) (0.027) (0.022) (0.042)
UNEMPLOYMENT —0.056 0.190 0.036 0.070 0.092 0.148
LAGGED 2 YEARS (0.040)  (0.045) (0.325) (0.022) (0.020) (0.044)
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interactiontermisonly identified by the orthogonal nation-
specific shock to aggregate demand, and these small open
economies possess only small nation-specific movements
in total manufacturing value added 3! The failure of a pat-
tern to emerge for France is disappointing, for France is
large and has pursued independent macroeconomic poli-
cies over the past third of a century. We expected to see
stronger results.

However, the difference between the interaction coeffi-
cients estimated for the United States and those estimated
for a pooled sample of European countries is large and
highly significant. Procyclical productivity isweaker inthe
United States when unemployment is high, but it is not
weaker in Europe. It is difficult to argue that the same

31 The magnitude, however, of the Norwegian interaction coefficient is
deserving of explanation. Wetentatively ascribe the high magnitude to
thefact that the Norwegian unempl oyment rate exhibitsavery small rise
in the 1970s, and is therefore highly collinear with a post-North Sea oil
discovery dummy variable. Under thisinterpretation, the coefficient is
capturing thefact that Norwegian productivity became much more sen-
sitive to the level of production in Norway after the discovery of North
Seaail. If thisinterpretation is correct, the coefficient carrieslittleinfor-
mation about the magnitude of job hoarding in Norway.

TABLE 10

“labor hoarding” that appears to generate procyclical pro-
ductivity inthe U.S. generatesit in Europe aswell.

The dependent variable in equation 3 is production per
man-hour. Sincehiring andfiring costsarelikely to depend
on the change not in man-hours but in employment, it is
interesting to compare the behavior of production per
worker with the behavior of production per man-hour.3?
Similarity in coefficients would suggest that the resultsin
Table 9 are not simply dueto changesin the labor force or
differences in the reporting of hours worked.

Equation 3 was thus reestimated, replacing value added
per man-hour by value added per worker. Table 10 reports
the results, which are indeed similar to those reported in
Table 9. The procyclicality of value added per worker un-
dergoes the same shifts with changing unemployment as
doesthe procyclicality of value added per man-hour. Thein-
teractiontermissignificantly negativeonly fortheU.S., for

32. Ideally, one would want to examine labor hoarding by examining
hoursworked by workerswho normally work full time—thus obtaining
amoredirect measure of overtimeand slack timehours. Asnoted above,
differences between countries in the cyclicality of production per
worker can reflect differences in the cyclicaity of part time work.
Changes over timewithin acountry also reflect, among other things, the
entry of women into the labor force.

INTERACTION COEFFICIENTS OF VALUE ADDED GROWTH AND UNEMPLOYMENT,
wITH INDUSTRY VALUE ADDED PER WORKER AS THE DEPENDENT VARIABLE

DIFFERENCE
EurorPe BETWEEN USA
USA DEU FRA BEL NOR UK FIN PooLep AND EUROPE
Five INDUSTRIES—SEVEN COUNTRIES
UNEMPLOYMENT -0.105 0.158 0.002 0.020 0.035 0.017 0.045 0.033 0.138
LacGeD 1 YEAR (0.048) (0.054) (0.037) (0.043) (0.312) (0.030) (0.052) (0.018) (0.051)
UNEMPLOYMENT —0.099 0.093 -0.020 0.026 0.327 0.041 0.026 0.026 0.125
LAGGED 2 YEARS (0.054) (0.072) (0.040) (0.048) (0.438) (0.031) (0.065) (0.020) (0.057)
SeVEN INDUSTRIES—FIVE COUNTRIES
UNEMPLOYMENT -0.075 0.144 -0.206 0.051 0.022 0.068 0.143
LAGGED 1 YEAR (0.037) (0.045) (0.225) (0.026) (0.041) (0.026) (0.045)
UNEMPLOYMENT -0.069 0.083 0.365 0.067 0.017 0.073 0.142
LAGGED 2 YEARS (0.041) (0.059) (0.308) (0.023) (0.051) (0.020) (0.045)
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which it isvirtually unchanged. For the European countries
the coefficients are somewhat smaller, but till positive.®

Errorsin and Omissions of Variables

Controlling for average productivity growthinthesamein-
dustry in different countries has the important advantage
of controlling for supply shocks. But from a Keynesian
standpoint, it would be disturbing if results were substar+
tially changed if the international average growth rates of
value added in individual industries were excluded from
thelist of independent variables. It isalso possiblethat the
average of growth in the same industry in other countries
is not an appropriate measure of supply and cost shocks:
perhaps nation-specific shocks—Ilike the discovery of North
Seaoil—contaminatetheresultsfor other countries. Tothe
extent that nation-specific industry value added movements
reflect the discovery of a nation-specific shock, like the
discovery of North Sea oil for Norway, the average across
nations of value added growth in an industry is a poor
measure of true supply shocks.

These considerations led usto repeat the interaction re-
gressions without controlling for average growth in the
same industry in other countries, as shown in equation 4:

(4 D{log(Y/Nn} = cri + by[D{1og(Ye — ¥} ]
+ MUy —AvgUn)]
X[ D{10g(Y — Yino}
—Avg(D{1og(Ye — Yird)})] + €t -

Except for Norway itself, the interaction terms were virtu-
aly unchanged, as Table 11 shows.

Omitted variables might corrupt our results. Productiv-
ity might be more cyclical in Germany and Europe when
unemployment is high ssmply because both the unem-
ployment rate and the cyclicality of labor productivity have
increased for other reasons. It is easy to see how the cycli-
cality of labor productivity could have a positive trend if,
say, the ratio of administrative to production workers in-
creases over time. Given the time pattern of European un-
employment, the interaction termsin the regressions come
close to comparing the cyclicality of labor productivity in

33. Finland can beincluded in regressionsusing val ue added per worker
because average hours are not needed. The large standard error for Fin-
land presumably reflects the difficulty of identifying national demand
in asmall open economy. The use of production per worker instead of
production per man-hour reduces the spread of the European coeffi-
cients, making the contrast with the United States more striking.

the later half of the sample to the cyclicality in the earlier
half of the sample.

While the use of a disaggregated dependent variable—
of sector-specific value added—gives greater precision, it
does not increase the ability to discriminate between in-
creased unemployment and the effect of time. In the case
of the United States, the time pattern of unemployment
makesit correlated with lagged oil shocks; lagged oil shocks
might have reduced the cyclicality of labor productivity.

In each caseit is possible in principle to control for omit-
ted variable bias by including an additional independent
variable: the omitted variable interacted with the growth in
manufacturing value added. But such regressions are likely
to lack power.

We use an alternative procedure. If German unemploy-
ment is standing in for an omitted variable, this omitted
variable should also have been in operation in other coun
tries. If asecular increasein the amount of overhead |abor
ismaking productivity more procyclical, and if the German
unemployment rateiscorrelated with thisomitted variabl e,
then a regression of productivity growth in an American
industry on the growth of value added in the rest of Amer -
ican manufacturing and the interaction with German un-
employment should produce the same, positive, interaction
coefficient.

But Table 12 shows that interacting the growth of manu-
facturing value added in a country with the German unem-
ployment rate rather than the national unemployment rate
does not cause the interaction termsto mimic the German
pattern. The coefficient drops for England, remains nega:
tivefor Norway, and for Belgium and France switchesfrom
negative to positive but remains insignificant.

These results do not suggest that the positive effect of
German unemployment on the cyclicality of German labor
productivity is due to the correlation of German unem-
ployment and another factor causing increased cyclicality
of labor productivity.3*

34. The anal ogous question can be asked about the negative coefficients
ontheinteraction term found for the United States: perhapsthey reflect
the fact that U.S. unemployment is highly correlated with lagged oil
shaocks. If so, regressions of other countries’ productivity growth on the
interaction of their growth of the rest of manufacturing and the United
Sates unemployment rate should be negative.

However, when such regressions are estimated the interaction coeffi-
cient for Germany remains positive and significant (results not shown).
The coefficient for England fallsand isnot significant, but remains pos-
itive. For other countries, coefficientsremain insignificant and negative.
The summary precision-weighted average coefficient on theinteraction
of United States unemployment and nationa rates of growth in the rest of
manufacturing is positive, the opposite of what one would have ex-
pected according to the omitted variable-bias story.
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TABLE 11

INTERACTION COEFFICIENTS OF VALUE ADDED GROWTH AND UNEMPLOYMENT, WITH INDUSTRY
VaLUE ADDED PER MAN-HoOUR As THE DEPENDENT VARIABLE, No INDUSTRY CONTROLS

DiIFFERENCE
EuroPE BETWEEN USA
USA DEU FRA BEL NOR UK PooLEp AND EurOPE
Five INDUSTRIES—SiX COUNTRIES
UNEMPLOYMENT -0.122 0.139 -0.028 -0.009 -0.378 0.039 0.030 0.151
LAcceD 1 YEAR (0.042) (0.057) (0.054) (0.041) (0.376) (0.029) (0.020) (0.047)
UNEMPLOYMENT -0.115 0.168 -0.041 -0.002 -0.632 0.057 0.042 0.157
LAGGED 2 YEARS (0.047) (0.072) (0.058) (0.047) (0.530) (0.026) (0.020) (0.051)
SeEVEN INDUSTRIES—FOUR COUNTRIES
UNEMPLOYMENT -0.090 0.087 —0.246 0.047 0.053 0.143
LAGGED 1 YEAR (0.035)  (0.049) (0.238)  (0.027) (0.024) (0.042)
UNEMPLOYMENT -0.083 0.124 -0.169 0.064 0.071 0.154
LAGGED 2 YEARS (0.038) (0.058) (0.322) (0.024) (0.022) (0.044)
TABLE 12
INTERACTION COEFFICIENTS OF VALUE ADDED GROWTH AND GERMAN UNEMPLOYM ENT,
wWITH INDUSTRY VALUE ADDED PER MAN-HOUR AS THE DEPENDENT VARIABLE
DiFFERENCE
EuroPE BETWEEN USA
USA DEU FRA BEL NOR UK PooLEp AND EurOPE
Five INDUSTRIES—Six COUNTRIES
UNEMPLOYMENT -0.105 0.139 0.002 0.008 -0.058 0.064 0.052 0.157
LAaGGED 1 YEAR (0.029) (0.057) (0.062) (0.073) (0.092) (0.038) (0.025) (0.039)
UNEMPLOYMENT -0.122 0.168 0.047 0.033 -0.059 0.052 0.061 0.183
LAGGED 2 YEARS (0.041) (0.072) (0.079) (0.086) (0.114) (0.038) (0.028) (0.049)
SeVEN INDUSTRIES—FOUR COUNTRIES

UNEMPLOYMENT -0.086 0.087 -0.042 0.067 0.049 0.134
LAGGED 1 YEAR (0.024)  (0.049) (0.055)  (0.035) (0.025) (0.035)
UNEMPLOYMENT -0.113 0.124 0.003 0.057 0.063 0.176
LAGGED 2 YEARS (0.032) (0.058) (0.066) (0.035) (0.028) (0.042)

NoTe: Regressions do not control for industry effects.
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Onefina errors-in-variables problem is somewhat subtle,
but easy to evaluate. The decomposition of productivity
growthinto trend and cyclewould be difficult evenif many
more years of datawere available. The regressions reported
above do not reveal whether the interaction termreflects a
changein the cyclicality of productivity, or simply reflects
changesin the trend in productivity growth which happen
to be correlated with changes in the average decade-to-
decade level of the unemployment rate. A confident inter-
pretation of the coefficient on the interaction term would
require many more years of data with high and with low
unemployment.

It is possible with available data to control for some ob-
vious factors which could have changed both the trend of
value added and of productivity. Inclusion of atime trend
had very little effect; inclusion of the capital/labor ratio
had little effect also (results not shown).

Itis possibleto control directly for changesin the trend
of productivity and value added which happen to be cor-
related with average unemployment rates by including
unemployment itself in the regressions.® Including the un-
employment rate does not affect the interaction coefficients.

35. Thefailure of theinclusion of the unemployment rate to materially
affect the interaction coefficients should not come asasurprise. Earlier
regressions did not directly control for the level of unemployment, but

TABLE 13

As reported in Table 13, the coefficient remains signifi-
cantly negative in the U.S. and positive in Germany. The
difference between pooled Europe and the U.S. remains
large and significant.

Assessment

None of the explorations and aternatives considered in the
second half of this section shake the finding that the effect
of unemployment on the cyclicality of productivity isdif-
ferent in the U.S. and in Europe. In the U.S., high unem-
ployment is correlated with low cyclicality in productivity.
This reinforces the cross-sectional evidence that labor
hoarding by firmsis an important component of procycli-
cal productivity inthe U.S. In Europe by contrast, the cor-
relation between high unemployment and the cyclicality of
labor productivity is positive or statistically insignificant.
This suggeststhat theimportance of job hoarding by work-
ersisgreater in Europe. Thisisasonewould haveexpected
from the literature on labor market institutions.

they did remove sample means from growth rates. The effect on thein-
teraction coefficient of the inclusion of the unemployment level isthus
proportional to the covariance of output growth and the squared devia-
tion of unemployment from its sample average, which is close to zero.

INTERACTION COEFFICIENTS WITH THE LEVEL OF UNEMPLOYMENT ADDED

TO THE LIST oF INDEPENDENT VARIABLES

DIFFERENCE
EuroPe BETWEEN USA
USA DEU FRA BEL NOR UK PooLEDp AND EurOPE
Five INDUSTRIES—SIx COUNTRIES
UNEMPLOYMENT -0.106 0.170 0.002 -0.061 0.127 0.021 0.035 0.142
LAaGcGeED 1 YEAR (0.041) (0.051) (0.057) (0.060) (0.358) (0.031) (0.022) (0.046)
UNEMPLOYMENT -0.082 0.186 -0.033 -0.018 0.044 0.042 0.046 0.128
LAGGED 2 YEARS (0.049) (0.067) (0.066) (0.077) (0.497) (0.033) (0.026) (0.055)
SeVEN INDUSTRIES—FOUR COUNTRIES

UNEMPLOYMENT —0.065 0.138 -0.389 0.029 0.064 0.129
LAGGED 1 YEAR (0.035) (0.040) (0.246) (0.030) (0.024) (0.043)
UNEMPLOYMENT -0.052 0.162 0.164 0.064 0.085 0.136
LAGGED 2 YEARS (0.040)  (0.047) (0.335)  (0.024) (0.022) (0.046)
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V. CoNncLUSION

This paper has reported evidence that procyclical produc-
tivity is more than the consegquence of supply-side shocks
propagating through a standard real business cycle model.
Such theories can account for acorrel ation of sectoral pro-
ductivity growth with aggregate value added, and can—if
cost shocksaffect anintermediateinput, like oil, necessary
for production in many sectors—account for a correlation
of sectora productivity growth with aggregate productivity.

Oneexplanationfor procyclical productivity inresponse
to shifts in demand uncorrelated with shifts in industry
supply isthat afirm receives surplus from keeping astock
of workers—and that aworker receives surplusfrom keep-
ing an existing job. Thuslabor “hoarding” by firmsandjob
“hoarding” by workers underlies procyclical productivity.
We have not built a model of the labor market. Neverthe-
less, the correlations make us optimistic about the utility
of such models.

The differences across countriesin the elasticities of la
bor input with respect to value added lend some support to
the view that procyclical productivity reflects the strength
of attachment of workersto jobs. In the United States, the
response of employment to changesin value added appears
much greater than in European countries. This difference
might be caused by stronger union movements and em-
ployment protection legislation in Europe making “job
hoarding” a more important factor in Europe. Real busi-
ness cycle theories are silent on the causes of such cross-
national differences.

Moreover, thelevel of the unemployment rate appearsto
have an effect on the degree to which productivity is pro-
cyclical. In the United States, higher unemployment levels
correspond to significantly lower procyclicality. This might
be explained in a model in which firms do not have to
worry about permanently losing the ability to reemploy
laid-off workers when unemployment is high. In Europe,
however, increased unemployment does not seem to cor-
respond to less procyclical labor productivity. British and
German labor productivity appears more, not less, pro-
cyclical under high unemployment.

This difference between the effect of unemployment
on the cyclicality of productivity might be accounted for
by the greater ability of European workersto resist layoffs,
and their determination to do so in times of high unem-
ployment, in a model in which labor market institutions
had effects on the organization and level of real produc-
tion. By contrast, it isdifficult to think how to begin to con-
struct an explanation of this cross-Atlantic pattern based
on supply shocksor onincreasing returnsto scale. The pat-
tern suggests that it is worth investigating whether pro-

cyclical productivity arisesfrom institutionally influenced
hiring and firing costs, and reflects the relationship be-
tween workers and firms—and not the relationship between
workers and machines.
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