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Thisarticleintroducesa monopoalistically competitive model
of foreign lending in which both explicit and implicit fixed-
premium deposit insurance increase the degree to which
bank participation in relending to problem debtorsfalls
below its globally optimal level. This provides a channel
for fixed-premiumdeposit insuranceto inhibit credit exten-
sionin bad states, resulting in an increase in the expected
default percentage and an increase in the expected burden
on the deposit insurance institution.

Whilethe perverseincentives faced by banks due to fixed-
premium deposit insurance have been well-documented, !
the literature has largely ignored the potential of deposit
insurance to distort the organization of the banking indus-
try. This paper introduces a ssmple model to fill this gap,
in which fixed-premium deposit insurance playsarolein
determining the structure of bank lending. To the extent
that banking organization affectsthe ability of banksto act
in concert, the paper introduces a new channel through
which deposit insurance may have an adverse impact on
lending outcomes.

The impact of deposit insurance on bank behavior has
long been a source of concern to policymakers and re-
searchers. A largeliterature existswhich arguesthat fixed-
premium deposit insurance increases the riskiness of bank
lending portfolios (Kareken and Wallace 1978 Kareken
1986, Penati and Protopapadakis 1988, Jaffee 1989, Kane
1989, Duan, €t al., 1992). In addition, Penati and Protopa-
padakis argue that “implicit deposit insurance,” where regu-
lators merge rather than close failing banks out of concern
for the stability of the financial system, provides an addi-
tional subsidy. For example, from 1978 through 1984, only
20 percent of failed U.S. banks were closed. Moreover,
these were largely small banks, representing only 0.2 per-
cent of total deposits.

This paper demonstrates that the introduction of fixed-
premium deposit insurance, both explicit and implicit, can
magnify the degree to which credit extension is sub-optima
by increasing the number of banks participating in the lend-
ing package. The analysis is conducted through a monopo-
listically competitive two-period model of foreignlending,
introduced in Section 1.

Theinteresting decision in the two-period model comes
at theend of thefirst period. Banksare confronted with the
ability to increase the performance of their outstanding
loans by rolling over debt at terms that would not appear
to be profitable to unexposed creditors. However, thereare
positive spillovers associated with new lending, which im-
pliesthat the disparity between the magnitude of new lend-
ing and that which is globally optimal will be increasing
inthenumber of exposed banks. Theincentiveto avoid this

1. See Santomero (1984) for an extensive survey of thisliterature.
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public good problem limits the number of participating
banks in equilibrium. However, fixed-premium deposit
insurance mitigates this incentive, increasing the number
of participating banks and exacerbating the public good
problem. This reduces the expected percentage of debt serv-
ice, increasesthe probability of bank failure, and increases
the expected burden on the deposit insurance institution.
Simulation results bel ow indicate that fixed-premium de-
posit insurance can have arelatively large impact on default
probabilities.

While our qualitative results apply equally well to any
situation where externalities among creditors may exist,?
foreign lending provides aparticularly clean example of lend-
ing externalities across banks. In domestic lending situa-
tions, creditors can partially deal with anticipated future
renegotiation difficultiesthrough debt covenants and other
contract instruments® which are not binding in an interna
tional lending context. In addition, rescheduling negotia-
tionsininternational lending take place under the auspices
of the Paris Club, which applies the constraint of equal
sharing rules, such that all loans have equal seniority. Fi-
nally, episodes of perceived sub-optimal credit extension
are well documented in international lending, such as the
failure of the Baker Plan to deal with the Latin American
debt crisis (Cline 1989).

There is considerable evidence that the deposit insur-
ance subsidy affected bank incentives in foreign lending.
Event studies of the impact of the debt crisis in August
1982 on bank equity showed a consistently lower impact
on excess returns than would be suggested by the mag-
nitude of the news. For example, while uninsured bond
spreads over LIBOR soared from 2 percent in August 1982
to over 7 percent in November (Edwards 1986), there was
less than a 2 percent decline in the average annual excess
returns of banks exposed to Mexico (Schoder and V anku-
dre 1986, Bruner and Simms 1987, and Spiegel 1992).4
Similarly, James (1990) finds that changes in the value of
bank stock equity are smaller than exposure-weighted
movements in the secondary market prices of sovereign
debt would imply.

Thispaper isorganized asfollows: Section| reviewsthe
performance of commercial banks under the Baker Plan.
Section |1 then introduces our theoretical model. Theim-
pact of deposit insurance, both explicit and implicit, is ex-

2. See Bernanke (1991) for adiscussion of domestic “credit crunches.”
3. See, for example, Berlin and Mester (1992).

4. Beebe (1985) and Cornell and Shapiro (1986) show larger declines
over the long run, but their measures do not approach the magnitudes
observed in bond-spread movements.

amined in Section I1l. Section IV contains simulations
concerning the empirical predictions of the effects dis-
cussed in the theory. Section V concludes.

|. THE BAKER PLAN: 1986-1988

The “Baker Plan,” named for former Treasury Secretary
James Baker, provides one of the best recent examples of
collective action problems among international creditors.
Subsequent to Mexico' s suspension of payment on its ex-
ternal debt, anumber of countries experienced difficulties
in obtaining financing. The genera belief concerning the
difficultiesfaced by these countrieswasthat their problems
wereonesof “illiquidity” rather than*insolvency.” In other
words, if financing could be obtained to get countries
through a relatively difficult period, they would then be
ableto serviceall of their debts. Subsequent to this period
“... countries could grow their way out of debt and could
expand their exports enough to reduce their relative debt
burdensto level s compatible with areturn to normal credit
market access’ (Cline 1989 p. 177).

The Baker Plan called for commercial banks to extend
approximately $7 billion annually, or 2.5 percent of total
exposure, to fifteen highly indebted devel oping countries®
Cline (1989) claims that banks achieved capital flows of
approximately $13 billion over the Baker Plan period, or
about two-thirds of their $20 billion target.® It waswell un-
derstood at the time that the anticipated disbursements
from commercia banks under the plan were by no means
certain. Brainard (1987) suggested that banks needed to
understand how theinvolved government intended to man-
age the Baker Plan or “... increased officia lending will
merely substitute for reduced bank credits.”

In retrospect, the magnitude of actual flows during the
Baker Plan period seems even lower than Cline' s estimate.
Husain (1989) points out that whilethe IMF estimates that
commercia banks committed $16.4 billion in new money
and actually disbursed $15 billion—figures the commer-
cial banks themselves used to support their claims of hav-
ing come close to the Baker Plan targets—debtor country
data show that net new long-term financing to the highly
indebted countries amounted to only $4 billion (see Table
1). Moreover, if private nonguaranteed debt is taken into

5. Theoriginal countrieswere Algeria, China, Egypt, Greece, Hungary,
India, Indonesia, Malaysia, Pakistan, Poland, Portugal, Thailand, and
Turkey; Costa Ricaand Jamaica were added |ater.

6. Ironically, public sector capital flowstothe Baker nationsactually did
worse over the plan, falling by $4 billion annually. This occurred be-
cause of large decreasesin IMF and bilateral lending.



TABLE1

CoMMERCcIAL BAaNK LENDING TO HIGHLY INDEBTED
COUNTRIES UNDER THE BAKER PLAN
(Inbillions of US dollars)

1986 1987 1988 1986-1988
CONCERTED NEW MONEY
Commitments 8.3 24 5.6 16.4
Disbursements 3.2 5.7 6.0 15.0
CHANGE IN EXCHANGE RATE
Adjusted claims 35 0.6 20 6.1
NETDISBURSEMENTS 04 2.3 2.1 4.0

Source: Husain (1989)

account, there were net repayments to commercial banks
amounting to $2.4 billion. In no case did commercial
banks provide more net financing than they received inin-
terest payments. Husain also adds that “U.S. banks have
been most active in reducing their devel oping country ex-
posure. Between mid-1987 and the end of the third quarter
of 1988, these banks reduced their claims on al devel op-
ing countries by more than $20 billion. More than half of
this represented a reduction in claims on highly indebted
countries’ (p. 14).

In summary, the Baker Plan is an example of collective
action problems across commercial banks. It was gener-
aly perceived that increasing exposure in the aggregate
was desirablefrom the point of view of the exposed banks,
but individually each bank had the incentive to “free-ride”
on the efforts of the other creditors by not fulfilling itsdis-
bursement commitment. The result was that the level of
new money extended to the highly indebted nations was
sub-optimal from the aggregate creditor perspective. Be-
cause commercial banks faced incentive problemsin tak-
ing collective action, aresolution of thedebt crisisrequired
turning to voluntary methods, such as the “market-based
menu approach” associated with the Brady Plan (see Di-
wan and Spiegel 1994).

1. AMonNoproLisTicALLY COMPETITIVE
M oDEL oF BANK LENDING

Setup

In this section, we derive a forma model which exhibits
collective action problems similar to those encountered
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under the Baker Plan. There are three types of playersin
the model, a debtor nation government, a group of identi-
cal monopolistically competitive banks, and atomistic de-
positors. The extensive form of the model has five stages:
In the first stage, the magnitude of first-period lending by
individual banks, I;, and the number of banks participating
intheinitial lending package, n, are determined. Total first
period lending, L,, then equals nl,. Loans are assumed to
be short term, coming due at the end of the first period.”
For simplicity, al first-period lending is assumed to be
consumed. First-period output of the debtor nation, q;, is
determined in the second stage. In the third stage, banks
choose an amount of new lending |, so that total new lend-
ing L, = nl,. In the fourth stage, the debtor nation govern-
ment choosesits percentage of debt serviceon outstanding
first-period loans, 1, where 1, 00 [0,1]. Finally, second pe-
riod debtor nation output, g,, is determined in the fina
stage, which simultaneously determines the percentage of
debt service on outstanding second period lending, o,
where 1, J [0,1].

0, and g, are assumed to be exogenous independently
distributed random variables distributed uniformly on the
interval [0,1] .8 Total lending in each period is equal to the
number of banks participating in the lending package, n,
timesindividual bank lending, l,. Aswe show below, n will
be constant across periods. Let r; represent one plus the
contractual nominal rate of interest on the loan in period t
(t=1, 2). For simplicity, r; is taken as exogenous.® Conse-
guently, the outstanding obligation on period t loans at the
end of period t will be equal tor;nl..

7. Creditors might respond to future antici pated renegotiation problems
by lengthening the maturity of their debt contract (Sharpe 1991). In
practice, however, creditors responded to the increase in the perceived
riskiness of the highly indebted countries by shortening the maturity of
their loans. The lack of long-term lending may stem from equal-sharing,
since some of the benefits of extending a long-term loan would spill
over to short-term creditors.

8. We assume that g, and g, are independent for simplicity. This does
not drive the results below, but it does increase the parameter spacein
which relending to a problem debtor is an optimal response. If the two
were positively correlated, it would be more “likely” that relending
would be throwing good money after bad. Nevertheless, since the point
of the exerciseisto introduce an example where collective action prob-
lems may arise, this assumption is relatively innocuous.

The assumption of exogeneity of these output variablesis also made
for smplicity and drives none of the results below. However, allowing for
“debt overhang” effects, where indebtedness may affect output levels,
may also affect the desirability of relending in amore general model.

9. Itiswell known that allowing banksto choose both |, and r; would re-
sult in a multiplicity of equilibria. Holding r; constant is valid if the
debtor is credit constrained, which we assume for a problem interna-
tional debtor.
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Debtor Decisions

We assume that output is not storable and consumption
takes place at the end of each period. First period con-
sumption, c¢;, will equal output plus new lending minus
service on outstanding debt:

(1a) C =0 —Turl, + L.

Similarly, second period consumption is equal to second
period output minus service on outstanding second period
obligations:

(1b) C, =0 —ThhL,.

The debtor choosesTr, (t= 1, 2) to maximize utility. Debtor
utility, u,, isanincreasing function of current consumption
and a decreasing function of an exogenous “ default penalty,”

P(T):
) Uy =U[c,P(mM]; (t=1,2).

where U>0, U,.<0, U, =0, Up<0, Upp<0, P,<0, P;<0, and
U, = 0. P(11) is decreasing in the percentage of debt serv-
ice and isintended to represent the discounted costs of de-
fault.2°In the Appendix, we show that maximization of (2)
subject to (1a) and (1b) impliesthat the debtor’ sfirst-period
decision satisfies the triple:

(33) T4 =14 (G L1 L),

where d1,/0q,>0, drt,/0dL <0, 011,/0L,>0, and the debtor’s
second-period decision satisfies:

(3b) = T[; (q2 !L2)1

where 01,/00,>0, 0T%/0L,<0. Note that the expected per-
centage of debt service on outstanding first-period loansis
increasing in second-period lending. Thisraisesthe possi-
bility of profitable rescheduling by exposed creditors, as
we show below.

Deposit Rates

Definer, (t = 1, 2) asone plustherisk-freerate of inter-
est. Depositors are risk neutral and atomistic and have the
right to remove deposits after each period. They therefore
require an expected return equal to r,. Define g (t = 1, 2)

10. The default penalty is needed to generate positive lending in equi-
librium, but its specification does not drive our results. Default penal -
tiesin sovereign lending have been motivated by loss of future access
to capital markets (Eaton and Gersovitz 1981), seizure of assets (Bulow
and Rogoff 1989), or loss of reputation (Grossman and VVan Huyk 1988).
Lindert and Morton (1989) show that the ex-post rate of return on sov-
ereign lending has historically been competitive, implying that the per-
ception of a penalty for default exists.

astheprobability of bankruptcy by therepresentative cred-
itor in period t. Note that since g, isdistributed uniform on
the unit interval, gf also represents the minimum realiza-
tion of g, which leaves the creditor solvent. Uninsured de-
positorswill therefore require anominal rate of interest on
uninsured deposits equal tor;/(1 — gf) in period t. Define
T, T 0 [0,1], asthe share of bank deposits that are insured
by the deposit insurance institution of the commercial
bank, taken as exogenous.'! Finally, define y; as one plus
the average rate of interest paid by the representative com-
mercial bank on deposits. y; will satisfy:

(4) v=r{(1-0/(1-¢d) +1; (t=1,2).

Notethat y; isincreasing in gf and decreasing in 1. To
the extent that deposits are uninsured, the averagerate paid
to depositors will be increasing in the the probability of
bankruptcy, g8 However, to the extent that deposits are in-
sulated from loss through deposit-insurance, the sensitiv-
ity of y; to g2 is diminished.

Creditors

There are assumed to be alarge number of homogeneous
potential creditors who have identical portfolios of non-
debtor-nation loanswith face values of &, that pay nominal
interest equal to p;. Both a, and p; are assumed to be in-
variant with respect to the lending decisions towards the
debtor nation and deterministic. Given |, and v, the credi-
tor financesitslending by issuing (a; + |,) inliabilities. The
creditor’ sreturn in period t satisfies:

©) R=pa+ il —y(a+1l), (t=12).

We assumethat bankshavelimited liability and that reg-
ulators close banksin the event that a bank shows negative
net worth in either period. We examine the case where regu-
lators merge failing banks under some circumstances bel ow.
For simplicity, we assume banks do not retain earnings.
Consequently, a bank failsif R, falls below zero in either
period.

Second Period Lending Decision

To insure sub-game perfection, we begin with the sec-
ond period creditor decision. In the second period, credi-
tors choose their individual amount of new lending, >,
taking other creditors’ new lending as given. Given the po-

11.Generdizing the model by alowing depositorsto increaset by “bro-
kering” deposits across a number of banks would actually strengthen
the results below by providing an additional incentive for an increase
in the number of banks.



tential for sub-optimal levels of credit extension we derive
below, only one lender would emerge per nation in the ab-
sence of incentives for banks to avoid taking on the entire
lending package. However, lending to debtor nationsis usu-
aly broken up over alarge number of banks. To accom-
modate this empirical fact, we assume that banks are
risk-averse and that the riskiness of their asset portfoliois
increasing in bank exposure to the debtor nation. Under this
assumption, we specify the value function of creditorsin
period 2, Q,, as increasing in the returns on bank opera-
tions and decreasing in bank risk, ,, where o, is an in-
creasing function of ﬁ o,=0(ly) (t=1, 2). Inperiod 2,Q,
satisfies:

(6) Q, = Qy[Ro(l,)]

whereR=R; + (1/ry)R, and Qz>0, Q,<0, Qg, =0, 5, >0.

Consider a representative exposed creditor who ex-
tended aloan equal to I, in the first period. Subsequent to
the redlization of g, the creditor’s decision problem is to
choose the val ue of [, which maximizesthe expected value
of Q,. The creditor’ sfirst-order condition satisfies:'?

& l
() 09, Iy F1|1"‘i 0,1, = Y2 +%F2|D2

oR EPL, r, 8 oL,
d L
—aél (a + IDZ)%EE
09, 90

00 EIEZ_
=0.

Thefirst term in equation (7) reflectsthe sum of pecuniary
benefitsin both first- and second-period earnings of anin-
creaseinl, onthe margin. Thefirst portion of that term re-
flects the positive impact on outstanding loans, while the
second term reflects the impact on second-period loans.
The overall sign of this term is ambiguous because of the
second term in equation (7). If banks are sufficiently risk-
averse, they will cease lending to the debtor at apoint which
leavesit profitable for some new entry to occur in the sec-
ond period. Sincethiswould greatly complicatethe model,
werulethisout. Thisrequiresthe parameter restriction that
the positive impact on the margin to an exposed creditor
exceeds the adverse impact of theincreaseinrisk, i.e.,

12. Equation (7) is ssimplified by noting that on the margin 6n;/6f =
om/oL, (t=1,2).
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&ﬂf| +% ao >O
R, o o,

Satisfaction of this restriction leaves the rate of return on
second-period lending lessthan zero and the number of ex-
posed creditors in the second period unchanged at n.

The creditor aso considers the impact on its deposit
rate, y,, when makingitsnew lending decision. Wedemon-
strate in the Appendix that the second-period deposit rate,
Yo, isatriple:

(8) Y2 = Vol L),

where dy,/0(,>0, dy,/dL,>0, and dy,/d1<0. We also con-
duct the comparative static exercises for (7) and demon-
strate that the individual bank’ s second-periodlendingisa
quadruple:

(9) =Ly L),

wherel; (t = 1, 2) representsan individual bank’ s choice of
|,, taking the decisions of other banks as given and df,/d1,>0,
ol,/aL,>0, df,/0L,<0, and af,/aT>0.

Equation (9) is derived as the optimum lending choice
for an individual bank taking the lending choices of other
banks as given. However, in equilibrium L, = nl,. Substi-
tuting for L, in (9), and recalling that dl./dL,<0, we obtain
the quadruple:

(10) f, = (,LynT).

where af,/on<0.

Second-period lending isincreasing in the magnitude of
first-period lending because first-period debt serviceisin-
creasing in second-period lending. Consequently, banks
have an incentive to engage in “conciliatory relending” by
rolling over a portion of the outstanding debt to decrease
the magnitude of firs-period default. The greater isabank’s
exposure, the greater are the benefits from a unit increase
in Ty and the greater is the magnitude of relending per
bank. An individua bank’s second-period lending is de-
creasing in the total magnitude of outstanding first-period
lending, however, because the degree to which abank ben-
efits from its own relending efforts is decreased by the
amount of outstanding claims on the debtor. In equation
(20), second period relending is decreasing in n, the total
number of creditors, because the positive first-period ef-
fects of relending diminish as the magnitude of hew lending
increases, while the negative effects on expected second-
period returns are enhanced. Finally, the magnitude of sec-
ond period lending per bank isincreasing in the share of
insured deposits. Deposit insurance makesit less costly to
engage in conciliatory relending. Consequently, holding
al dseequd, abank would be more willing to engage in con-
ciliatory relending the larger isthe share of insured deposits.
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Comparison with a Globally Optimal Solution

Finally, we comparethe creditor’s solution with onewhich
would be globally optimal across creditors. The solution
that would maximize global creditor profitswould satisfy:

1y QoM

R L,
10 ot
+ —0OLlh- VY, +—=
rzgzrz Y2 oL,
ay, il
- na,+ L) [L
—a}éz-( L
, 92,
00 FFZ_
= 0.
Rearranging terms, we obtain:
U
(120 Loz 9%y r
oR H L, oL,
%2 (a9 Dr, T
- +
ai, (& 2)Er2

The first bracketed term can be signed as positive by (7),
since the other termsin (7) are negative.

Comparing equations (12) and (7), we can see the source
of the sub-optimality of lending by the individual bank
from the global point of view of creditors. The individual
bank’ s first-order condition accounts for the positive im-
pact of new lending on the rate of return on his outstand-
ing loans. However, he does not consider the positive
spilloversto other outstanding creditors. To seethisclearly,
note that the positive impact on an individual bank’s prof-
its from new lending in equation (12) is multiplied by n,
the number of banks in the lending package, while this
number is only multiplied by onein the individual bank’s
decision in equation (7). Consequently, the individual
bank’ slevel of new lending is sub-optimal and the dispar-
ity between the individual solution and the globally opti-
mal solution among creditorsasagroupisincreasinginn.

However, we should point out that the socially optimal
outcome would be the one that would emerge without fixed-
premium deposit insurance, rather than one which induced
the globally optimal level of second-period lending. The op-
timal allocation will include some degree of sub-optimal
second-period lending because of bank risk-aversion. This
outcome could aternatively be achieved by charging banks
a variable premium equal to the expected liability of the
depodit insurance ingtitution. Nevertheless, while such a pol-
icy may be optimal ex ante, it may not be time-consistent
ex post since regulators will wish to enhance second-period
credit extension.

[11. EQUILIBRIUM UNDER
DePosIT INSURANCE

Equilibrium under Explicit Deposit Insurance

Given the expected second-period responses derived above,
we now computethefirst-period values of f, and n. Wepro-
ceed under the assumption that a collective action problem
exists among creditors, i.e., that the percentage of first-period
debt serviceis decreasing in n. The conditions for thisin
nocuous assumption are derived in the Appendix. Under
this assumption, we demonstrate in the Appendix that the
first-period deposit rate, v,, isaquadruple:

(13 Y11= Yl(r 11,n,1),

where dy;/0(,>0, dy,/d1,;>0, dy,/dn>0, and dy,/d1<0.

The bank’s cost of fundsisincreasing in |, (and f;) and
n because increases in both raise the stock of outstanding
debt and lower the expected percentage of debt service. In
addition, increases in n exacerbate the public good problem
associated with new lending. However, deposit insurance,
by insulating a portion T from bankruptcy risk, reducesthe
sensitivity of depositor interest rates to the probability of
creditor bankruptcy. Hence 02y,/0ndt<0, aswe show inthe
appendix.

In the first period, participating creditors choose the
value of [, which maximize expected returns subject to lim-
iting their risk exposure, taking the actions of other credi-
tors as given. Similar to our assumption above, we specify
the value function of creditorsin period 1, Q,, asincreas-
ing in the returns on bank operations and decreasing in
bank risk on both periods, 0, and 0,, whereo, (t=1, 2) is
an increasing function of [;;

(14) Q, = Qy[Ra(l).o()] .
The participating creditor’ s first-order condition satisfies:



(15) "Ql F+n1r1 V- —%—(aﬁ )

10 T[2 ) 0 af, O
=0 |D— Y9k A
+ , Eﬂzrz —%" (at+ly) g o, T
, 909, 90, 99, 3o al,

0 o, do dl, _F"

=0.

In addition to the maximization decisions of the indi-
vidual banks, monopolistic competition among bankswith
freeentry will lead to zero expected “valuefunction” prof-
itsfor participating banksin each period. Let Q" equal the
expected value function for the representative bank if it
choosesnot to enter. Competition acrossbanksinsuresthat
banks will continue to enter until:

(16) Q=Q,.

We therefore define a competitive equilibrium satisfy-
ing the assumptions above by the solutions f; and i which
represent the maximum level of nf; which satisfies equa-
tions (15) and (16) with equality. See Figure 1. Despitethe
fact that both curves are downward-doping, the initia equi-

FIGURE 1

INITIAL EQUILIBRIUM
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librium is the standard one in monopolistic competition
models, with one equation representing the individual
lenders profit maximization decision, the“MM curve,” and
one equation representing a zero-profit condition, the“ZZ
curve.” Note that both curves are functions of the share of
insured deposits T.

To demonstratetheimpact of deposit insurance, we con-
duct a comparative static exercise on the parameter 1. One
can consider theintroduction of deposit insuranceasadis-
creteincreaseint from azerolevel, which our analysis ap-
proximates. The comparative statics of the model satisfy:

2 0o C
an @Ql/aﬁ G QllaﬁanD Daﬁ/ar :
@9Q,/0, 0Q/on  HHon/at E

_0- &Q /ol ot :

g oQlot  H

Wesignthetermsinthe Appendix. Aswesuggested above,
the deposit insurance subsidy affects the equilibrium
through two channels: First, the subsidy increases total
lending; second, banks have less incentive to organize the
lending package in aform conducive to collective action.
See Figure 2. Anincreasein 1 shifts out both curves. The

FIGURE 2

CoMPARATIVE STATIC RESULTS
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zero-profit condition (ZZ) curve shifts out because, hold-
ing all else equal, an increase in the share of deposit in-
surance increases the returns from lending. Given any
value of |, thisimplies an increase in n to return to zero
profits. The MM curve shifts out because holding n con-
stant, the reduction in deposit rates leads each bank to
make a larger initial loan, resulting in an increase in |,.
However, our comparative static exercise indicates that in
equilibrium an/ot >0 and that dl,/dt = 0. In other words,
all of theincrease in lending stems from entry rather than
increases in individual bank lending. Note that this result
magnifies the degree to which second-period lending falls
below the global optimum.

Liability of the Deposit Insurance Institution

Define the expected liability of the deposit insurance in-
stitution from exposure to the debtor nation in period t as
;. Y, satisfies:

(18) P =1tgBnl, (t=1,2).
Differentiating ), with respect to T yields:
(19) oy, /ot = qBnl; + 1qBf; (An/aT)
+1nl; (09B/n)(dn/aT) > 0,
where:
(0gB/on)(an/aT)
= — [(@TR/An)(dn/oT)Ty[1]/(dTe/0q)T
> 0.

Equation (19) shows that an increase in T unambig-
uously increases the expected liability of the deposit in-
surance ingtitution. The first term captures the direct effect:
Given the exposure of banks and the expected probability
of bankruptcy, an increase in T will increase the expected
liability of the deposit insurance institution. However, the
other two terms are also positive. The second term shows
that fixed-premium deposit insurance gives banks an in-
centive to increase their lending, all of which comes from
an increase in n. The third term reflects the impact of de-
posit insurance on the probability of bankruptcy, g213 This
term isenhanced in our model by the public good problem
associated with relending.

13. Note that the impact of changes in y, on the probability of bank-
ruptcy does not affect Y, because they already reflect aliability of the
deposit insurance institution.

“Implicit Deposit Insurance”

Finally, we examine the implications of extending deposit
insuranceto insure “implicitly” some uninsured bank depos-
its. Intheir discussion of implicit deposit insurance, Penati
and Protopapadakis (1988) claim that regulators distin-
guish between two types of loans: “loca loans,” whose fail-
ure only harms exposed banks, and “ system-threatening”
loans, whose failure would threaten the stability of the
banking system and the solvency of the deposit insurance
ingtitution. They respond to alocal 1oan default by closing
failing banks, whilethey respond to systemic |oan defaults
by merging failing bankswith other banks. The salient dis-
tinction is that uninsured deposits are carried at par sub-
sequent to a merger, while uninsured deposits in closed
banks lose their value.

Assessing theimpact of implicit deposit insurance on bank-
ing organi zation requires specification of the criterion used
by the bank regulators in identifying “ system-threatening
loans.” Penati and Protopapadakis (1988) took this desig-
nation asexogenous. Here, we endogeni zethecriterion and
show that the equilibrium can be affected by the criterion
used by regulators to identify system-threatening loans.

Define p, as the probability that uninsured deposits will
be carried at par subsequent to abank failure, where 0 < p,
< 1. For simplicity, we assumethat the risk associated with
uncertainty concerning the policy rule is diversifiable, so
that it does not affect the value of 0. Suppose that pyisan
increasing function of total exposure to the debtor, p, =
py(nl;). Define E(t) as the expected total share of bank de-
posits subject to deposit insurance, either explicit or im-
plicit. E(1) satisfies:

(20) E(t) =T + p(nly)(1-1).

Equation (20) identifies the link between the equilib-
rium lending decision and the probability of implicit in-
surance. Implicit deposit insurance gives banks an incentive
to tailor the lending package in a way that enhances the
probability that the deposit insurance ingtitution will merge
rather than close afailing bank.

To examine the impact of an increasein the importance
of implicit deposit insurance under this criterion, we as-
sume that p, islinear in the magnitude of first-period lend-
ing: p, = &(nl,).> We then can examine the implications of
an increase in & as an example of an increase in the sensi-

14. Penati and Protopapadakis (1988) suggested alternatively that the
probability that loans are implicitly insured may be increasing in the
number of banks irnvolved in thelending package, so that p, = py(n). The
qualitative results under this aternative criterion would be identical.
15. Since 0<p,<1, this linear specification must be considered as alo-
cal approximation to a non-linear function.



tivity of the probability of a bail-out by the deposit insur-
anceingtitution to nl,. The comparative statics of themodel
satisfy:

2 0O L
1) @Ql/afl azol/aﬁanD Daﬁ/aé :
@O, /0l 0Q,/on  HHon/d5 E
_o- &Q, /01,05 -
H-oqies  H

where the first matrix has the same signs as above.

We show inthe Appendix that the comparative static so-
lutions are an/d3>0 and 9f;/03 = 0. nisincreasing in & for
two reasons. First, anincreasein 9, holding the number of
banks in the system constant, represents an increase in the
expected share of deposits covered by the deposit insur-
ance institution. Consequently, this directly reduces bank
costs and induces additional lending through increasesin
n. In addition, increasing national exposure through anin-
crease in n increases the probability that regulators merge
rather than close failing banks, reducing deposit rates. In
other words, implicit deposit insurance rewards banks for
organizing themselves in a system-threatening manner by
increasing the probability of a deposit insurance institu-
tion bail-out.

V. SMULATIONS

To examine the potential importance of both explicit and
implicit deposit insurance, we use numerical simulations.
Thisrequires the assumption of specific functional forms.
To make the simulations realistic, we choose parameter
values which would be profitable for the banks ex-ante.
However, to allow for an analytic solution, welinearize the
relationshipsbetween thelevel of lending and the expected
percentage of debt service:

m, = 1 - (0.002Ml,)

and the impact of first-period loans on the second-period
returns:

E(T,l,—V,) = — 0.05[1 — (0.001l, ).

The magnitudes of these specifications were chosentoin-
sure an interior solution for the probability of default be-
tween 0 and 1. Moreover, we assume that the creditor has
a mean-variance value function and that the variance of
profits is linear in exposure to the debtor, with @ repre-
senting creditor sensitivity to exposure:

o(ly) =dl..

We assume that the expected probability of bankruptcy
is equal to one minus the expected level of debt service.
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Thissimplifiesy;:

Y=+ [(0(A-m] (1=1,2).

The share of explicit deposit insurance isassumed to be
roughly equal to T = 0.65.1° The specifications of the other
exogenous parameters are: r, = 1.10;r; =1, = 1.20. Under
the “implicit deposit insurance” regime, we assume that the
expected percentage of insured depositsis equal to:'’

1= 0.65 + (0.01Ml,).

Given these specifications, simulations were run for a
variety of possible values of @under four dternative regimes:
(2) no deposit insurance, (2) explicit deposit insurance, (3)
explicitandimplicit deposit insurance, and (4) 100 percent
deposit insurance. The results are reported in Table 2 for
various values of ¢. The introduction of deposit insurance
resultsin an increase in the number of banksin the system,
adecrease in the expected percentage of debt service, and
an increase in the expected burden on the deposit insur-
ance institution as a percentage of outstanding loans.

Our results imply that the introduction of explicit de-
posit insurance brings an expected loss to the deposit insur-
ance indtitution of 2.1 percent of outstanding loans. Moving
to 100 percent deposit insurance almost doubles the ex-
pected burden to 4 percent of outstanding loans. Note that
these expected liabilities were obtained under parameter
values for which lending to the debtor nation is profitable
ex ante for creditors?®

V. CoNCLUSION

In this paper, we examined the implications of fixed-premium
deposit insurance in aforeign lending model where resched-
uling exhibits positive spillovers across creditors. Our re-
sults show that deposit insurance raises the number of banks
participating in the lending package through three chan-
nels: First, deposit insurance acts as asubsidy on lending;
second, deposit insurance weakensthe degreeto which the
market induces banks to organize in a manner that will
minimize the public good problem associ ated with relend-
ing to aproblem debtor; finally, implicit deposit insurance
removes much of the remaining liability side of the bank
balance sheet from a private regulating role. Moreover, if

16. This share corresponds to that which existed on average from 1980
t0 1985 according to Penati and Protopapadakis (1988).

17. These parameters have been chosen to insure that O<t<1.

18. The surprising result that the number of banks in the system actu-
aly declineswith increasesin ¢ stems from the zero-profit condition.
Since increases in @ make lending less profitable, and individual bank
lending remains constant, exit must occur for profits to return to zero.
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TABLE 2
SIMULATION RESULTS
[0} n (N E(m) E(Yq/nly)
(1) No DeposIT INSURANCE
0.00 11.01 1.01 0.98 —
0.00 10.78 1.01 0.98 —
0.01 8.98 1.01 0.98 —
0.02 6.74 1.00 0.99 —
(2) ExpLiciT DEPOSIT INSURANCE (T = 0.65)
0.00 15.56 1.01 0.97 0.02
0.00 15.24 1.01 0.97 0.02
0.01 12.70 101 0.97 0.02
0.02 9.52 1.00 0.98 0.01
(3) ExpLicIT PLus IMPLICIT DEPOSIT INSURANCE
0.00 17.52 101 0.97 0.03
0.00 17.12 1.01 0.97 0.03
0.01 13.94 1.01 0.97 0.02
0.02 1019 1.01 0.98 0.02
(4) 100 PercenT DEPOSIT INSURANCE
0.00 20.00 1.01 0.96 0.04
0.00 19.59 1.01 0.97 0.04
0.01 16.33 1.01 0.97 0.03
0.02 12.25 1.01 0.98 0.03

the deposit insurance institution’s appraisal of the degree
of systemic risk inalending package is endogenous, banks
will be rewarded for organizing themselves in a manner
that enhances the probability of a bail-out.

Both private creditors and government officials of lend-
ing and borrowing countries have argued that the level of
loan provision to the highly indebted countries during the
debt crisis was sub-optimal from the point of view of thein-
dustry as awhole. Previous discussions explain underlend-
ing through “herd behavior” followed by banks (Herring
and Guttentag 1985). This paper shows that sub-optimally
large levels of banking “diffusion,” rationally introduced
to avoid firm risk and take advantage of fixed-premium de-
posit insurance, may exacerbate the degree to which credit
extensions are sub-optimal, providing an alternative ex-
planation to herd behavior.

APPENDIX

I. Derivation of (3a) and (3b)

The first-order condition from equation (2) satisfies:
—-U'rL, + (0U/OP)(0P/OTY) =0; (t=1,2)

where U’ representsdU/oc;. Totally differentiatingwithre-
spect to Ty and qy, Ly, and L, yields:

dry/dg, = UFLy/(d2U/drg) > 0
dT[]_/dLl = r_]_(U'— U"Hll‘_lLl)/(dZU/dﬂf) <0
dry/dL, = U"RL/(d2U/drd) > 0

dry/dn = drg/dL.

Taking thefirst-order condition from (2) and totally dif-
ferentiating with respect to 1, and g, and L, yields:

dre/dg, = U'GL,/(d2U/dR) > 0

dm/dL, = (U’ — U"'F,L,)/(d?U/dm3) < O.

[1. Second-Period Deposit Rates

By eguation (5) and the fact that g, is distributed uniform
on the unit interval, g5 satisfies:

(a8 ’Lz)r_zrz —Yo(ag + r2) + P28, =0.

Totally differentiating with respect to g5 and y,, L,, and
f, yields:

dag/dy, = (a, + [,)/(aT6/00,) Tol, > 0
dg/dL, = — (ATL/AL) I/ (ATL/dgL) Ll > 0

daB/dl, = — [(OTL/ALY) T, + TLr — Vo] /(ORI ol

By equation (7), qu?/dIA2 is of ambiguous sign because
of firmrisk-aversion. Intuitively, the ambiguity stemsfrom
the possibility that firms are sufficiently risk-averse that
additional second-term loans are privately (as opposed to
globally among creditors as awhole) profitable. Since we
are interested in the case where bank lending falls below
its optimum, we rule out this possibility. We proceed un-
der the assumption that the numerator of that expression
isnegative, i.e., that profits on second-period loans, ne-
glecting their impact on first period debt service, are neg-
ative. This leaves the entire expression positive, implying
that additional bank lending raisesthe possibility of future
bankruptcy.



Totally differentiating (4) with respect to y, and [, L,
and T and simplifying, we then obtain:

dy,/df; = (398/0l){ [(1-§)r (1-1)] - (9a/dy,)} > O
dy,/dL, = (9q5/0L){ [(1-05)*/r(1-1)] — (005/0Y,)} > O

dy,/dt = — PR [(1-a)/r,] — [(3-1)/(1-05)](9a8/0Y,)} <O,

since the denominators of all three are positive when re-
turns to depositors are increasing in v,.

I11. Comparative Statics Concerning
Second-Period Lending Decisions

Totally differentiating thefirst-order condition from (6)
yields:

di,/df; = — (32Q,/0(,0(,)/(92Q/0(3).

By the second-order condition, the denominator is nega-
tive so that:

Sgn[df,/df;] = Sgn[a2Q/aff;].
By (7):

2 o
Sign[sz/dPl]=SignEOR g; %}:—r}ﬁ 10,
2Y 1

where 821,/0L,0(; >0 from our solution for aT/dL, above.
Asabove, Sgn[dl,/dL,] = Sign[azQ/afzaLl]. By (7):

Sgn[dPZ/dLl]zs;gn& AL § 15<o

HoR dL,dL,

where 021,/dL,0L, <0 from our solution for aTL,/dL, above.
Similarly, Sgn[df,/dL,] = Sign[02Q/al,0L,]. By (7):

Do O _ Do,00%n
S = Sgn%2 g2y |
M S, B S Hor g
1 Uor, . 6112_
il I
r, GoL, v+6L22
- ;aF'ZVZ_ (a* Fz) ED< 0.
oloL, i

Similarly, Sgn[df,/dt] = Sgn[82Q/0(,d1]. By (7):

0 ¢°Q D D | 0Q, Loy,

SO ESTer g @ R Ear

O
A +,)dr, >0,
_aniTr(az z)szE
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where 82y,/0(,0T <0 from our solutions for dy,/df, above.
Finally, Sgn[df./dn] = Sign[82Q/a(,0n]. By (7):

0 9%Q D g 692 a o
EaFan il gaR gal_ an 't
100m, . _dy, 3%, nis
+—= Lz _ +1,) OL
rﬁan 2" on aL,on (@ Z)Q
<0.

IV. First-Period Deposit Rates

By equation (5) and the fact that g, is distributed uniform
on the unit interval, qf satisfies:

(8, Ly, LTy —ya(ay + ) + pray = 0.
Totally differentiating (5) with respect to g8 and [, yields:
dgB/dl, = - [(em/of)Tyf;
+ Ty -Y1]/(0T/0g) THfy > 0

inthe range in which positive lending takes place since the
individual bank returns on first-period lending must be
positive in the presence of bank risk-aversion. Totally dif-
ferentiating (4) with respect to'y; and f; then yields:

dy,/df; = @aB/aly){[(1-B)Zry(1-1)]
— (9q/ay)} > 0.

As above, the denominator of these termsis positive in
the relevant range where returns to depositors are increas-

inginys;.
Totally differentiating (5) with respect tog? and |, yields:

dg/dl, = — n(@TL/L,)/(dT/dqy) > O,

since dty /0L, < 0 as shown abowve. Totally differentiating
(4) with respect toy, and f; then yields:

dyy/dl; = (909/0L )/ [(1-0F)%r(1-1)]
— (0GB/dy)} > .

Takingl, asgiven, totaly differentiating the debtor’ sfirst-
order condition from (2) (shown abowe) with respect to
Thand nyields:

dmy/dn = (dm,/dL,)(dL,/dn) + (dm/dL,)(dL,/dn).
Substituting, recalling that L, = nl, ,
dmy/dn =ryl;, (U'—=U"myr,L,)/(d?U/dTE)
+U""r,L,/(d?2U/dg)[l, + n(dl,/dn)],
where dl,/dn < 0 as shown above. Simplifying:
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dry/dn = {l,U’'— U"L [y,
— I, — n(dl,/dn)]}>/(d?U/dre).

This term is of ambiguous sign because it is unclear
whether an increase inn resultsin an increase or decrease
in second-period lending, which has a positive impact on
first-period debt service. The ambiguity correspondsto the
fact that an increase in n results in decreased lending per
bank, but more banks in the lending package. We proceed
under the assumption that a collective action problem ex-
ists, i.e., that anincreasein n resultsin adecreasein first-
period debt service. Thisrequiresthat the aboveexpression
be negative. Under this condition, totally differentiating
(5) with respect to gf and nyields:

dg®/dn = — n(0my/an)/(dt,/dq,) > O.

Totally differentiating (4) with respect toy, and n then
yields:

dy/dn = (00/on){ [(1-aF)%/r,(1-1)] - (90f/dy,)} > O.
Moreover, note that:
_ —(0ag/on)[(1-af)*/r1(1-1)7]
([0, (1-1)] — (00%/0y,)}? )

Finally, totally differentiating (4) with respect toy; and T
yields:

92y,/0naT

dyy/dt = — a2 [(1-0f)/r4]
— [(-0)/(1-qp)] (0qz/oy,)} <O.

V. First-Period Equilibrium

Insigning (17), by thefirst-order cAondition, agl/af =0.By

the second-order condition, 3%Q,/012 < 0. By (15),0%Q,/0l,0n
satisfies:

#Q,  0Q, Wotm . om o _ .

= AL LY.

olon ~ oR goL2 't oL, 't

- %<al+Pl)+B%ze_%
2

_ 0%y, oL, aiJ2
FZ araL, @ aurl) 3 dan @, "
U o1t _ 0 L
+ Enz Y, * T[Z F - —F'yz—(az"' Fz) E

which isof ambiguous sign. A sufficient but not necessary
condition for the expression to be negative is that dL,0n >
0. In other words, despite the fact that each bank lendsless
inthefinal period, theincreasein the number of banksim-
pliesthat the total lesel of new lending increases. We pro-
ceed by accepting this condition, under which the entire
expression can be signed as negative.
By (5) and (14) 0Q,/0n satisfies:

0Q,/0n = (0Q,/ORK{ [ (T /oNn)T,[;
— @yy/on)(ag+)] + (W) [(@mLon)Fl,
— (@y.lon)(a+y)]} <.

It follows that the determinant of the systemis positive.
0%Q,/01,0t satisfies:

0Q,/01,0t = 0Q/0R [0°R,/d1,0T
+ (Ur)0%R,/01,01] > O,
where:
0%R/0l,0t = —dy,/dT — (0%y,/01,0T)(a+l,)
>0;
(t=1,2
since:
0%y,/01,01 = - [1(19P)](0gF/al,) < 0.
0Q,/01 satisfies:
0Q,/0t = 0Q/0R[— (0y,/01) (3, H,)
— (Ury)(0y.l0T)(astl,) > 0.
By Cramer’srule:
o/t = — (82Q,/('2)(0Q,/0T)/D > 0
dl,/0t = — (92Q,/0l,07)(9Q,/0N)
+ (02Q,/0(,0N)(9Q,/d1)]/D = 0,

where D represents the determinant of the system.
Similarly, for theimplicit deposit insurance comparative
static exercisein (21):

02Q,/0(,08 = 0Q/OR[92R, /0,05
+ (Ur,)02R,/0(,03] > 0
where:
02R/0(,08 = — dy,/ 35 — (02,/01,08) (3, H,)
>0;
t=1,2)



since:

0y;/0d =—[rnl, (1-1)/(29P) <0; (t=1,2)

and:
02y,/01,08 = —[r;nl,(1-1)/(1-qf)] (9g%/al,) <O

0Q,/05 = 0QIOR[— (8y,/03) (a+ly)
— (Uny)(3y,/08)(a+)] > 0.
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This paper examines the properties of X-inefficiency and
the relations of X-inefficiency with risk-taking and stock
returns for U. S, banking firms. After controlling for scale
differences, the average small size banking firm is found
to be relatively less efficient than the average large firm.
Smaller firms also exhibit higher variations in X-ineffi-
cienciesthan their larger counterparts. While the average
X-inefficiency appears to be declining over time, the rank
orderings of X-inefficiency are found to be quite persistent.
Furthermore, less efficient banking firms are found to be
associated with higher risk-taking, and firm-specific X-in-
efficiencies are significantly correlated with individual
stock returns for smaller banking firms.

The efficiency of banking organizations has been studied
extensively in the banking literature. Earlier studiestended
to focus on theissues of scale and scope efficiencies. Scale
efficiency refersto the relationship between afirm’s aver-
age cost and output. Detection of a U-shaped average cost
curvesuggeststhat thereisan optimal scale of production,
at which point the production cost would be minimized.
Scope efficiency refers to the economies of joint produc-
tion, where the costs of producing joint products are less
than the sum of their stand-al one production costs. Though
extensive, the studies of the scale and scope efficiencies of
financial institutions to date do not seem to provide con-
clusive evidence on the economic significance of these
types of inefficienciesin U.S. banking firms.

More recently, research on banking efficiency has de-
voted more attention to the issue of X-inefficiency. X-
inefficiency refers to the deviations from the production-
efficient frontier which depicts the maximum attainable
output for agiven level of input. The concept of X-ineffi-
ciency was introduced by L eibenstein (1966), who noted
that, for avariety of reasons, people and organi zations nor-
mally work neither ashard nor as effectively asthey could.
When applied to U.S. banking firms, research to date sug-
gests that X-inefficiencies appear to be large and tend to
dominate scale and scope inefficiencies.!

Because most of the studies of X-inefficiencieswere
based on cross-sectional analyses, the time-series proper-
tiesof X-inefficienciesin U.S. banking firmshave not been
well-documented. Thereislittleinformation on how X-in-
efficienciesin banking may evolve over timein responseto
market forces and on how the rankings of X-inefficiency
of individua banking firms may change over time. These
issues are especialy interesting given the substantial
changes in banking markets and banking regulations that
have occurred during the past decade. For instance, if in-
efficient banking firms have a tendency to remain ineffi-
cient, it would be of interest to investigate how they can

1. In their summary of recent research, Berger, Hunter, and Timme
(1993) indicated that X-inefficiencies in banking account for approxi-
mately 20 percent or more of banking costs, while scale and scope ef -
ficiencies—when they can be accurately estimated—are usually found
to account for less than 5 percent of costs. See aso Berger and
Humphrey (1991).
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remain economically viable and not be driven out of the
banking market. Policymakers would be concerned about
whether inefficient banking firms pose additional risks to
the banking system and its safety net. Investors would be
interested in the rel ationship between the firm-specific X-
inefficiencies and the market valuation of bank stocks.

To examine these issues, we estimate a stochastic cost-
efficient frontier ala Aigner, Lovell, and Schmidt (1977)
based on a multiproduct translog cost function. Semian-
nual data for a sample of 254 bank holding companies
from 1986 to 1991 are grouped into size-based quartilesto
alow for different production technologiesfor each szeclass.
Separate cost functions are estimated for each size quartile
using the method of maximum likelihood. An estimate of
X-inefficiency for each samplefirm at each sample period
is then derived following the method of Jondrow, Lovell,
Materov, and Schmidt (1982).

As in the cross-section results reported in earlier stud-
ies, we find that X-inefficiencies are quite large. Further-
more, several interesting properties of X-inefficiencies aso
are detected. First, both the level of X-inefficienciesand
their cross-sectional variations are, on average, noticeably
smaller for large banking firmsthan for smaller firms. Sec-
ond, regardless of firm size, X-inefficiencies appear to
have declined gradually between 1986 and 1990, and then
edged upwvard during 1991. Third, despitethedeclinein X-
inefficiencies, the rank orderings of firm-specific X-ineffi-
ciencies are highly correlated over time. Specifically, the
rank ordering persists for approximately three and one-
half yearsfor the sample firmsthat arein the three smaller
size quartiles, and for about one year for the sample firms
that arein the largest size quartile.

The finding that based on rank ordering, inefficient
banking firmstend to stay inefficient leads usto investigate
how these inefficient firms can be economically viable, if
banking marketsaretruly contestable and efficient. Thisis
especially puzzling given recent changes that suggest in-
creased competition and substantial entry by non-banking
firms in financia markets. We hypothesize that many
banking markets may be effectively insulated, at |east dur-
ing the time period of this study, which enablesinefficient
firms to continue to survive by earning economic rents.
Perhaps more importantly, with fixed premium deposit in-
surance during our sampl e period, inefficient firmsmay be
induced to compensate for their inefficiencies by extract-
ing subsidies from the FDIC through greater risk-taking.?
Moreover, the managers of inefficient banking firms, who
are more likely to be entrenched, may be inclined to take

2. Themoral hazard of fixed-premium deposit insurance has long been
recognized in the banking literature (seefor exampleMerton 1977, Mar-

onmorerisk (Gorton and Rosen 1995). Finally, it is possi-
blethat bank regul ators may exacerbate thisrisk-taking in-
centive by delaying much needed regulatory actions on
problem institutions (see, for example, Kane 1992, Kane
and Kaufman 1993). Taken together, the hypothesis that
inefficient banking firms may be associated with higher
risk-taking seems plausible.

We find astrong association between our X-inefficiency
estimates and various proxies for bank risk-taking in all
four size classes. Specifically, inefficient firmstend to have
higher common stock return variance, higher idiosyncratic
risk in stock returns, lower capitalization, and higher loan
charge-offs. Furthermore, firm-specific X-inefficiencies are
found to have explanatory power for banking firms' stock
returns, after controlling for the stock market return and
changesin therisklessinterest rate.

Theremainder of this paper is organized asfollows. Section
| describes the approach we use to estimate firm-specific
X-inefficiency. Section Il outlines the data used in this
study. The properties of the estimated X-inefficiency for
our samplebanking firmsarediscussedin Section I11. Sec-
tion IV examines the relationship between X-inefficiency
and bank risk-taking. Section V investigates the relation-
ship between X-inefficiency and bank stock returns. Sec-
tion VI summarizes and concludes this paper.

|. MEASURING X-INEFFICIENCY
IN BANKING

To measurethe X-inefficiency of individual banking firms,
we use the stochastic efficient frontier methodology of
Aigner, Lovell, and Schmidt (1977). In this method, a
banking firm's observed total cost is modeled to deviate
from the cost-efficient frontier due to random noise and
possibly X-inefficiency. For the nth firm,

(D) InTC,, = f(InQ;,InR) +¢,

where TC,, is the total cost for firm n, Q; are measures of
banking output, and B are input prices. In equation (1), €,
is atwo-component disturbance term of the form:

@) €= Mt Oy,

where ,, represents arandom uncontrollable factor and o,
is the controllable component of €. In equation (2), W, is
independently and identically distributed normal with zero
mean and o, standard deviation, i.e., N(O,ouz). Theterm g,
is distributed independently of p,, and has a haf-normal

cus 1984, and Keeley 1990). Furthermore, Marcus and Shaked (1984),
Ronn and Verma (1986), and Pennacchi (1987) provide evidenceonthe
mispricing of deposit insurance.



distribution, i.e., §, isthe absolute value of avariable that
isnormally distributed with zero mean and standard devi-
ation o5, N(0,05).

The X-inefficiency of firm n, defined as c,,, can be ex-
pressed as the expected value of o, conditional on g,
(Jondrow, Lovell, Materov, and Schmidt 1982):

(3) c,=E(d[%,) =[aN/(1+A?)][@(eA/O)/D(g,A/O)
+¢g,Al0]

where A is the ratio of the standard deviation of 8,to the
standard deviation of , (i.e., 05/0,), 02 = 0%+ 0%, ®is
the cumulative standard normal density function, and ¢
isthe standard normal density function. Estimatesof ¢, are
obtained by evaluating equation (3) at the estimates of 6%
and 6%, .

To specify the cost function in equation (1), we employ
the following multiproduct translog cost function:

(A)INTC =0, + ZaiInQ + ZBINR + ,Z Ty dnQINQ,
+ 1,33 (plnRINR, + %30 InQINR

where TCistotal operating costs (including interest costs),
Q; are outputs, and P, are input prices. Five measures of
banking outputsareincluded: book value of investment se
curities (Q1), book value of real estate loans (Q2), book
value of commercial and industrial loans (Q3), book value
of consumer loans (Q4), and off-balance sheet commit-
ments and contingencies (Q5) which include loan com-
mitments, letters of credit (both commercial and standby),
futures and forward contracts, and notional value of out-
standing interest rate swaps. Three input prices are uti-
lized: the unit price of capital (P1) measured as total
occupancy expensesdivided by fixed plant and equi pment,
theunit cost of funds (P2) defined astotal interest expenses
divided by total deposits, borrowed funds, and subordinated
notes and debentures, and the unit price of labor (P3), de-
fined as total wages and salaries divided by the number of
full-time equivalent employees. The linear homogeneity
restrictions,

ZIBJ = l, thjh = 0, DJ, ZJCQJ = 0, D|,

are imposed by normalizing the total cost and the input
prices by the price of labor. To allow the cost function to
vary across size classes, the sample banking firms arefirst
sorted into size-based quartiles according to average total
assetsbetween 1986 and 1991. Assuming the cost function
to be stationary over time, pooled time-series cross-section
observations are used to estimate the stochastic cost fron-
tier separately for each size-based quartile by the method
of maximum likelihood. Estimates of ¢, which represent
the measure of firm-specific X-inefficiency, are then com-
puted for each sample firm in each sample period.
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[l. DATA

Semiannual bank holding company data from 1986 through
1991 are obtained from the Federal Reserve FRY -9C Bank
Holding Company Reports. Since only bank holding com-
panies with total consolidated assets of $150 million or
more or with more than one subsidiary bank are required
tofilethe FR Y-9C Report, our sample consists mainly of
larger banking organizations. Daily stock price datafor our
sample bank holding companies are obtained from the
Center for Research in Security Prices (CRSP) at the Uni-
versity of Chicago.

Our sample consists of 254 bank holding companies, of
which 174 had compl ete time-series data from 1986 through
1991. The averagetotal assets of the 174 samplefirmswith
a complete time series of observations are used to sort
these firmsinto size-based quartiles. The remaining 80 sam-
ple firms with an incomplete time series of observations
are then classified into respective size classes using the
quartilebreak pointsestablished by the 174 firmsat match-
ing time periods. This classification method ensures that
the samplefirms stay in the same size class throughout the
study period, which is necessary to study the time-series
properties of X-inefficiency.®

Table 1 reports the summary statistics of banking out-
puts, input prices, total assets, and total costs for the 254
sample banking firms. Both firm size and the cost function
variables are highly skewed, indicating the desirability of
grouping firms into size classes. In addition, off-balance
sheet activities tend to be concentrated in the larger firms
in the sample, further suggesting that the cost functions of
large banking firms may be different from those of smaller
firms.

[11. PROPERTIES OF X-INEFFICIENCY
IN BANKING

Table 2 reports summary statistics of the estimates of ¢, in
equation (3). These firm-specific X-inefficiency estimates
are derived from the stochastic cost frontier estimated
separately for banking firms in each size-based quartile.
Consistent with earlier studies, we find that substantial in-
efficiencies exist in banking, averaging between 10 to 20
percent of total costs. However, after controlling for scale

3. Potential misclassification dueto intertemporal size changes of indi-
vidual firms does not seem to be a major concern. If the sample firms
had been permitted to move freely from size class to size class in-
tertemporally, there would have been 69 instances of firms moving up
to the next size class (of which 51 are within 10 percent of the quartile
break points), and 77 instances of firms moving down to the next size
class (of which 72 are within 10 percent of the quartile break points).
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differences, both the mean and the median estimates of
inefficiency decrease monotonically from Quartile 1 to
Quartile 4. This suggests that, on average, smaller bank
holding companies deviate more from their respective
cost-efficient frontier than do larger bank holding compa
nies. Relatively speaking, smaller banking firms appear to

TABLE 1

be less efficient than their larger counterparts. Moreover,
both the intra-quartile range and the standard deviation of
inefficiency decrease with firm size. Hence, not only are
smaller firmsrelatively less efficient than larger firms, but
their variationsin X-inefficiencies also seem to be higher
than their larger counterparts. Interestingly, Table 2 also

DATA SUMMARY FOR 254 BANK HoLDING CoMPANIES, BASED oN SEMIANNUAL DATA FROM 1986 To 1991

25TH PERCENTILE MEebpIAN MEeaN 75TH PERCENTILE
Total assets 1,198,481 2,779,545 9,814,536 8,110,207
Commercia and industrial |oans? 164,143 434,074 1,657,808 1,435,509
Resdl estate loans® 306,258 689,684 2,136,602 1,857,829
Consumer loans? 139,356 345,852 1,178,900 957,541
Investment securities® 266,438 613,962 1,407,576 1,480,544
Commitments & contingencies*® 71,486 307,048 17,684,563 1,984,561
Total costst 50,644 121,354 462,233 346,316
Price of labor® 12.41 14.02 14.85 16.08
Price of physical capital® 0.126 0.166 0.180 0.219
Price of funds 0.025 0.027 0.028 0.030
Number of observations 2,733

ain thousands of dollars.
b in thousands of dollars per full-time equivalent employee.
¢ in thousands of dollars per thousands of dollars of fixed assets.

din thousands of dollars per thousands of dollars of deposits and borrowed funds.
e includes loan commitments, letters of credit, futures and forward contracts, and notional value of outstanding interest rate swaps.

TABLE 2

SUMMARY STATISTICS OF X-INEFFICIENCY

QUARTILE1 QUARTILE 2 QUARTILE3 QuUARTILE4

Mean 0.1855 0.1446 0.1211 0.0808
Median 0.1483 0.1166 0.1003 0.0704
Minimum 0.0146 0.0197 0.0159 0.0208
Maximum 0.9460 0.6144 0.4708 0.3212
Std. Deviation 0.1454 0.0977 0.0819 0.0417
Skewness 1.6447 1.4156 1.2244 14741
Kurtosis 3.1797 2.4199 1.4317 3.0111
N 774 657 643 659

Note: Quartile 1 (4) contains the smallest (largest) firms.
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shows that the X-inefficiency estimates are positively
skewed and that they are morefat-tailed for firmsin Quar-
tiles1 and 4.

Figure 1 depicts the 10th and 90th percentile of the X-
inefficiency estimatesat each semiannual subperiodfor the
174 firmsthat have completetime-seriesof inefficiency es-
timates. In addition to confirming that controllable firm-
specific inefficiency tends to be relatively larger and to
have higher variation among smaller banking firms, Fig-
ure 1indicatesthat the median X-inefficiency estimate ex-
hibits a gradual decline from 1986 to mid-1990, and then
turns up slightly during the last three quarters of the sam-
pling period. The declinein inefficiency from 1986 through
1990 suggests that the market and regulatory changesin
banking during the 1980s may have forced banking firms
to respond to increased competition in banking by operat-
ing more efficiently. While the dlight increase in ineffi-
ciency since 1990 is somewhat puzzling, the observed
pattern may be related to regulatory devel opments that oc-
curred during thisperiod. First, theincreasein inefficiency
may be partially driven by the steep rise in deposit insur-
ance premiums, from 8.33 cents per $100 of domestic de-
positsin 1989 to 23 cents per $100 of domestic depositsin
1992. This structural change in banking costs may not be
fully reflected by W, in equation (2) and may spill over into
9, resulting in higher estimated i nefficiencies. Second, the
increase in capital requirements as a result of the 1988
Basle Capital Accord may |ead to spurious estimates of X-
inefficiency# It is possible that banking firms may have
responded to the risk-weighted capital requirement by re
balancing their product mix, for example, by shifting from
loans to investment securities.® While the shift in product
mix may bean efficient way to addressthe new capital con-
straint, this shift can result in higher observed inefficiency
if, for example, the factors of loan production cannot be
quickly adjusted to the new product mix.

The final property of X-inefficiency to be investigated
in this section is the issue of persistence. Specifically, we
areinterested in examining thetemporal relationship of the
cross-sectional rankings of individua firms' inefficiency
estimates. Table 3 reports the Spearman rank correlations
of the estimated inefficienciesfor firmswhich have a com
pletetime seriesof databetween June 1986 and eleven sub-
sequent time periods. In Quartiles 1, 2, and 3, the rank
orderings of X-inefficiency are significantly correlated over
time at the 1 percent level for seven subperiods, suggest-

4. The Accord requires that the minimum standard ratio of capital to
weighted risk assets be 8 percent, of which the core capital element
must be at least 4 percent to be effective at the end of 1992.

5. Some banking observersfurther attribute thisportfolio shift to the so-
called credit crunch in 1990.
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ing that the ranking of firm-specific inefficiency persists
for up to three and one-half years. For the largest firmsin
Quartile 4, the rank orderings of X-inefficiency aresignif-
icantly correlated at the 1 percent level for only two sub-
periods, indicating that the ranking of X-inefficiency is
relatively short-lived for large banking firms. Qualitatively
similar results are obtained when different reference peri-
ods are used.

The findingsin Table 3 again imply that the properties
of the controllable firm-specific X-inefficiency for thevery
large banking firms are quite different from those of the
smaller ones. The very large banking firms, on average, seem
to operate closer to their respective efficient frontiers, and
their firm-specific X-inefficiency appears to be transitory.
In contrast, the smaller firms, on average, tend to operate
further avay from their respective frontiers, and their firm-
specific X-inefficiency appears to be more permanent.

V. X-INEFFICIENCY AND BANK
Risk-TAKING

The apparent persistence of X-inefficiency, at |east among
the smaller banking firms, prompts us to investigate how
inefficient firms can remain economically viable, espe-
cially if financial markets are efficient. Specifically, do in-
efficient firms do anything differently to compensate for
being off the efficient frontier? In this paper, we investi-
gate one plausible linkage between controllable X-ineffi-
ciency and firm behavior, namely, bank risk-taking. With
fixed premium deposit insurance, the moral hazard hypo-
thesis postul ates that a bank insured by the FDIC may be
able to increase the option value of deposit insurance by
increasing bank risk. Theoretically, deposit insurance can
be modeled asa put option written by the FDIC to the bank
(Merton 1977). For simplicity, assuming all bank debtsare
insured at face value, in the event of insolvency, an insured
bank can put the bank’ sassetsto the FDIC at thefacevalue
of itsdebts, and the value of this put option increases with
thebank’ sasset risk. However, not all banksengageinrisk-
maximizing behavior. The valuable bank charter, which
will be lost upon failure, limits bank risk-taking (Marcus
1984 and Keeley 1990). To the extent that an inefficient
banking organization may have alower charter valueto be
preserved, it may be more prone to risk-taking than an ef-
ficient banking firm. Thus, it would be interesting to find
out whether inefficient firms are associated with a higher
level of risk.

We use five measures of bank risk, of which three are
market-based and two are accounting-based. The three
market measures of risk are: (i) standard deviation of daily
stock returns, which reflects the total systematic and non-
systematic risks of the banking firm's common stock; (i)
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SrEARMAN RANK CoRRELATION COEFFICIENTS OF INEFFICIENCY ESTIMATES AT JUNE 1986

AND SUBSEQUENT TIME PERIODS

TimE PerioD QUARTILE 1 QUARTILE 2 QUARTILE 3 QUARTILE4
Dec. 86 0.7809" 0.7862""" 0.8003™" 0.6951""
June 87 0.7792"" 0.7171™ 0.6727"" 0.4737"
Dec. 87 0.7377""" 0.6192""" 0.4665™" 0.2087"
June 88 0.6070""" 0.5326™" 0.4684""" 0.3580™"
Dec. 88 0.6077"" 0.4769™" 0.4644""" 0.3082""
June 89 0.6226"™" 0.5240™" 0.3959™" 0.2971
Dec. 89 0.4276™" 0.6890™" 0.4186™" 0.5158™
June 90 0.3582" 0.5353™" 0.1356 0.3703"
Dec. 90 0.2576" 0.3882""" 0.2486 0.2153
June 91 0.3248" 0.2530° 0.1750 0.1871
Dec. 91 0.2611" 0.2547 0.1128 0.1718
N 43 44 44 43

., " indicate significance at the 1 percent, 5 percent, and 10 percent levels, respectively.

standard deviation of the residuals from the Market
Model 6 which captures the non-systematic, idiosyncratic
risk of the firm’s stock; and (iii) the ratio of market value
of equities to book value of total assets, which measures
the banking firm’s capitalization. The two accounting meas-
uresof risk are (i) theratio of book value equity to total as-
sets and (ii) the ratio of loan charge-offs to total loans,
which measure respectively the firm’'s book value capital -
ization and exposure to credit risk.” The mora hazard hy-
pothesis predicts that inefficiency is positively related to
the total risks and the idiosyncratic risk of stock returns,
negatively related to capitalization, and positively related
to loan charge-offs.

Panels A and B of Table 4 report the Pearson correla-
tion coeffi cients between the estimated X -inefficiency and
the five risk measures. Regarding stock returns, X-ineffi-
ciency isfound to be positively correlated with both the to-
tal risks and the idiosyncratic risk of the banking firm's
stock at the 1% significance level, regardless of firm size.

6. In the Market Model, daily individual stock returns are regressed
against the CRSP value-weighted market portfolio returns and an in-
tercept term.

7. A caveat with respect to theratio of loan charge-offsto total loansis
that it also may capture managerial quality, whichiscorrelated with in-
efficiency.

On the association between inefficiency and capitaliza-
tion, X-inefficiency is found to be negatively correlated
with market value capitalization for firmsin Quartiles1, 2,
and 3 at the 1 percent significancelevel and negatively cor-
related with book value capitalization for firmsin al size
classes at the 1 percent significance level. Finaly, on the
relation between inefficiency and credit risk, X-inefficiency
is found to be positively correlated with loan charge-offs
at the 1 percent significance level for firmsin Quartiles 1,
2, and 3, and at the 5 percent significancelevel for firmsin
Quartile 4.

However, since the volatility of stock returns is posi-
tively related to capitalization, ceteris paribus, the bivariate
relations between inefficiency and stock returnvolatility in
panel A may be confounded by the effect of capitalization.
To control for the leverage effect, standard deviations of
daily stock returns are regressed against the inefficiency
estimate and theratio of market val ue equity to book value
total assets. The OL S estimation results, reported in panel
C of Table 4, indicate that even after controlling for the
leverage effect, inefficiency has asignificantly positive ef-
fect on stock return volatility. Similar results are obtained
when the dependent variable is replaced by the standard
deviation of the Market Model residual, reported in panel
D of Table4. Therelations between inefficiency and risks
embedded in stock returns seem robust.
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TABLE 4

ReLATIONS BETWEEN X-INEFFICIENCY AND FIRM Risk FOR 254 BaNk HoLbinGg ComPANIES FROM 1986 1o 1991

PaNEL A: PEARSON CORRELATION COEFFICIENT BETWEEN INEFFICIENCYAND MARKETMEASURE OF RISK

STANDARD DEVIATION STANDARD DEVIATION MARKET VALUE
oF DaILY OF RESIDUALS FROM EquiTyTO
Stock RETURNS MARKET MODEL Book VALUE AsseTSs N
Quartile 1 0.3605" 0.3637""" -0.3333"™ 636
Quartile 2 0.2906"" 0.2961™" —0.3636""" 596
Quartile 3 0.1786™" 0.1791™" -0.2589"" 550
Quartile 4 0.1493™" 0.1462"" -0.0676 554

PaNEL B: PEARSON CORRELATION COEFFICIENT BETWEEN INEFFICIENCYANDACCOUNTING MEASURE OF RISK

RATIOOF LOAN Book VALUE
CHARGE-OFFS EquiTyTOo
To ToTAL LoANS AsseT RATIO N
Quartile 1 0.5288"" —0.5355"" 774
Quartile 2 0.4708™" —0.3469™" 657
Quartile 3 0.3162"™" —0.3388"" 643
Quartile 4 0.0782" -0.2531"™"" 659

PaNEL C: OL S REGRESSION OF STANDARD DEVIATION OF STOCK RETURNS ON INEFFICIENCYAND CAPITALIZATION

MARKET VALUE
EquiTyTO
INEFFICIENCY TotAL ASsETS N
Quartile 1 0.058™" -0.130"" 636
(0.008) (0.022)
Quartile 2 0.026™" -0.118™" 596
(0.006) (0.013)
Quartile 3 0.013" -0.107"" 550
(0.006) (0.012)
Quartile 4 0.033™ -0.125™" 554
(0.010) (0.013)

PaNEL D: OLS REGRESSION OF STANDARD DEVIATION OF MARKET MODELRESIDUALS ON INEFFICIENCYAND CAPITALIZATION

MARKET VALUE
EquiTyTO
INEFFICIENCY ToTAL ASSETS N
Quartile 1 0.059"™" -0.130™" 636
(0.008) (0.022)
Quartile 2 0.025"" -0.117"" 596
(0.006) (0.013)
Quartile 3 0.012" -0.101"™"" 550
(0.006) (0.012)
Quartile 4 0.026"" -0.105™" 554
(0.008) (0.011)

**x ** indicate significance at the 1 percent and 5 percent levels, respectively. Standard errors are in parentheses.



Taken together, the findings provide strong evidence
that X-inefficiency isassociated with bank risk-taking and
thus are consistent with the moral hazard hypothesis. In-
efficient banking firms tend to have higher stock return
variances, higher idiosyncratic risk in stock returns, |ower
capitalization, and higher loan losses. While the results
in Table 4 reflect association, and not necessary causation,
X-inefficiency seems to have important implications for
risk management and bank safety, which should concern
bank management as well as bank regulators.

V. X-INEFFICIENCY AND Stock MARKET
VALUATION

This section further explores the relationship between X-
inefficiency and bank stock returns. Previous research has
shown that bank stock returns are sensitive to changesin
interest rates, in addition to the market return, based on the
two-index model (see, for example, Flannery and James
(1984), Kane and Una (1990), and Kwan (1991)). Both
Flannery and James (1984) and Kwan (1991) also found
that the sensitivity of bank stock returns to interest rate
changes is related to the individual bank’s assets and lia
bilities maturity profile, indicating that certain firm-spe-
cificfactorshaveexplanatory power for bank stock returns.
In asimilar spirit, it would be interesting to test whether
another firm-specific factor, namely, operating efficiency,
also provides explanatory power for bank stock returns.

TABLES
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To test the effect of operating efficiency on bank stock
performance, the two-index model is modified to include
the X-inefficiency estimate, in addition to the market re-
turn and changes in long-term interest rates?

(5 Ri=Bo*BiRy + BoR: + Bslnefficiency;; + €,
where

Ry = return on firm j’s stocks for the semiannual period
ending at timet,

R, = return on the CRSP val ue-weighted market portfolio
for the semiannual period ending at timet,

R = relative change in 30-years constant maturity Treas
ury yield (y) from timet-1to timet, i.e., (Yi— Y )/Vi1,

Inefficiency,, = firm j's estimated X-inefficiency for the
semiannual period ending at time t, 3's are regression co-
efficients, and g;; is the disturbance term.

Equation (5) is estimated by OLS using pooled time-
series cross-section observations separately for each size
class and the results are reported in Table 5. Consistent
with prior studies, the coefficients of the CRSP market
portfolio return are significantly positive and are close to
unity. Moreover, the coefficients of the relative changein

8. Using short-term interest rates provides qualitatively similar results.

OL S ReGREssION ResuLTsoF Bank Stock ReETURNS oN THE CRSP MARKET RETURN, RELATIVE CHANGE
IN THE LONG-TERM TREASURY Y IELD, AND X-INEFFICIENCY

CoEFFICIENT ESTIMATE

Treasury Yield
Market Return Change Inefficiency, N Adj. R?
Quartile 1 1.0233 -0.5684 -0.3718 569 0.30
(12.597)" (-5.115)"" (-5.034)"™""
Quartile 2 1.0706 -0.6259 -0.4349 543 0.33
(13.368)""* (-5.672)"" (-4.311)"
Quartile 3 1.1278 -0.6608 -0.1337 505 0.43
(16.136)"" (=7.024)y"" (-1.280)
Quartile 4 1.3554 -0.4728 -0.3148 512 0.42
(17.433)" (—4.437)™ (~1.365)

*** indicates significance at the 1 percent level; t-statistics are in parentheses.
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long-term bond yield are significantly negative, indicating
that increases in interest rates have a negative effect on
bank stock returns. Thelevel of firm-specific X-inefficiency
issignificantly negatively related to bank stock returnsfor
firmsin Quartiles 1 and 2, suggesting that inefficiency has
anegative effect on stock returns. Although it has the ex-
pected negative sign, the coefficient of X-inefficiency isin-
significant for the larger firm quartiles. However, the fact
that the X-inefficiency is both smaller and has less cross-
sectional variation among larger firms may make it more
difficult to detect a statistically significant relationship be-
tween X-inefficiency and stock returnsfor thesefirms. On
balance, inefficient banking firms seem to be associated
with poor stock return performance, ex post.

V1. SUMMARY AND CONCLUSION

Our findings provide further empirical evidence that sub-
stantial X-inefficiencies seem to exist in banking. In addi-
tion, several interesting properties of X-inefficiency are
detected. After controlling for scale differences, smaller
banking firmson average arefound to berel atively | ess effi-
cient than larger banking firms. Moreover, smaller banking
firms tend to exhibit larger variations in X-inefficiencies
than larger firms. While the findings suggest that the aver-
age large banking firm operates closer to its respective ef-
ficient frontier than the average small banking firm, the
sources of these cross-sectional variationsin X-inefficien-
cies can be answered only by future research.

Furthermore, the average X-inefficiency appearsto decline
over the period 1986 to mid-1990, apparently responding
to the increased competition in banking wrought by market
and regulatory changes. Although the average X-ineffi-
ciency seemsto be falling, therank orderings of firm-spe-
cific X-inefficiency are strongly correlated over time. The
persistence of X-inefficiency rankings suggests that rela-
tively efficient (inefficient) banking firms tend to stay rel-
atively efficient (inefficient) over afairly long period.

The persistence of firm-specific X-inefficiency leads us
to investigate how the inefficient firms compensate for
their inefficiency in the banking industry in order to avoid
being driven out of the banking market. A strong correla-
tion between firm-specific X-inefficiency and bank risk-
taking is detected. Specifically, inefficient banking firms
exhibit higher stock return variances, greater idiosyncratic
risk in stock returns, lower capitalization, and higher loan
charge-offs. The findings are consistent with the moral
hazard hypothesis that inefficient banking firms may be
ableto extract larger deposit insurance subsidies from the
FDIC to offset part of their operating inefficiencies. Hence,
operating inefficiencies should concern not only bank
management but also bank regulators.

Finaly, for the smaller banking firms which exhibit
large cross-sectional variations in X-inefficiencies, bank
stock returns are found to be significantly negatively re-
lated to firm-specific X-inefficiency, after controlling for
the market return and changes in risk-free interest rates.
However, X-inefficiency appearsto providelittle explana-
tory power for the stock returns of larger banking firms,
which tend to be more clustered together inside their re-
spective efficient frontiers. The detection of a significant
statistical relationship between X-inefficiency and ex post
bank stock returns lays the groundwork for amore impor-
tant research question: whether and how operating risk is
priced in bank stocks.
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This study examines the empirical relationship between
changesin commodity pricesand inflation by looking at the
performance of non-oil commodity prices as stand-alone
indicators of inflation and in conjunction with other lead
ingindicators of inflation. The resultsindicate that the em-
pirical link between commodity prices and inflation has
changed dramatically over time. Commodity prices were
relatively strong and statistically robust leadingindicators
of overall inflation during the 1970s and early 1980s, but
they have been poor stand-alone indicators of inflation
sincethe early 1980s. When considered in conjunction with
other likely indicators of inflation, non-oil commodity
prices have had a somewhat more statistically robust rela-
tionship with inflationin recent years,though theadded in-
formation content in commodity prices regardinginflation
islimited.

Commodity prices rose sharply from mid-1993 into 1995,
more than 20 percent according to the Commodity Re-
search Bureau index for all commodities. This burst in
commodity prices raised concerns that overall inflation,
which had been running at the lowest rate in years, would
soon be on the rise. Despite the run-up in commodity
prices, however, overal inflation remained relatively stable.

The role of commodity prices as precursors of inflation
has been addressed extensively in theliterature, with vary-
ing results. A long list of studies has shown that changes
in the Commodity Research Bureau index and other com-
modity price indexes led aggregate inflation in the 1970s
and the first part of the 1980s. At the same time, studies by
Garner (1995) and Bloomberg and Harris (1995) find that
some commodity prices have not been reliable leading indi-
cators of inflation since about the mid-1980s.2

This study examinesthe empirical relationship between
changes in commodity prices and inflation by looking at
the performance of non-oil commodity prices as stand-
aloneindicators of inflation and in conjunction with other
leading indicators of inflation. Theresultsindicate that the
empirical link between commaodity pricesand inflation has
changed dramatically over time, largely because of the
changes in the extent to which movements in commaodity
prices reflect idiosyncratic shocks. Commodity prices
were relatively strong and statistically robust leading indi-
catorsof averal inflation during the 1970sand early 1980s,
a period dominated by relatively high inflation in com-
modity prices and in overall prices. However, commodity
prices have been poor stand-alone indicators of inflation
since the early 1980s, a period during which overall infla-
tion has been relatively low and stable while commodity

1. For evidence on the short-run relationships see, for example, Cody
and Mills (1991), Hafer (1983), Garner (1985), Defina (1988), Webb
(2989), Furlong (1989), Kugler (1991), and Trivedi and Hall (1995).

2. Garner (1995) finds evidence of a decline in the statistical signifi-
cance of several leading indicator variablesin explaining inflation. For
commodity prices, the study finds that lagged changes in commodity
prices Granger cause inflation for the entire period 1973 to 1994, but
were not significant for the period 1983 to 1994. Bloomberg and Harris
(1995) look at samples split at 1987 and find similar resullts.
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prices have been more volatile and generally declining rel-
aiveto the overal pricelevel.

When considered in conjunction with other likely indi-
cators of inflation, non-oil commodity prices have had a
somewhat more statistically robust relationship with infla-
tionin recent years, though the added information content
in commodity pricesregarding inflation still islimited; for
example, from 1993 through 1995 inflation may have been
low relative to expectations, but shocks to commodity
prices contribute little to explaining the puzzle.

The next section provides background for the statistical
analysis by discussing the possible links between com-
modity prices and inflation and by illustrating the general
patterns in the behavior of commodity prices and overall
prices. Section |1 presents the empirical analysis relating
to the bivariate relationship between commodity prices
and overal prices. Section Ill presents the multivariate
analysisresults. Conclusions are presented in Section 1V.

|. Links BETWEEN ComMODITY PRICES
AND INFLATION

Commodity prices are argued to be leading indicators of
inflation through two basic channels. One is that they re-
spond more quickly to general economic shocks, such as
an increase in demand. The second is that some changes
in commodity prices reflect idiosyncratic shocks, such as
a flood that decimates the supply of certain agricultural
products, which are subsequently passed through to over-
all prices. Depending on the type of the shock, the observed
link between commodity prices and inflation would be ex-
pected to be different. Moreover, changes over timein the
mix of shocksin the economy could affect the stability of
abivariate link between commaodity prices and inflation.

The strongest case for commodity prices as indicators
of futureinflation isthat they are quick to respond to econ-
omy-wide shocksto demand. Commaodity pricesgenerally
are set in highly competitive auction markets and conse-
guently tend to be more flexible than prices overall. Asa
result, movementsin commodity priceswould be expected
to lead and be positively related to changes in aggregate
price inflation in response to aggregate demand shocks.?
In addition, to the extent that demand shocks are not sec-
tor-specific, the levels of commodity prices and overall
prices also would be linked.

3. In fact, in theoretical models, such as in Boughton and Branson
(1988), therelative flexibility of commodity pricesresultsin their over-
shooting in order to bring marketsinto equilibrium in response to mon-
etary shocks. Frankel (1986) aso shows commodity prices can be
expected to overshoot in response to monetary shocks.

Any commodity, however, also is subject to idiosyncratic
shocks. This complicates the empirical relation between
commodity prices and inflation. In the case of a direct
shock to the supply of a commodity, movements in the
price of the commadity could be positively related to over-
al prices. The observed effect would depend on the rela
tive importance of the commaodity being shocked and the
flexibility of other prices. Poor weather conditions, for ex-
ample, could reduce the supply of agricultural commodi-
ties and push up their prices. The higher prices would
eventually bereflected in the price of therelated final food
productsbought by consumers. Tothe extent that the shock
affects aggregate supply and that the stickinessin the prices
of other consumer goods limits their adjustment, the net
effect would be higher overall prices. Theriseinthe prices
of the affected agricultural commodities would be larger
than the effect on overal prices, which means the rela
tionship of the level of prices of the affected commodities
to overal prices would be affected.

One complication, howewer, isthat ashiftin relative de-
mand for a commodity might dampen an otherwise posi-
tive correlation between the change in the price of a
commodity and overall inflation. Take, for example, the
case in which an increase in aggregate demand coincides
with an increase in demand for manufactured goods or
services relative to agricultural products. While this could
lead to arisein overall prices, prices of agricultural com-
modities might fall. In the short run, changes in commod-
ity prices would not be positively related to inflation, and
the levels of prices of the affected commaodities and over-
all prices would drift apart.

These examples do not exhaust the possible permuta-
tions of shocks affecting commadity price and inflation;
however, they do indicate that the rel ationship between the
movements in commodity prices and inflation depends on
what is driving commodity price changes. Given the alter-
native links between commaodity prices and overal prices,
two characteristics of empirica patterns are of interest.
The first is whether commodity prices and overall prices
are tied together in the long run. The second is the nature of
the short-run relationship between changes in commodity
prices and inflation.

Empirical Patterns

Asbackground for themoreformal statistical analysis, this
section gives a graphical overview of how commodity
pricesand overall prices have been related. The seriesused
are the Commodity Research Bureau index for al commodi-
ties (CRB), itsindex for raw materials (CRBRAW), and the
Consumer Price Index (CPI) as a measure of aggregate



prices.* These two commodity price indexes are examples
of indexes that previous studies have found to be statisti-
cally significant leading indicators of aggregate inflation.

Figure 1 suggests a lack of along-run relationship be-
tween the two commodity price indexes and the CPI. The
figure plots the CRB and CRBRAW aong with the CPI,
each indexed to 100 in 1947. Over the period shown, the
commodity series and the CPI drift apart. The drift is par-
ticularly pronounced starting in the 1980s. During the
1980s and 1990s, the CRB and CRBRAW indexes exhibit
little if any trend, while the CPI continues to rise. The fig-
ure indicates, then, that over the past several years com-
modity priceindexes have been influenced substantially by
relative price movements.

To illustrate the short-run relationship between com-
modity prices and inflation, Figure 2 plots the 12-month
percent changes in the CPI against the CRB and CRBRAW
indexes. Peaks and troughs in commodity price inflation
tend to precede turning pointsin CPI inflation. The pattern
isthe most regular inthe 1970s and early 1980s. It appears
that since the mid-1980s or so, the relation of CPI inflation
to commaodity price inflation has been looser. In the case
of the CRB index, the 1987 peak in commodity price in-
flation preceded the next peak in CPI inflation by four
years; this compares with an average lead of about nine
months in the period prior to the mid-1980s. Moreover,
commodity price inflation generally was rising from late
1991 on, but CPI inflation still had not picked up notice-
ably by late 1995.

[l. BivaRIATE VARS

To investigate the nature and consistency of the bivariate
relationship between commaodity prices and overall prices
more formally, we use vector autoregression (VAR) mod-
els. TheVARsinclude one of the Commodity Research Bu-
reau commodity price indexes along with the CPI.
Integration tests on the log of the commaodity price in-
dexesindicate that these series have unit roots® The integra-
tiontestsinvolvingthe CPI aremoreproblematic. Using the
Augmented Dickey-Fuller (ADF) test for the change in
thelog CPI, we would reject the null hypothesis that the

4. The CRB index includes: cereals, meat, sugar, oilsand seed oils, coca,
cotton, rubber, hides, jutes, pint cloth, burlap, tallow, rosin, copper, iron
ore, tin, zinc, lead. The CRBRAW index excluded the food and metals
included in theCRB index. Neither index included energy or petroleum
products.

5. Based on data for the period 1947:01 to 1995:12 and using an Aug-
mented Dickey-Fuller test, wefind that both CRB and CRBRAW are sta
tionary in log-first differences.
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FIGURE 1
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series is first-difference stationary. However, additional
analysis suggests that first-differencing probably induces
stationarity. For exampl e, testson the second differencein-
dicate overdifferencing.® Therefore, we proceed assuming
that thelog-first difference of the CPI isastationary series.

Thelack of along-term link between the two commod-
ity price indexes and the CPI suggested by Figure 1iscon-
firmed by the results from ADF and Johansen tests for
cointegration using monthly data for the logs of the three
indexes for the period 1955:01 to 1995:12. The ADF tests
indicate no bivariate cointegration. The results for the Jo-
hansen test vary depending on lag length used; cointegra-
tion is rejected at the 1 percent level for more than seven
lags and at the 5 percent level for nine or morelags. Given
these results, the analysis in this section assumes that the
commodity price indexes and the CPI are not cointegrated.

To examine the short-run relationship between com-
modity pricesand the CPI, then, we estimate bivariate VAR
models with variables measured in log-first differences.
The equationsinclude 12 lags each for acommaodity price
index and the CPI. The commaodity price indexes are or-
dered first, though the ordering has no effect on the con-
clusionsregarding therelationship of commodity pricesto
overall inflation.”

Rolling Regressions

Wefirst look at the stability of the relationship between CPI
inflation and changes in the commodity price indexes using
a rolling regression approach. This involves identifying
how the sum of the coefficients on the lagged commodity
price index terms in the CPI equation vary as the sample
length changes. Figure 3A showstheresultsfor thelagged
CRB termswhen starting with the sample from 1960:01 to
1995:12 and dropping successive observations from the
beginning of the sample. After dropping an observation,
the equation isreestimated to get another valuefor the sum
of the commodity coefficients and an F-statistic for the
joint significance of the commodity index terms. The val-
ues plotted for a given date are the statistics estimated
when the sample begins at that date.®

Theresultsin thetop left panel show that the sum of the
coefficients on the lagged CRB terms begins to decline as

6.Miller (1991) finds asimilar result for the implicit price deflator.

7. All of the variance decompositions and impul se responses reported
below are derived using a Choleski Factorization.

8. Notethat because we are dropping observations aswe move from left
to right in the graph, there are fewer degrees of freedom in the denom-
inator as we move to the right; the last significance level plotted in the
graph isfrom an F- (12,24) test.

the observationsin the early 1970s are dropped from the sam-
ple. The decline continues through the early part of the 1980s.
The results in the bottom left panel show relatively high
marginal significance levels through the late 1970s. With
the exception of a small spike, the marginal level of sig-
nificance of the commodity termsis consistently under 5
percent (the dashed line) until the middle of 1979. After
that, the marginal level of significance based on the F-test
deteriorates: Thoughit goes below 5 percent for abrief pe-
riodinthelate 1980s, itsvalueisgeneraly in the 10 to 60
percent range. Hence, when the observations from the
1970s are removed from the sample, the commaodity terms
are no longer jointly statistically significant at corven-
tional levelsin theCPI equation.

The two right-hand panels present results from the re-
verseexperiment. Webegin with arelatively small number
of observations from the beginning of the sample and show
how the sum of the commaodity coefficients and their level
of significance change when the sample is extended. The
figures plotted for a given date are the statistics estimated
when the sample ends at that date. The top right panel
shows that the sum of the coefficients for the lagged CRB
termsincreases and then drops sharply as observationsfor
the 1960s are added. The sum of the coefficients rises
through thefirst half of the 1970s, then dips, rebounds, and
dipsagainintheearly 1980s. Thebottom right panel shows
that the marginal level of significance based on the F-test
improves when datafor the early 1970s are included in the
sample, but it fallsbelow 5 percent only after observations
for 1973 are included in the sample.

As Figure 3B shows, the results for the rolling regres-
sions for the CPI equation when CRBRAW isincluded in
the bivariate system are very similar to those for CRB. For the
non-oil commodity indexes then, the empirical relation-
ship with inflation is stronger and more robust for samples
that includethe 1970s. Moreover, ashift in thebivariate re-
lationship appears to have occurred in the early to mid-
1980s. Therefore, we consider below two subperiods, one
from 1973 to 1983 and the second from 1984 to 1995.°

Subperiods

Table 1 and the related Figures 4A and 4B show results
from the bivariate VARsfor the subperiodsand serve asthe
basisfor comparison with the results from the multivariate
models presented in the next section. Table 1A reportsthe
resultsfor Granger causality testsfor the CPI equations. As

9.The first sample was started in 1973 to facilitate the inclusion of the
foreign exchange value of dollar in the multivariate analysis presented
in the next section. Also see Bryden and Carlson (1994).



FIGURE 3A

CRB IN CPI EQuaTioN: RoLLING REGRESSION RESULTS
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would be anticipated from Figure 3, the F-statistics indi-
cate that the lagged coefficients for the commaodity price
termsarejointly significant only for thefirst period. More-
over, the overall explanatory power of the equation is al-
most three times larger for the first period than for the
second. These results point to a change in the usefulness
of commaodity priceindexes as stand-alone leading indica
tors of inflation.

Evidence on the variance decompositions al so confirms
alarge differencein the relative importance of movements
in commodity pricesin explaining overal inflation in the
two subperiods. Table 1B reports the forecast errors for
CPI inflation over three horizons along with the share of
that error accounted for by shocks to the commodity in-
dexes and to the CPI. For the 24- and 36-month horizon,
the share of the forecast error in CPI inflation attributed to the
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FIGURE 3B

CRBRAW IN CPl EQuATION: RoLLING REGRESSION RESULTS
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commodity priceindexesis morethan threetimeslarger in
thefirst period than in the second period.

The differences in the variance decomposition results
for the time periods reflect the combined effects of differ-
ences in the size and frequency of shocks as well as the
magnitude of the response of the CPI to a given shock to
the commaodity price indexes. To some extent, the greater
variance decomposition shares for the commodity price
indexes for 1973-1983 may reflect the relatively greater

volatility of commodity prices. Shocks to the commodity
price indexeswere 1.7 times greater in thefirst period than
in the second, while the comparable figure for the CPI is
1.5 times. However, the resultsin Figure 3 suggest that the
average response of the CPI to agiven size shock to com-
modity prices also differs between the two periods.
Theimpulseresponsesfor the CPI to shocksto the com-
modity price indexes for the bivariate VARs illustrate that
this is the case. In Figures 4A and 4B, the responses are
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TABLE 1A
CPl EqQuATION RESULTS
SPECIFICATION CRB, CPI CRBRAW, CPI
PerioD 1973-1983 1984-1995 1973-1983 1984-1995
F-Srat: CRB (MSL) 1.99 1.01 2.74 1.15
(.032) (.448) (.003) (.326)
F-Srat: CPI (MSL) 6.08 341 6.66 3.29
(.000) (.000) (.000) (.000)
R2 A4 .16 A7 17
TABLE 1B
VARIANCE DECOMPOSITIONS. Two-VARIABLE VAR
1973-1983 1984-1995
ForecasT STANDARD SHARE OF ERROR DUE TO: STANDARD SHARE OF ERROR DUE TO:
Horizon ERROR ERROR
CRB CPl CRB CPl
12 Months .00296 26.4 73.6 .00183 11.8 88.2
24 Months .00325 37.1 62.9 .00184 11.7 88.3
36 Months .00332 36.5 63.5 .00184 11.7 88.3
CRBRAW CPI CRBRAW CPI
12 Months .00305 32.0 68.0 .00184 14.1 85.9
24 Months .00335 42.1 57.9 .00185 14.3 85.7
36 Months .00339 419 58.1 .00185 14.3 85.7

derived using the same size shock for each of the time pe-
riods. The shocks arethe average shocksto thelog changes
in the CRB or the CRBRAW indexes over the entire sample
period, which equal about .018. The figures show the av-
erage responses and the upper and lower two standard de-
viation bands (the bands are four standard deviations
wide).'° The upper panels of Figures 4A and 4B show the
response of CPI inflation. The bottom panels show theim-

10. Bands for the impulse responses were calculated from the results
of 1,000 impulse responses, with each response generated using a co-
variance matrix of residuals altered by arandom draw from a standard
normal distribution. We then computed the variance from the first and
second moments and set the band width equal to two standard errors
above and below the average response.

plied response (and error bands) for the log level of CPI.
Multiplying the response in the lower panels by 100 gives
the compounded percent changein pricesfor each forecast
horizon.

The figures indicate that the responses of overall prices
to the shocks to commodity prices changed significantly
between thetwo periods. For shocksto CRB and CRBRAW,
theresponseof CPI inflationin thefirst period istwo stand-
ard errors above the zero axis out to about the two-year
horizon. With a few exceptions, the response of inflation
in the post-1983 period is not significantly above zero.

The bottom panels of Figures 4A and 4B provide a per-
spective on the relative size of the cumulative response,
with the increase in CPI being eight times greater in the
first period than in the second. The results in the bottom
panels also indicate that the more pronounced responses
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inthefirst subperiod aresignificantly greater than those es-
timated for the more recent years. The average responses
of CPI for the 1973-1983 period are above the upper two-
standard deviation bands for the 1984—1995 period. The
average responsesfor the second period, inturn, are below
the lower bands for the 1973-1983 period.

FIGURE 4A

Out-of-Sampl e Forecasts

Theimplicationsof the changein the relationship between
the commodity price indexes and inflation in the bivariate
models can beillustrated more concretely by relating it to
the recent behavior of prices. Out-of-sample forecasts
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were derived using the CPI equation fromthebivariate VAR
that included CRB and a univariate equation for CPI infla-
tion with 12 lagged terms. The equations were estimated
for the period 1973:01 to 1993:12. Dynamic simulations
were used to derive the forecast for CPI inflation for 1994
and 1995, with the changes in commodity prices equal to

FIGURE 4B
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the actual values. Theforecastsfor CPI inflation are trans-
lated into log levels of the CPI.

Figure 5 shows the forecasted series for the log CPI
along with the corresponding actual series. Thebaselineis
the forecasted series obtained from the univariate CPI equa-
tion. In the figure, the baseline overestimates the CPI by

IMPULSE RESPONSE OF CPl TO A SHock To CRBRAW: Two-VARIABLE VAR
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about 2/, percent over the two years. Using that as the
benchmark, theforecasted seriesfrom the equation that in-
cludes the commodity price index adds another 3%/, per-
cent to the estimate for the CPI.1! This says that based on
the historical relationship between commodity prices and
inflation, inflation should have picked up noticeably in
1994 and 1995. However, asindicated earlier, CPI inflation
did not.

[1l. MuLTIVARIATE VARS

The results in the previous section indicate that the com-
maodity priceindexes have not beenreliable stand-alonein-
dicators of inflation. It still is possible that commodity
price indexes can provide some unique and reliable infor-
mation about overall price movements if considered in
conjunction with other leading indicators of inflation. The

11. The forecasts from the two-variable VAR are more than two stand-
ard deviations above the actual CPI from mid-1994 to the end of 1995.
We estimated a two-variable system (in difference of logarithms) con-
taining 12 lags each of a commaodity term (CRB and CRBRAW, respec-
tively) and inflation. The estimation range was 1973:01 to 1993:12. We
then did a dynamic forecast of inflation from 1994:01 to 1995:12 as-
suming we knew the value of the commodity with certainty. We calcu-
|ated the standard error bands around the forecast by bootstrapping the
residuals from the estimated inflation equation and feeding them back
into the forecasting exercise as shocks. We bootstrapped the residuals
1,000 times,

generating

inclusion of additional variables also can help to sort out
whether the shift in the bivariate relationship between
changesin commaodity prices and inflation was due to dif-
ferencesin the extent to which commaodity prices conveyed
more general economic shocks versus idiosyncratic ones.
To investigate these issues, we consider other possible
leading indicators of inflation, along with the commodity
price indexes.

One of the additional variablesisameasure of thetight-
nessin labor markets, namely, the difference between the
actual unemployment rate and the Congressional Budget
Office estimate of full employment unemployment (NUR).
Thisis meant to capture the notion that atight labor mar-
ket tends to be associated with shocks that lead to upvard
pressure on inflation and a slack labor market with ones
that lead to disinflation.

Two other variables are the spot price of oil (OIL) and a
multilateral trade-weighted exchangevalueof theU.S. dol-
lar (FX). The price of oil is considered because oil shocks
arewidely viewed as having temporary effects on the rate
of inflation in the U.S. Also, since CRB and CRBRAW do
not include petroleum, the oil price augments them with a
potentially important commodity. The foreign exchange
rate is included since currency markets are highly liquid
and prices can adjust quickly in responseto changesin in
formation that has a bearing on future inflation.

Finally, the analysis includes the federal funds (FF) in-
terest rate asoneindicator of monetary policy. Thisallovs
for the possibility that a shift in the response of monetary
policy to movementsin commodity prices has affected the
simple bivariate relationship between changes in com-
maodity prices and inflation.

Integrationtestsfor theadditional variablesindicatethat
they are stationary in log-first differences, with the excep-
tion of NUR, which is stationary in levels.*? For compari-
son with the bivariate benchmarks in the previous section,
the multivariate VARS are estimated in levels for NUR, and
log first-differencesfor the other variables.!® The ordering

12. Inthe VAR models used in the analysis, own shocks to NUR dissi-
pate to zero over time.

13. Some studies have found evidence of cointegration for commodity
prices, inflation, and other variables. Marquis and Cunningham (1990)
find evidence that industrial production, commaodity prices, and aggre-
gate prices are cointegrated using data from 1968 to 1986. The results
inKugler (1991) suggest that commodity prices, CPI, and the dollar ex-
change rate might be cointegrated.

In this study, we also tested for cointegration using the levels of the
commodity indexes, CPI, OIL, FX , and FF. The test results suggest coin-
tegration over the period 1973 to 1995 using 12 lags. However, the results

from our analysisindicate that, when a common cointegrating
vector is used for the subperiods, the results are very similar
with and without the cointegrating vector.

1000 fore-19. Central Valley banks tended to report relatively high problem loan
ratios for most of the period from 1985 until 1989, a period when this



of thevariablesis NUR, FX, OIL, CRB or CRBRAW, CPI,
and FF.

Effects of Changes in Commodity Prices

Table 2 and Figure 6 present the results from the estima-
tionsof the multivariate VARS. A comparison of theresults
with those from the bivariate VARS points to two charac-
teristics of the additional variables. One is that the vari-
ables contain added information about inflation that is not
contained in either the commodity priceindexes or lagged
inflation. Thisis indicated by the higher overall explana-
tory power of the estimated CPI equations and the smaller
forecast errorsin Table 2 compared to the resultsin Table
1. The variables contributing the added information, how-
ever, differ between the two periods. Separate estimates of
CPl eguations with lagged values of CPI, a commodity
price index, and one of the other variables indicate that
NUR, FX, OIL, and FF each add something to the higher
overall explanatory power and smaller forecast errors in
the multivariate VARs in the first period. In the second pe-
riod, howewer, the oil priceisthe main source of added ex-
planatory power.

The second characteristic is that the added variables
contain information about inflation that was attributed to
the commodity price indexes in the bivariate VARs. That
is, their inclusion reduces the amount of independent in-

TABLE 2A

CPI EQuATION RESULTS
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formation associated with the commodity prices. Thisis
primarily true for the 1973-1983 period. For that subpe-
riod, the marginal levels of significance of the coefficients
on the commodity terms are raised appreciably compared
to the bivariate cases.

The variance decomposition shares for the commodity
indexesin the CPI equationin Tables 2B and 2C also show
lessof arelativerolefor commodity priceindexes, withthe
bigger change evident for the first subperiod. The other
major differencesinthevariancedecomposition sharesare
intherolesof the oil price and the CPI. Consistent with the
above mentioned differences in the added information
content of the variablesin the two periods, the table shows
that changesin the price of oil account for asmall share of
the forecast error in CPI inflation in the first period and a
larger share in the second period. The variance decompo-
sitions also show that a higher share of the forecast error
for CPI is attributed to itself in the second period. These
results suggest that sources of short-run variation in infla-
tion were different for the two periods.

The effect of including the additional macroeconomic
variablesis most striking in the responses of CPI inflation
to shocks to the commodity price indexes. A comparison
of the lower-left panelsin Figures 6A and 6B with thosein
Figures 3A and 3B indicates that the average responses of
inflation to the same size shock to the commodity pricein-
dexes are much less in the multivariate cases than in the

Six-VARIABLE VAR: NUR, FX, OIL, CRB/CRBRAW, CPI, AND FF

SPECIFICATION CRB CRBRAW
PerioD 1973-1983 1984-1995 1973-1983 1984-1995
F-Sra. NUR (MSL) 1.68 111 1.80 1.30
(.096) (.367) (.068) (.237)
F-Srat: FX (MSL) 1.96 1.36 2.05 1.82
(.045) (.206) (.035) (.062)
F-Srat: OIL(MSL) 1.16 4.08 0.80 4.04
(.333) (.000) (.652) (.000)
F-SraT. CRB/CRBRAW (MSL) 0.38 0.79 0.75 1.09
(.967) (.656) (.698) (.384)
F-Srat: CPI (MSL) 1.70 3.46 2.12 3.48
(0.89) (.000) (0.28) (.000)
F-Srat. FF (MSL) 1.92 1.13 1.76 1.29
(.052) (-350) (.076) (.246)

R2 .61 42 .63 44
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TABLE 2B

VARIANCE DecompPosiTioNs: NUR, FX, OIL, CRB, CPI, FF; 1973-1983

ForecasT STANDARD SHARE OF FOReCAST ERRORS FOR CPI DUE TO:
Horizon ERROR

NUR FX OlL CRB CPI FF
12 Months .00223 14.2 11.2 8.3 8.8 44.7 12.8
24 Months .00270 13.8 16.3 8.9 11.6 329 16.5
36 Months .00306 12.4 13.9 7.9 20.3 28.2 17.3
TABLE 2C
VARIANCE DeEcompPosiTIONSs: NUR, FX, OIL, CRB, CPI, FF; 1984-1995
ForecasT STANDARD SHARE oF ForecasT ERRORs FOR CPI DUE TO:
Horizon ERROR

NUR FX OIL CRB CPI FF
12 Months .00162 10.2 5.9 229 7.6 40.7 12.7
24 Months .00175 11.2 6.6 23.0 8.1 38.4 12.7
36 Months .00179 11.3 6.7 23.1 7.9 38.4 12.6
TABLE 2D
VARIANCE DEcompPosiTIONS: NUR, FX, OIL, CRBRAW, CPI, FF; 1973-1983
ForecasT STANDARD SHARE OF ForecasT ERrRORs FOR CPI DUE TO:
HorizoN ErRROR

NUR FX OIL CRBRAW CPI FF
12 Months .00225 135 154 49 12.7 42.3 11.2
24 Months .00274 13.9 23.6 6.3 12.6 31.2 12.4
36 Months .00304 12.0 214 6.2 19.4 28.1 12.9
TABLE 2E
VARIANCE DecompPosiTiIONs: NUR, FX, OIL, CRBRAW, CPI, FF; 1984-1995
ForecasT STANDARD SHARE OF FoRECAST ERRORS FOR CPI DUE TO:
HoRrizoNn ERROR

NUR FX OlL CRBRAW CPI FF
12 Months .00162 10.6 8.7 21.1 6.2 40.7 12.7
24 Months .00176 115 8.2 215 6.9 379 14.0
36 Months .00181 12.2 84 21.4 6.8 374 13.8



bivariate casesfor thefirst period.'* For that period, the av-
erage responses of the CPI to a shock to CRB or CRBRAW
inthe multivariate VARs generally are below thelower two

14. The size of the shocks to the commodity indexes are the same as
those used in the bivariate analysis.

FIGURE 6A
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standard deviation bands for the responsesin the bivariate
models. Moreover, the responses from the multivariate
VAR are not statistically significant beyond the very near-
term horizonsin the first period.

Theresultsrelating to the effects of the commaodity price
indexes are not sendtiveto their ordering in the VAR models.

IMPULSE RESPONSE OF CPl To A SHock To CRB: Six-VARIABLE VAR
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The variance decomposition shares and the responses of
CPI when the indexes are ordered first are amost identical
to those shown in the tables and figures. This suggests that
commodity pricesinthefirst period wereresponding tothe
shocks affecting employment and the foreign exchange
valueof thedollar. Inother words, commodity priceslikely

FIGURE 6B

were signaling more general economic shocks affecting
inflation in the first period and not just idiosyncratic shocks.

A comparison of the results for the second period pre-
sents adifferent picture. The lower-right panelsin Figures
6A and 6B and those in Figures 3A and 3B show that the
averageresponse of the CPI to ashock to CRB or CRBRAW

IMmPULSE RESPONSE OF CPl To A SHock To CRBRAW: Six-VARIABLE VAR
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in the second period isvery similar in the multivariate and
bivariate cases. Comparing the multivariate results across
the periods (the lower two panels in Figures 6A and 6B)
shows that the average response is actually a bit larger in
the second period, though the differenceis not significant.
However, taken by itself, the average response of CPI to a
CRB shock in the lower-right panel of Figure 6A ismore
than two standard deviations above zero for a horizon of
more than a year. The comparable horizon for CRBRAW
shocks in Figure 6B is about nine months. Again, the re-
sults relating to the commodity price indexes are not sen-
sitive to their ordering in the VAR models.

The results, then, indicate that the information content
in shocksto commaodity prices about futureinflationin the
second period did not overlap significantly with other
macroeconomic variables. The shocks to commodity prices
that corveyed information about future inflation in the sec-
ond period were moreidiosyncratic than inthefirst period.
These differencesin the information content of shocks to
commodity pricesin the two periods could account for the
resultsin the previous section showing the commodity in-
dexes were relatively robust stand-alone indicators in the
1970s and early 1980s, but not in more recent years. This
could be because idiosyncratic shocks to commodity
prices (those associated with a positive response in overall
prices) tend to affect the relevant commodity prices more
than overall prices, while more general economic shocks
could have amore balanced long-run impact on commod-
ity prices and overall prices. This appearsto have been the
case in the sample period covering the 1970s and early
1980s. For that period, shocks to the commodity pricein-
dexesledtolarger responses of thoseindexes relativeto the
responses of CPI than did shocksto either NUR or FX.

Pinning down the reasons for the difference in the in-
formation content of the commodity price indexes, how-
ever, is problematic. One explanation is that the mix of
shocks changed.® It is possible, for example, that general
economic shocks were moreimportant relative to idiosyn-
cratic commodity price shocksin thefirst period compared
withthesecond. That is, while supply shocksmay have had
some role, commaodity prices performed relatively well as
stand-alone inflation indicators in the first period because
therelatively high inflation rates ultimately reflected per-
sistent aggregate demand shocks. Such a shift in the rela-
tive importance of shocks would be consistent with the
relatively stable and low CPI inflation, the general decline
in the relative price of commodities, and the relatively

15. Another explanation is that the relationship between CPI inflation
and the other macroeconomic variables has been unstable.
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greater role of oil price shocksin explaining CPI inflation
inthemultivariate s/stemsfor the subperiod sincethe early
1980s.

A second explanation isthat the changes in commodity
price indexes have become less effective in conveying
shocks generally. One possibility isthat the role of commod-
ities has changed. Bloomberg and Harris (1995), for exam-
ple, point out that the role of commodities in total output
has declined over time. In the case of supply shocksto a
commodity or basket of commodities, this should mean
that over time a given change in commaodity prices would
have a smaller impact on overall prices. This may have
played some role in the change in the empirical relation-
ship between commodity prices and inflation. However, it
seemsunlikely that it could account for an eightfold differ-
ence in the response of inflation to a shock to commodity
pricesin the first period compared with the second period
asisfound in the bivariate models. Moreover, the analysis
abowve suggests that the response of CPI inflation to idio-
syncratic shocks to the commodity is more likely to have
been larger than smaller in recent years.

Another possibility relates to commodity prices signal-
ing aggregate demand shocks. The argument is that over
time commodities have been used less for hedging against
inflation because of the availability of alternative financial
instruments (Bloomberg and Harris). If so, this could re-
duce the demand for some durable commodities and con-
tributetothedriftintheleve of their pricesrelativeto other
prices. The implications for the short-run link are less
straightforward, however. Prices of durable commodities
till should respond to aggregate demand shocks, though
possibly with less overshooting—that is, smaller initial
commodity price movements for a given shock. However,
if that were the case (and the ultimate response of overall
inflation to a given aggregate demand shock were the
same) we should find evidence of larger, not smaller, re-
sponses of inflation to shocks to commaodity pricesin the
bivariate VARS in recent years compared to the more dis-
tant past.

A third general explanation isthat the response of mon-
etary policy to shocks to commodity prices has changed.
The idea is that, if monetary policy were to respond to
shocks to commadity prices to head off inflation, the ob-
served relationship between commodity prices and infla-
tion would be changed. Since the observation isthat the link
between commodity prices and inflation isweaker, the ar-
gument would have to be that monetary policy has re-
sponded more in recent years to offset the pending
inflation. This raises two issues. Has monetary policy re-
sponded more to commodity prices, and, if so, how much
hasit affected the empirical relationship between the com-
modity price indexes and inflation?
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Evidence regarding the monetary policy response can
be gleaned from the federa funds rate equations in the
multivariate VARs discussed above. These turn out to be
inconclusive on whether the federal funds rate has been
more responsive to changes in commodity pricesin recent
years. In Table 3theresultsfor the FF equationsin the mul-
tivariate VARS indicate that the lagged values of the CRB
terms arejointly significant in the second period but not the
first period, and those for the CRBRAW terms are not jointly
significant for either period. The variance decompositions
for theforecast errorsof FF differ noticeably for somevari-
ables in the two periods. The shares for NUR are smaller
in the second period, while those for CPI are larger, sug-
gesting monetary policy may have responded relatively
more to movementsin inflation. The share for the price of
oil alsoislarger in the second period. However, the shares
for non-oil commodity priceindexesinthetwo periodsare
virtually unchanged. Finally in Figures 7A and 7B while
the average responses of FF to shocksto commodity prices
are larger in the second period than in the first, the differ-
ence generally is not statistically significant at the 5 per-
cent level.

Even if monetary policy has responded more to com-
modity pricesin recent years, the resultsin Figures 4 and
6 show that the inclusion of the federal fundsinterest rate
did not fundamentally change the response of inflation to
a given commodity price shock in the second period. That
finding suggests that any difference in response of mone-
tary policy to commodity prices is not the fundamental

TABLE 3A

FF-EquaTioN RESULTS

cause of their decline in useful ness as stand-alone indica
tors of inflation.

Recent inflation behavior

While the commodity price indexes may be poor stand-
alone indicators of inflation, the results from the multi-
variate analysis indicate that they still may provide some
information about future in inflation when considered in
conjunctionwith other inflationindicators. That is, ashock
to commodity prices still might be expected to have a pos
itive, though modest, impact on inflation. In this section
we look at whether the net rise in commodity prices from
mid-1993 to mid-1995 provided any additional information
about inflation.

To investigate this, the multivariate VAR that included
the CRB was estimated for the period 1984 to 1993. Two
forecasts were derived for the CPI for the period 1994—
1995. The baseline forecast sets NUR, FX, OIL, and FF at
their historical values and alows both CPI inflation and
changesin the CRB to be forecasted dynamically. The sec-
ond forecasts CPI inflation dynamically while setting the
valuesfor all the other variables to their historic values.

Theimplied forecastsfor log level of the CPI along with
the actual CPI are shown in Figure 8. The two forecasted
series overpredict actual CPI by alarge margin. By theend
of 1995, theforecastsare about 5 percent above actual, and
that spread is greater than two standard errors of the fore-
casts. This suggeststhat, at |east relative to the model used

Six-VarIABLE VAR: NUR, FX, OIL, CRB/CRBRAW, CPI, AND FF

SPECIFICATION CRB CRBRAW
PerioD 1973-1983 1984-1995 1973-1983 1984-1995
F-Srat. NUR (MSL) 143 0.85 1.47 0.51
(.177) (.598) (.160) (.904)
F-Srat: FX (MSL) 0.55 1.03 0.52 0.88
(.871) (.433) (.895) (.567)
F-Srat: OIL(MSL) 0.63 1.32 0.72 1.36
(.803) (.226) (.727) (.204)
F-StaT. CRB/CRBRAW (MSL) 0.77 191 191 0.95
(.678) (.048) (.669) (.507)
F-Srat. CPI (MSL) 1.45 1.18 1.15 1.06
(.170) (:317) (.337) (.408)
F-SraT. FF (MSL) 2.83 1.08 2.29 0.81
(0.04) (-393) (.018) (.638)
R? .29 .33 .29 .23



TABLE 3B

VaRIANCE DecompPosiTions: NUR, FX, OIL, CRB, CPI, FF; 1973-1983

FurLoONG AND INGENITO/COMMODITY PRICESAND INFLATION

ForecasT STANDARD SHARE OF FORECAST ERRORS FOR FF DUE TO:
Horizon ERROR

NUR FX OlIL CRB CPI FF
12 Months .87153 20.1 5.8 5.2 7.7 2.3 58.9
24 Months 1.02324 175 9.3 5.7 10.8 41 52.6
36 Months 1.05454 17.2 9.6 6.6 10.9 4.3 514
TABLE 3C
VARrRIANCE DecompPosiTioNSs: NUR, FX, OIL, CRB, CPI, FF; 1984-1995
ForecasT STANDARD SHARE OF FORECAST ERRORS FOR FF DUE TO:
HorizoN ERROR

NUR FX OIL CRB CPI FF
12 Months .25939 11.0 6.3 134 11.8 15.1 42.4
24 Months .28163 11.2 7.7 12.6 10.6 19.3 38.6
36 Months .28967 11.4 7.8 12.3 10.5 20.8 37.2
TABLE 3D
VARIANCE DecompPosiTIONS: NUR, FX, OIL, CRBRAW, CPI, FF; 1973-1983
ForecasT STANDARD SHARE oF ForRecAsT ERRORS FOR FF DUE TO:
HorizoN ERROR

NUR FX OlIL CRBRAW CPI FF
12 Months .88695 20.8 75 53 7.6 2.7 56.1
24 Months 1.02991 18.0 10.1 54 11.2 4.4 50.9
36 Months 1.05712 17.9 10.1 5.8 11.8 4.6 49.8
TABLE 3E
VARIANCE DeEcompPosiTiONS. NUR, FX, OIL, CRBRAW, CPI, FF; 1984-1995
ForecasT STANDARD SHARE OF FORECAST ERRORS FOR FF DUE TO:
HorizoN ERROR

NUR FX OlIL CRBRAW CPI FF
12 Months .26673 9.2 51 115 12.0 16.2 46.0
24 Months .28299 9.5 5.7 11.7 11.4 18.2 435
36 Months .28849 10.0 5.9 11.4 11.3 18.8 42.6
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FIGURE 7A

IMmPULSE ReEsPoNsE oF THE FEDERAL FunDs RATETO A SHock To CRB: Six-VARrRIABLE VAR
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FIGURE 7B

IMmPULSE REsPoNSE oF THE FEDERAL FUNDS RATETO A SHock To CRBRAW: Six-VARIABLE VAR
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FIGURE 8

CoMPARISON OF FORECASTS OF Lo CPI:
Six-VArRIABLE VAR
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in this study, inflation was lower than expected in the
19941995 period. The similarity of the two forecast se-
ries, however, indicatesthat shocksto commodity pricein-
dexes were relatively small and do not help explain the
overprediction of inflation.

V. ConcLUSION

The simple two-way relationship between CPI inflation
and thecommaodity priceindexes has changed significantly
over time. The non-oil commaodity prices were relatively
strong and statistically robust leading indicators of overall
inflation for a period covering the 1970s and early 1980s,
but they have performed poorly in morerecent years. Asa
result, using the past relationship between commodity
prices and inflation to forecast inflation leadsto asizeable
overprediction of inflation in recent years.

The deterioration in the role of non-oil commodity
prices as stand-alone indicators of inflation appearsto re-
flect a change in the extent to which the movement in the
prices of these commodities reflected general economic
shocks ultimately affecting overall inflation versus more
idiosyncratic shocks to commodities. We find the non-ail
commodity indexes performed relatively well as stand-
alone indicators of inflation when the commodity prices
conveyed the effects of factors affecting inflation that were
reflected first in the tightness in labor markets and the for-

eign exchange rate of the dollar, while they performed
poorly when they did not.

Pinpointing the reasons for the difference in the infor-
mation content of commodity prices is problematic. Ex-
planations such as the decline in the commodities sharein
overall output, less use of commodities for inflation hedg-
ing, or offsetting response of monetary policy appear in-
adequate to account for the deterioration in empirical
relationships between changes in commaodity prices and
overal inflation. Another possibility suggested in our
analysisis a change in the mix of shocks affecting prices.
Such a change occurring would be consistent with the rel-
atively stable and low CPI inflation, the general declinein
the relative price of commodities, and the more important
role of ail price shocks in explaining inflation since the
early 1980s.
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