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This paper uses nonparametric teststo provide a descrip-
tion of the* stylized facts” associated with epi sodes of spec-
ulative pressure in foreign exchange markets in Pacific
Basin Economies and to seewhether these* stylized facts’

appear to be broadly consistent with the alternative ex-
planations for such episodes suggested in the theoretical
literature.

The empirical results are mixed, but some are nonethe-
less suggestive. Larger budget deficits and growth in cen-
tral bank domestic credit appear to be associated with
episodes of depreciation rather than episodes of appreci-
ation or periods of tranquility, indicating that unusually
expansionary or contractionary policiesmay contributeto
specul ative pressures in foreign exchange markets. There
also issome evidence that epi sodes of specul ative pressure
may arise when economic conditions makeit costly for the
government to maintain a stable exchange rate.

In recent years, there has been renewed interest in the
causes and characteristics of episodesinwhich speculators
put strong upward or downward pressure on a currency.
General interest has been motivated by the attack on the
exchange rate mechanism of the European Monetary Sys-
tem in September 1992 and more recently by the devalu-
ation and float of the Mexican peso in December 1994.
In Asian economies, interest in speculative pressures is
largely motivated by their experiences with surgesin cap-
ital inflows (see Glick and Maoreno, 1994).

It is not easy to explain why an exchange rate may be
subject to speculative pressure. One view is that macro-
economic policies that are inconsistent with a govern-
ment’ s exchange rate target trigger speculative pressures.
Another explanation is that the speculators’ beliefs affect
government policy and, specifically, the willingness of a
government to defend a peg, triggering episodes of specu-
lative pressure that may force adjustment in the exchange
rate. For example, expectations of inflation may raise do-
mestic interest rates, making it costly for the government
to preserve apeg that it otherwise would have maintained,
leading to devaluation and higher inflation. Under these
conditions, market expectationstake on the characteristics
of self-fulfilling prophecies.

Theunderlying source of speculative pressureinforeign
exchange markets has important implicationsfor policy. If
such pressures reflect the adoption of inconsistent macro-
economic policies, they can be avoided by pursuing poli-
ciesthat are consistent with theexchangerate peg. However,
if speculative pressures largely reflect more or less arbi-
trary changesin expectations, sound macroeconomic man-
agement may not suffice to ensure the maintenance of
a peg. In response, countries may adopt policies seeking
to enhance the credibility of the peg (for example, by
adopting a currency board), choose to allow the exchange
rate to float, or occasionally adopt capital controls, at the
cost of efficiency and the development of their financial
sectors.

In spite of the possible usefulness of distinguishing be-
tween the causes of realignment, thereislittle evidence on
which type of model ismorerelevant empirically. Therea
son is that, with the exception of a study by Eichengreen,
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Rose, and Wyplosz (ERW, 1995),! most empirical studies
of speculative attacks generally assume that pressures to
realign reflect macroeconomic policies that are inconsis-
tent with the exchange rate peg.?

ERW suggest that comparing the behavior of macro-
economic variables during periods of speculative pressure
with their behavior during periods of tranquility may pro-
videinsightsintothe plausibility of alternative explanations
of episodesinwhich thereispressuretorealign. They argue
that a finding that the behavior of macroeconomic vari-
ablesisdifferent in the two periods supports the view that
episodes of speculative pressure aretriggered by inconsis-
tent macroeconomic policies. If no difference is found,
then episodes of speculative pressure may be the result of
arbitrary shiftsin expectations.

Using monthly data for 1967-1992 covering 22 coun-
tries (mostly OECD members) and applying nonparamet-
ric tests, ERW find that, among the European economies,
the behavior of macroeconomic variables during periods
of speculative pressure does not differ significantly from
the behavior of these same variables during tranquil peri-
ods. However, their behavior does differ across periods
among the non-European economiesin their sample.

This paper applies methods similar to those suggested
by ERW to a sample of economies in the Asia-Pacific
Basin over the period 1980-1994. The experience of these
economies is of interest because it was not considered in
ERW’ sstudy. Also, in contrast to developing economiesin
Latin Americaand Africa, they have by and large adopted
stable macroeconomic policies that have resulted in mod-
eraterates of inflation. Neverthel ess, these economieshave
al so experienced episodes of speculative pressureinwhich
their currencies tended to depreciate or to appreciate.

The paper hastwo relatively modest objectives. Thefirst
isto provideadescription of the*” stylized facts’ associated
with episodes of speculative pressure in foreign exchange
markets. The second is to see whether these “stylized
facts” appear to be broadly consistent with the alternative
explanationsfor such episodes suggested in the theoretical
literature.

The paper is organized as follows. Section | discusses
models of speculative pressurein some detail and their im-
plicationsfor macroeconomic behavior during episodes of
speculative pressureand tranquility. Section Il implements

1 Ancther study that does not assume that attacks are caused by pre-
attack macroeconomic policies that are inconsistent with a peg is by
Drazen and Masson (1994). This study dravs on a model developed
by Obstfeld (1991, 1994) which is discussed | ater.

2. Blanco and Garber (1986), Cumby and van Wijnbergen (1989), and
Goldberg (1994).

the comparisons of episodes of speculative pressure and
tranquility and Section |11 offers some conclusions.

|. MODELS OF SPECULATIVE PRESSURE

Pre-attack Macroeconomic Policies

To illustrate how macroeconomic policies may lead to
speculative attacks, as in Krugman's (1979) model, con-
sider the case of afictitious country, Latinia. The Latinian
currency isthe peso, and its exchange rate against the dol-
lar is governed by the relative supply of and demand for
pesos. Suppose that the peso exchange rate is pegged by
the government. The enforcement of the peg dependson the
ability of the government to control the monetary base,
which is the sum of central bank domestic credit and net
foreign assets. The central bank is prepared to defend the
peso peg so long as it has a minimum level of net foreign
assets.

Suppose now that the L atinian central bank increases do-
mestic credit to finance government deficits. The resulting
incipient increase in the money supply will tend to depre-
ciate the peso. In order to prevent the peso from depreci-
ating, the Latinian government must prevent the money
supply from increasing. As reducing the stock of domestic
credit isruled out by deficit financing, Latinian authorities
must stand ready to sdll any dollars demanded by the mar-
ket a its target exchange rate. The sade of dollars has a
contractionary infl uence on the L atinian money supply (si-
multaneously reducing the net foreign assets and the mon-
etary liabilities of the central bank) that fully offsets the
increase in domestic credit and preserves the peso peg.

Although (unsterilized) intervention preserves the peso
peg in the short run, such a peg may be unsustainable in
the long run if domestic credit is used to finance a persis-
tent fiscal deficit. Under these conditions, domestic credit
increases in each period, and Latinia's central bank must
keep on selling foreign assets to prevent the peso from de-
preciating. At some point, the central bank will reach its
minimum acceptable level of foreign exchange reserves
and will be forced to abandon the exchange rate peg. An-
ticipating this, speculators will attack the peg prior to this
point, reducing thecentral bank’ sreservesto zero andforc-
ing the abandonment of the peg.

Blanco and Garber (1986) provide an intuitive way of
identifying the precise point in time at which the exchange
rate peg will collapse. They define the shadow exchange
rate as the floating rate that would clear the foreign ex-
change market given the stock of domestic credit, after all
foreign exchangereserves have been sold to the private sec-
tor. They show that the exchange rate will be attacked at
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precisely thetime (say t*) when the shadow exchange rate
equal s the fixed exchange rate.

Beforet*, if foreign exchange reserves were all sold off
by the central bank, the money supply would be smaller
than at t* (the date when the floating rate equal s the fixed),
so that the exchangeratewoul d appreciate fromthepegged
level. As speculators are aware that they would experience
capital gainsif the peg were abandoned, they will hold on
to their pesos, and no attack will occur before t*. After t*,
the money supply will be greater than at t*, even if al for-
eign exchange reserves are sold off. The exchange rate
thereforewould depreciate if the peg were abandoned, ex-
posing holders of pesos to capital losses. To avoid such
losses, speculators would attack the peso at t*, at which
point the central bank’s foreign exchange reserves would
fall to zero and the currency would float. After t*, the
shadow exchange rate equals the actua floating rate.

Asthereisno uncertainty in Krugman’ soriginal model,
the exchange rate cannot jump when the peg is abandoned
(otherwise agents could experience fully anticipated capi-
tal gains and losses, which would not be consistent with
rationality). By introducing uncertainty into the process of
domestic credit creation, Blanco and Garber obtain two
plausible results. First, the spread between domestic and
foreign interest rates rises over time, as the probability of
adevaluation increases. Second, the timing of a devalua-
tion is no longer fully anticipated (it depends on the size
of the shock to domestic credit at agiven point intime), so
the exchange rate can jump when the peg is abandoned.

S f-Fulfilling Expectations

A number of observers have noted that K rugman’s model
does not seem to describe the situation of some European
countries that experienced attacks on their exchange rates
in 1992-1993. In contrast to Krugman's moded, European
countries at the time were not constrained by the availabil-
ity of foreign exchange reserves. Speculative attacks, which
tended to put downward pressure on the exchange rates of
anumber of European countriesagainst the deutsche mark,
were at times directed at countries whose economic poli-
cieswere not obviously inconsistent with adeutsche mark
peg—such as France. In some of the European countries,
the decision to abandon a currency peg appeared to be re-
lated to the perceived cost of defending apeg by raisingin-
terest rates. Similarly, speculative pressureson someAsian
currenciessuch asthe Hong Kong dollar, and the Thai bhat,
following Mexico’ sfinancial crisisin December 1994, did
not appear to reflect the perception that those countries
monetary authorities lacked foreign exchange reserves.
These differences have prompted some authors to con-
sider models in which the beliefs of speculators may

affect the government’ s incentive to defend or abandon a
currency peg, leading to self-fulfilling crises. As noted by
Obstfeld (1994), acircular dynamic ari ses because expecta
tions depend on conjectured government responses, which
in turn depend on how changes that themselvesresult from
expectations affect the government’s desired response.
This“implies a potential for crises that need not have oc-
curred, but that do occur because market participants ex-
pect them to” (p.3).

Toillustrate how self-fulfilling crises and multiple equi-
libria may arise in aregime with fixed but adjustable par-
ities, consider Obstfeld’'s (1991, 1994) open-economy
extension of Barro and Gordon’s (1983) model. In this
model, labor market rigidities introduce a role for output
fluctuations and stabilization policy in the presence of de-
mand shocks. For example, if the demand shock is defla-
tionary, the real wage set beforehand will be too high, and
output will contract. The government can offset the shock
by devaluing the exchange rate, at the cost of higher infla-
tion. Precisely how the government will respond to the
shock depends on its objective function.

The government isassumed to minimizeaquadratic loss
function that penalizes deviations from zero inflation and
atarget level of output. It is also assumed that because of
distortions (say, in the labor market) that lead to produc-
tion that is not fully efficient, the target (log) level of out-
put is positive (compared to therational equilibrium output
level of zero when the demand shock is at its mean value
of zero).

If the government cannot pre-commit to a fixed ex-
change rate, the government reaction function can be de-
rived to show that the government ex post will (i) use the
exchange rate partialy to offset shocks to output; (ii) at-
tempt a “surprise” depreciation whenever wage inflation
risks eroding competitiveness; (iii) attempt to drive output
above the “natural” level (of zero) by devaluing to offset
the assumed distortion in the economy. Under these con-
ditions, a fixed exchange rate will be optimal only if the
pendty for inflation isinfinitely large.®

Asisto be expected in thistype of model, the economy
ischaracterized by asystematic inflation bias proportional
to the deadweight output loss. This inflation bias reflects
the government’s attempts to exploit the potential short-
run Phillips trade-off created by predetermined nominal
wages. While a precommitment to a fixed exchange rate
would eliminatetheinflation bias, it also would prevent the
government from responding to unpredictable output
shocks. In choosing whether to maintain apeg or to adjust

3. Appendix 1 provides a derivation of these results.
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the exchange rate the government will select the alternative
that minimizesitsloss.

To describe the nature of the choice facing the govern-
ment, Obstfeld assumes that the government cannot cred-
ibly commit to fix the exchange rate in al circumstances,
and that instead it faces a fixed realignment cost, c. The
loss function of the government can then be described by:

(D) 1:=(8/2) (& — e )* + (U[a (e, — W) — U —y*]* + cZ,
(Z=1if c£0,Z=0otherwise).

In equation (1), e isthe nominal exchange rate, w; isthe
wage, U, isademand shock and y* isthetarget level of out-
put. Thefirst right-hand term refl ectsthe cost of deviations
from zero inflation, the second the cost of deviationsfrom
the target level of output y* associated with changesin the
real exchangerate (e —w) or demand shocks, and thethird
the fixed cost of realignment.

A realignment will then occur whenever the cost of peg-
ging the exchange rate exceeds the cost of keeping the
exchange rate fixed, or when the following condition is
satisfied:*

2 (U2Nam +u +y*]>>c.

If equation (2) is binding, we obtain two roots which rep-
resent the upper and lower bounds for the demand shock
(uy > u,). The government deval ues whenever u > u,, and
revalues whenever u > u,. Intuitively, when the demand
shock is very large, the cost of unemployment is so high
that the benefits of a stimulus offset the costs of inflation
associated with a devaluation. When the demand shock is
small enough, then the benefits of reducing overemploy-
ment outweigh the costs of deflation.

The preceding fixed exchange rate mechanism, which d-
lows for realignment for sufficiently large demand shocks,
opensthe door for successful speculative attacks. The rea
son isthat the threshold points uy and u, which determine
whether the government will revalue or devalue depend on
prior expectations of depreciation Tt. These expectations
in turn depend on market perceptions of where the points
u, and u,_ lie. A shift inthese market perceptions, or in the
cost of realignment, can lead to a change in the threshold
points and to an exchange rate crisis and devaluation,
whereas none might have occurred in the absence of this
shift. The shift in perceptions may have nothing to do with
the soundness of domestic economic policy or other mar-
ket fundamentals.

The importance of market perceptions in determining
the timing and success of speculative attacks suggests that

4. See Appendix 1, equations (A4) and (A6).

areputation for “toughness’ may help policymakers deter
an attack and preserve a peg. (This appears to be the ra
tionale for proposals such as the adoption of currency
boards, which can make it less likely that money will be
issued in a manner inconsistent with a peg, and also make
it moredifficult to adjust apeg.) Drazen and Masson (1994)
investigate this question and point out that there is still a
trade-off. Speculators may infer that a government resist-
ing a speculative attack is indeed “tough,” thus deterring
them from future attacks, or they may instead infer that the
defense against the first speculative attack was so costly
that the government coul d not possibly resist afuture attack.
Drazen and Masson’s model seemsto fit the experience of
Sweden. Obstfeld (1994) observesthat in September 1992,
Swedish authorities successfully resisted an attack on the
kronaby raising the domestic interbank rate up to 500 per-
cent (annualized). However, they responded to a second at-
tack in November 1992 by floating the currency. The cost
of defending the peg, given high unemployment, wassim-
ply too high.

Two-Sded Attacks

Most discussions of pressuresto realign focus on episodes
in which devaluations may occur either because a country
has pursued policiesthat depleteforeign exchangereserves
(asin Krugman’'s model) or because the government can-
not resist the temptation to inflate when inflationary ex-
pectations make the economy less competitive or output
growth is sluggish (as in Obstfeld’s model). However,
speculative pressuresinvolve revaluations aswell as deval-
uations. In Pacific Basin economies, which are the focus
of this paper, episodes of speculation that a currency will
appreciate against the U.S. dollar are not uncommon. For
example, the methods used in this paper identify 54 epi-
sodes of appreciation pressures on the exchange rate com-
pared to 72 episodes of depreciation pressurein the period
1980-1994 (see the last row of Table 1).

Asis apparent from the preceding discussion, a model
where realignments reflect the government’ sdesire to off-
set shocks to competitiveness and employment allows for
appreciation or depreciation pressures. In such a model,
surprise revaluations reduce excess demand by reducing
the competitivenessof the export sector. Appreciation pres-
sures can be interpreted as resulting from areal exchange
rate that is “misaligned,” in the sense that it produces a
macroeconomic outcome that is not consistent with the
government’s ultimate policy objectives.

In contrast to the models with multiple equilibria, the
literature based on Krugman’s (1979) paper typically fo-
cuses on episodes of depreciation. Thismay reflect thefact
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TABLE 1

SOURCES OF SPECULATIVE PRESSURE

(Percentage of episodesin which the change in variable led to identi-
fication of a speculative episode. Episodes are identified using indi-
vidual country data.)

ALL
SPECULATIVE  DEPRECIATION  APPRECIATION

ExcHANGE RATE 49 51 46
ReLATIVE NET

ForeIGN ASSET 34 36 3
RELATIVE SHORT

Term RATE 17 13 22
NUMBER OF

EPISODES 126 72 54

that it is not easy to explain why exchange rate apprecia-
tion might matter in thistype of model. Grilli (1986) does
examine the implications of appreciation pressures by ex-
tending Blanco and Garber’s (1986) model to allow for
both a lower and an upper limit on reserves at which the
exchange rate will be allowed to float.

Grilli does not explicitly discuss why a country would
want to limit the level of reserves. It might be argued that
policymakers worry about the expansionary impact such
foreign exchangereserves may have on the stock of money.
However, this cannot be the case in thistype of model, be-
cause episodes of appreciation pressure necessarily reflect
monetary contraction (in spite of foreign exchange accu-
mulation). Another plausible explanation is that policy-
makers do not want to hold too high a level of foreign
reserves because the return on foreign assets is lower than
on domestic assets, imposing a quasi-fiscal cost on the
government. This type of explanation is not ruled out by
this class of models, but neither isit explicitly taken into
account.

Another point worth noting isthat it isnot entirely clear
what processwould | ead to the persistent foreign exchange
reserve accumulation described in Grilli's model. The
counterpart to Krugman's original scenario of reserve
drainage would be asituation where acountry experiences
budget surpluses that the government uses to increase its
deposits with the central bank. The resulting monetary
contraction then attracts capital inflows and leads to in-
creases in reserves. One limitation of thistype of scenario
is that it may not explain most appreciation episodes in
Pacific Basin economies. While most of these economies
adopt relatively conservative fiscal policies, it does not ap-

pear that government budget surpluses systematically drain
liquidity in most of the economies in the region (with the
exception of Singapore).®

[l. EMPIRICAL ANALYSIS

In this section we examine some “stylized facts’ about
speculative episodes. The preceding discussion of aterna-
tive models of speculative pressure may provide a broad
framework for attempting to interpret the results of this
analysis.

Two broad sets of questions are addressed. First, how
does foreign exchange market adjustment occur during
episodes of speculative pressure? Are most such episodes
associated with sudden adjustment in the exchange rate,
with sharp changes in net foreign asset growth, or with
changesin relative interest rates? Are there differencesin
adjustment during periods of appreciation and deprecia
tion? These questions may be addressed by evaluating the
behavior of indicators of speculative pressure (changesin
the nominal exchangerate, rel ative net foreign asset growth,
and changes in interest rate differentials) and seeing how
the behavior of these variables differs during periods of
speculative pressure and tranquility.

Second, are there significant differences in macroeco-
nomic behavior during periods of speculative pressure and
periods of tranquility? Such differenceswere not found by
ERW for asample of European countries, but were found
for a set of non-European economies. Are there also dif-
ferences in macroeconomic behavior during episodes of
appreciation and depreciation? Asargued by Eichengreen,
Rose, and Wyplosz, if speculative episodes are caused by
more or less arbitrary changes in expectations, there may
be no differences in the behavior of macroeconomic vari-
ablesduring periods of speculative pressure and tranquility.
However, if some differences in the behavior of macro-
economic variables are observed, the nature of these dif-
ferences may shed light on whether speculative pressures
appear to reflect inconsistent macroeconomic policies or
policymakers’ response to adverse economic conditions.

In particular, the policy environment, which can berep-
resented by comparing monetary and fiscal policy indica
torsduring periods of speculative pressure and tranquility,
may shed light on whether expansionary monetary and fis-
cal policies trigger speculative attacks, as in Krugman
(1979). It may be argued that such policies can be the
source of speculative pressuresif it isfound that monetary

5. For adiscussion of Singapore’ smonetary regime, seeMoreno (1988).
The monetary regimes of Singapore and other economies are discussed
in Talib (1993).
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and fiscal policy variables differ during periods of specu-
lative pressures and periods of tranquility.®

Indicatorsof internal or external balance may shed light
on whether the cost of maintaining a stable exchange rate
istoo high for the government, leading to shiftsin expec-
tations associ ated with specul ative pressures. For example,
if output is unusually sluggish, domestic inflation is rela
tively high, or the current account is unbalanced, the gov-
ernment may find it too costly to defend the exchange rate,
as suggested by some models used by Obstfeld (1991,
1994) and Drazen and Masson (1994).7

The Data

In order to analyze episodes of speculative pressure, anum-
ber of dataserieswere constructed. The percentage change
in the bilateral exchange rate against the U.S. dollar,
changes in relative net foreign asset growth, and the dif-
ferential between the first difference of the logs of the do-
mestic and U.S. interest rate, were used as indicators of
speculative pressure. The differential between the relative
growth (domestic compared to U.S.) in an estimated mea-
sure of central bank domestic credit, narrow and broad
money were used to indicate the monetary policy environ-
ment. Theratio of the budget deficit to government spend-
ing (relative to the U.S.) was used to represent the fiscal
policy environment. The differential (domestic lessU.S.)
ininflation and deviations of output growth from the mean
rate of growth for each country were used to represent the
internal balance, while the ratio of exportsto imports was
used to represent the external balance.

The data are taken from the IMF International Finan-
cial Satistics. All the series are monthly, except real out-
put growth and the government budget balance, which are
quarterly. Speculative pressure episodes were identified
over the period 1980-1994. However, the indicators of the
policy environment or theinternal and external balance did
not always span thefull period or in some caseswere miss-

6. It may be noted that in one of the models described by Obstfeld
(1994), awesk fiscal position may lead to self-fulfilling attacks on the
exchange rate, so it is not entirely possible to rule out this type of ex-
planation when looking at the budget deficit.

7. Although the general approach adopted here is inspired by Eichen-
green, Rose and Wyplosz (1995), theinterpretation differs from theirs.
Eichengreen, Rose and Wyplosz do not explicitly distinguish between
policy andinternal and external balanceindicators, but instead interpret
these indicators as broadly representing the behavior of “fundamen-
tals.” They argue that if the tests reveal that the distribution of funda-
mentals differs during periods of speculative pressure and tranquility,
then this suggests that episodes of speculative pressure are best ex-
plained by modelsin which apeg becomes unsustai nable because of in-
consistent macroeconomic policies, asin Krugman's (1979) study.

ing values. For some series datafrom certain countriesare
excluded because of lack of availability. Thecountriescov-
ered are Indonesia, Japan, Korea, Malaysia, Philippines,
Singapore, and Thailand.?

Analyzing Episodes of Speculative Pressure

Themodelsdiscussed previously assumethat the exchange
rate is fixed. However, as is apparent in Appendix 3, the
countriesin our sample have adopted avariety of exchange
rate regimes in various time periods, including de facto
pegsto the U.S. dollar (Thailand up to 1984), basket pegs
or managed floats (most of the countriesin the 1980s) and
relatively free floats with occasional massive intervention
(Japan). Nevertheless, a review of these exchange rate
regimes suggests that policymakers as a rule seek to
dampen large fluctuations in the exchange rate.® For this
reason, it can be argued that while the exchangerate is not
strictly fixed in many cases, episodes of very large ex-
change rate movements may be interpreted as episodes of
speculative pressure that will be viewed with concern by
authorities and may trigger a policy response, even in
regimeswheretheexchangerateis supposed to float freely.
Also, large changesin net foreign assets of the central bank
or in short-term interest rates may be interpreted as re-
flecting episodes of pressure in foreign currency markets
where authorities may have resisted an adjustment in the
exchange rate.

The models discussed previously also tend to assume
that speculative attacks on the exchange rate always suc-
ceed because rational agents correctly anticipate that they
will be worse off by delaying an attack. In practice, how-
ever, episodes of speculative pressure do not always result
in large adjustments in the exchange rate.

Inlinewith this, episodes of speculative pressureinfor-
eign exchangemarketswereidentified by focusing onlarge
adjustmentsin the exchange rate and on episodesin which
there were large changesin net foreign assets or in relative
short-term interest differentials. Using data for each coun-
try, an arbitrary band was constructed around each indi-
cator of speculative pressure by taking the mean of the
indicator plus or minus 1.50, where o is the standard de-
viation of the indicator. To identify episodes of “specula-
tivepressure,” episodeswhere changesin the exchangerate
were outside the 1.50 band were selected first. From the
remaining (nonselected) observations, episodes where
changes in relative net foreign assetswere outside the 1.50

8. Appendix 2 provides more information on the data.

9. For recent reviews of exchange rate policies in Pecific Basin
economies see Glick and Moreno (1995), Glick and Hutchison (1994),
and Moreno (1994).
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band for that series were selected next. The list of specu-
|ative pressure episodeswas compl eted by adding episodes
where changes in short-term interest differentials were
outside the 1.50 bands. The remaining observations (in-
sidethe band defined for each of the threeindicators) were
treated as periods of “tranquility.” In order to prevent the
continuation of aspecul ative episode from being identified
as a new episode, windows were created by dropping five
observations around previously identified episodes.”

Eichengreen, Rose, and Wyplosz (1995) use similar in-
dicators but adopt a different approach for identifying
speculative episodes. They construct a weighted average
index of the three indicators, and identify speculative at-
tack episodes by taking those observationsthat fall outside
the 1.50 band around the index. Their weights are con-
structed to compensate for the volatility of each variable,
in effect rescaling, so that each variable has the same in-
fluencein theindex. It may be noted that for some Pacific
Basin countries, data for interest rates (Indonesia) or net
foreign assets (Philippines) are missing over certain peri-
ods. If aweighted-average index were used, those periods
would have to be treated as missing, or as periods of tran
quility. In either case, the weighted-average index would
not fully utilize information from the indicators of specu-
lative pressure that are observed during periods when data
from one of the seriesis missing. The selection procedure
used in this paper avoids this difficulty and, as a result,
identifies alarger set of speculative pressure episodesthan
would aweighted-average index.

10. More precisely changes in the exchange rate, net foreign assets or
short-term interest rates outside the corresponding 1.50 band were not
treated as specul ative pressure episodesif they fell withinthefive-month
window following an episode already identified by alarge movement in
the exchangerate. In addition, episodesidentified by relative net foreign
asset growth or short-term interest differentialswere dropped if thefive
months that followed included an episode previously identified by the
exchange rate. Episodes identified by short-term interest differentials
were dropped if the five months that followed included an episode pre-
viously identified by the relative net foreign assets. The effect of this
procedureis to give first priority to the exchange rate and second prior-
ity to net foreign assets when an observation falls within a five-month
window. A similar priority is given to these variables in classifying
episodes of depreciation and appreciation. Macroeconomic behavior is
analyzed in the month or quarter corresponding to the date of the spec-
ulative episode.

11. Eichengreen, Rose and Wyplosz' s specul ative pressure index is de-
fined as

(S — )/ + a*(Alog i — Alog iVS) — B* (ANFA, — ANFAYS)
where s is the nominal exchange rate (domestic over foreign), i isthe
short-term interest rate, and NFA is net foreign assets of the centra
bank. Theweights a and 3 are based on conditional volatilities scaled
so as to dampen the impact of the more volatile components on the
index.

A number of plausible episodes of speculative pressure
areidentified by the sequential method used in this paper.
In the case of Japan, the present method picks up the pres-
sure on the yen to appreciate in September 1985, around
the time of the Plaza meetings. However, speculation on
theyenin March 1987, after the L ouvre meetings, was ex-
cluded because it fell within the window that followed a
speculative episode in October 1986. Other plausible
episodes that have been identified include the 1980 deval-
uation of the Korean won, the December 1993 speculation
on the Malaysian ringgit,? the Thai baht devaluation of
1984, the depreciation pressure on the Philippine peso dur-
ing the political-cum-debt crisis of 1983, and the appreci-
ation pressure in Indonesia in recent years after the
country’s depreciation pressures in 1983 and 1986.

Eichengreen, Rose, and Wyplosz use their index to test
for differences in the statistical properties of macroeco-
nomic variablesduring periodswhen theindex valueisin-
side the band and when it is outside. In this paper, their
approach istaken a step further by also distinguishing be-
tween episodes of appreciation and depreciation for those
points outside the band. A depreciation episode is said to
occur if the percentage change in the exchange rate is out-
sidethe 1.50 band for the exchangerate and is greater than
zero, or if the exchange rate is inside its band but the
change in relative net foreign assets is outside its corre-
sponding band and is negative, or if neither the exchange
rate nor the change in relative net foreign assets are out-
side their respective bands but the change in short-term
interest rates is outside the band and positive. Apprecia-
tion episodes are constructed in asimilar manner, but the
changes are negative for the exchange rate, positive for net
foreign assets and negative for short-term interest rates.

To describe the characteristics of episodes of specula
tive pressure more fully, we estimated the proportion of
timesthat achangein either the exchange rate, relative net
foreign assets or relative short term rates was the criterion
used in selecting a speculative pressure episode. The re-
sults, reportedin Table 1, indicate that unusual behavior in
the exchange rate accounted for about 50 percent of the
speculative pressure episodes identified (whether we con-
sider all episodes combined, depreciation episodes or ap-
preciation episodes), relative net foreign assets for over
30 percent, and relative short-term interest rates for 13-22

12. However, December 1993 would be classified as a depreciation
episode by the method used here, because the exchange rate depreciated
and this takes precedence over the large accumulation of foreign ex-
change reserves. Sincethe main concern of policymakers at thetimewas
capital inflows, it would seem more reasonable to classify it as an ap-
preciation episode. Such difficulties in interpreting particular episodes
arelikely to arisein any procedure adopted for classifying episodes.
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percent. Thefact that half of speculative pressure episodes
areidentified by unusual movementsin relative net foreign
assets and relative short-term interest rates (episodes in
which the exchangerateitself does not make alarge adjust-
ment) suggeststhat monetary authoritiesinthe Asia-Pacific
Basin intervene actively in foreign exchange markets, and
succeed in preventing large movements in the exchange
rate quite often.

Table 2 seeksto shed further light on the characteristics
of speculative pressure episodes by reporting the median
values of changes in the exchange rate, relative net foreign
assetsand rel ative short-term rates during specul ative pres-
sure episodes and periods of tranquility. The differences
between the median values for the combined speculative
episodes and tranquil periods appear to berelatively small.
In contrast, median values for all the variables are much
larger (in absolute value) during episodes of depreciation
than during periods of tranquility. Adjustmentsin the ex-
change rate, net foreign assets and short-term rates also
tend to be larger during episodes of depreciation than dur-
ing episodes of appreciation.

To assess more formally whether periods of speculative
pressurediffer from periodsof tranquility, two nonparamet-
ric testswereimplemented, both suggested by Eichengreen,
Rose, and Wyplosz (1995). Thefirst test isthe Kruskal Wal-
lis (KW) test, and the second is the Kolmogorov-Smirnov
(KS) test. In both cases, the null hypothesis that the distri-
bution of selected variables during periods of speculative
pressuredoesnot differ from thedistribution of these same
variables during periods of tranquility was tested.

Consider the distribution of relative inflation rates dur-
ing periods of speculative pressure and of tranquility. The
KW statistic can be used to test the null hypothesisthat the
populations fromwhich thetwo inflation samples are dravn
(speculative pressure and tranquil populations) are iden-
tical, against the alternative that one of the populations
yields a larger observed value (higher inflation) than the
other population. The KW test statistic depends not only
on central location but aso on the ranks of the observa
tions in the combined sample. It therefore uses more in-
formation than does the median test statistic, which relies
only on determining whether observations are below or
above the median (Conover, 1971) .13

13. The KW test combines both samples (specul ative pressure and tran-
quil) into asingle, ordered sample. Ranks are then assigned to the com-
bined samplevaluesfrom smallest tolargest. Thetest statisticisthe sum
of the ranks assigned to the values from one of the populations. If the
sumisvery small, or very large, the values from that population may be
taken to be smaller, or larger, than the val ues from the other popul ation.
The null hypothesis of no difference between the samplesis rejected if
the ranks associated with one sample are sufficiently large compared
to the ranks associated with the other sample. Ranks are preferred in

One limitation of the KW test is that it assumes that
any differencein distribution reflects only adifferencein
central location (if thedistribution F(X) # G(X), then F(X)
= G(x + c), where ¢ is a constant).!* The test may not
detect differences of other types, such as differencesin
variance. For this reason, the KS test statistic, which
computes differences in the empirical distribution func-
tion of two samples (speculative pressure versus tran-
quility) is also used.

The Behavior of Macroeconomic Variables

Table 3 reports the results of the comparison of indicators
of the policy environment and of internal and external bal-
ance during periods of speculative pressure and tranquil-
ity. The qualitative features of differencesin the behavior
of thevariousseriesare presentedin Table4, whichreports
the median values during episodes of all types of specula-
tive pressure, depreciation, appreciation, and tranquility.

Inlinewith Krugman’s (1979) model, we would expect
an expansion in monetary aggregates to be associated
with episodes of depreciation pressure, and monetary
contracti on with epi sodes of appreciation. Also, wewould
expect budget deficits to be larger during episodes of de-
preciation pressure than during periods of tranquility. The
datain Tables 3 and 4 provide mixed support for thistype
of story.

The results in Table 3 indicate that the distribution of
broad money differsduring periodsof depreciation pressure
andtranquility (significant at 5 percent) and provide mixed
evidence of differences in central bank domestic credit
during periods of appreciation and tranquility (p value of
8 percent for the KW test). The median values for central
bank domestic credit are broadly consistent with the view
that depreciation episodes may result from faster money
growth and appreci ation episodes from monetary contrac-
tion. However, theseresults should beinterpreted with cau-
tion, asthe central bank domestic credit contraction during
appreciation episodes may reflect sterilization efforts to
offset net foreign asset accumulation. Thus such contrac-
tion could be caused by appreciation pressuresrather than

this case because the distribution functions may not be normal, inwhich
case the probability theory underlying the actual data may not be
known. The probability theory of statistics based on ranks is simpler
and may not depend on the distribution of the actual data. Notethat dif-
ficulties arise in implementing the KW test if there are too many tiesin
the rankings. However, thisislikely to be a problem only when the test
is applied to the exchange rate if there are periods when the exchange
rateisfixed.

14. Another limitation is that the KW level of significance islikely to
differ from the true level of significance if there are many tied values.
However, thisis not likely to be the case for the series being analyzed.



Moreno/ MacroecoNomic BEHAVIOR: EvIDENCE FROM THE PaciFic BasiN 11

TABLE 2

SpECULATIVE PrRESSURE AND TRANQUIL PERIODS
MEeDIAN VALUES

CHANGES IN: ALL SPECULATIVE DEPRECIATION APPRECIATION TRANQUIL
Dollar Exchange Rate 0.25 201 -0.73 0.09
Net Foreign Assets 0.73 -2.89 4.6 137
Short Term Interest Differentials -0.53 0.34 -152 -0.11
TABLE 3

ALL SPECULATIVE PrESsURE AND TRANQUIL PERIODS
TESTS OF SIMILARITY AND DISTRIBUTIONS

ALL SPECULATIVE DEPRECIATION APPRECIATION

KW KS KW KS KW KS

Indicators of policy environment

DomEestic CrReDIT 0.17 0.76 091 0.74 3.17* 1.18
(0.68) (0.61) (0.39) (0.64) (0.08) (0.13)
NARrROW MONEY 1.46 0.93 1.33 1.08 0.35 0.67
(0.23) (0.36) (0.25) (0.19) (0.56) (0.76)
Broab MoNEY 2.97* 1.16 5.88** 1.47** 0.01 0.64
(0.08) (0.13) (0.02) (0.03) (0.94) (0.80)
BupceT DericiT 0.44 0.92 2.86* 1.14 0.81 0.77
(0.50) (0.36) (0.10) (0.15) (0.37) (0.59)
Indicators of internal and external balance
CPI INFLATION 1.13 1.19 0.99 1.22* 0.29 0.60
(0.29) (0.12) (0.32) (0.10) (0.59) (0.86)
ReaL OuTtpuT 0.16 0.95 2.03 1.22* 1.09 0.85
(0.69) (0.33) (0.15) (0.10) (0.30) (0.47)
ExpPorTs/IMPORTS 0.27 0.97 0.93 1.08 0.09 0.59
(0.61) (0.31) (0.33) (0.19) (0.77) (0.88)

Note: Thetest in each case compares the distribution of the data during periods of tranquility with the distribution of the data during all speculative,

depreciation, and appreciation episodes respectively. Test statistics are reported, followed by p values in parentheses.

** Reject null at 5%
*  Reject null at 10%
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be the cause of appreciation pressures asisimplicitly as-
sumed in our approach here. Further research is needed to
sort out the causality.

It may also be noted that the median values for narrow
and broad money do not appear to be consistent with the
view that excessive money growth contributes to depreci-
ation episodes. As can be seen in Table 4, money growth
rates appear to be larger during periods of tranquility, and
broad money growth seemsto be greater during periods of
appreciation than during periods of depreciation. Given
that central bank domestic credit behaves in the opposite
fashion, the behavior of broader money growth appearsto
reflect changes in monetary conditions during episodes of
speculative pressure that need to be explored further.

The data provide some evidence that large budget defi-
cits may be associated with speculative pressures. Table 3
indicatesthat the distribution of budget deficitsdiffersdur-
ing periods of depreciation pressure and tranquility (p
value of 9 percent for the KW test).> Budget deficits also

15. The significant result for the budget deficit should be interpreted
with caution because these are quarterly observations and some of the
countries had to be dropped due to lack of data. See data Appendix 1.

TABLE 4

ALL SPECULATIVE PRESSURE AND TRANQUIL PERIODS

MEDIAN VALUES
(Monthly percentage changes or percentage ratios)

appear to be larger during episodes of depreciation (or
tranquility) than during episodes of appreciation (Table 4).

Further insights may be gained on the characteristics
and possible causes of episodes of speculative pressure by
examining indicators of internal and external balance. As
noted previously, if output isunusually sluggish, domestic
inflation is relatively high, or the current account is unbal-
anced, the government may find it costly to defend the ex-
change rate, and this perception of government weakness
may trigger speculative pressures. Such resultswould lend
support to explanations that do not attribute speculative
pressures to prevailing monetary or fiscal policies (e.g.,
Obstfeld, 1994 or Drazen and Masson, 1994).

Table 3 provides mixed evidence that the distribution of
CPl inflation and output growth differsduring periodsof de-
preciation pressure and tranquility (p values of around 10
percent). In addition, the datain Table 4 suggest that infla-
tion is higher and relative output growth is dower (in fact
negative) during episodes of depreciation than during epi-
sodes of appreciation or tranquility. Thisis consistent with
explanations that suggest that economic conditions (rather
than macroeconomic policies) may contribute to episodes
of speculative pressure. However, it may be noted that the
behavior of the indicator of external balance, the ratio of
exportsto imports, does not appear to differ during the var-
ious periods, and the median values are close.

ALL SPECULATIVE DEePRECIATION APPRECIATION TRANQUIL
Indicators of policy environment
DowmEestic CReDIT -0.14 0.06 -0.38 -0.09
NARRow MONEY -0.01 -0.07 0.21 041
Broab MoNEY 0.64 0.43 0.88 0.90
BubceT DericIT 0.57 0.92 0.28 0.67
Indicators of internal and external balance

CPl INFLATION 0.04 0.09 0.01 0.02
ReaL OutpuT -0.04 -0.20 0.21 -0.05
ExpPorTs/IMPORTS 0.98 0.99 0.97 1.00
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Alternative Assumptions

To see whether the preceding results are sensitive to alter-
native assumptions, the tests were first rerun excluding
Japan from the sample, asit may be argued that itsforeign
exchange market differs from those of other economiesin
the region (deeper market with awider array of domestic
instruments, and afreer float). For the sake of brevity, the
main findings will be summarized but the actual values
will not belisted. With Japan excluded, the behavior of the
budget deficit ratio no longer differs between periods of
tranquility and of depreciation or appreciation. However,
asin the full sample, the behavior of broad money differs
during depreciation episodes (with p values of 5 percent
for the KW test and 9 percent for the KStest), and the ev-
idence that central bank domestic credit differs during
episodesof appreciationisnow stronger (p valuesof 3 per-
cent and 7 percent for the KW and K S tests, respectively).
The median values still corvey the impression that during
episodes of depreciation budget deficitsarelarger and that
during episodes of appreciation central bank domestic credit
issmaller, and broad money growth is greater.

For theindicators of internal and external balance, asfor
the full sample, there is mixed evidence that the distribu-
tion of the CPI differs during episodes of depreciation.
However, no significant differencesin output behavior are
now found. The median values are qualitatively similar to
thosefound previously, asthey indicate that inflation tends
to be higher and relative output growth contracts during
episodes of depreciation in comparison to other periods
(appreciation or tranquility).

Onepotentia difficulty with the preceding resultsisthat
the crisis episodes and the macroeconomic variables are
contemporaneous, making the direction of causality un-
certain. For example, while some of the model s described
earlier might suggest that a rise in domestic inflation may
lead to speculative pressures, it is possible that speculative
pressures lead to inflationary pressures instead. To see
whether this possibility affected the results, the testswere
performed by comparing the behavior of monthly variables
in the month before the date of a speculative episode to
their behavior during periods of tranquility (once morein-
cluding Japan in the data set).®® Using this data set, the ev-
idence that domestic credit of the central bank differs

16. Thetest was ot performed for quarterly databecauseitislikely that
theindicators of speculative pressure did not cause differencesin bud-
get deficits or relative output growth. For the monthly data, it may be
noted that if the observation preceding aspecul ative episodefallsin the
six-month window of a previous specul ative episode, it is not included
in the set.

during episodes of appreciationwasoncemoremixed (Sig-
nificant at 10 percent for the K Stest but not theKW). There
was also mixed evidence that the relative CPI differed in
the month before a depreciation episode (KW test rejects
the null at 10 percent), and that broad money growth dif-
fersin the month before an appreciation episode (both KW
and K Stestssignificant at 5 percent). The other test results
were not significant. As for the median values, those for
central bank domestic credit are very similar to those re-
portedin Table4. CPI inflationismuch smaller during epi-
sodes of appreciation, and is in fact negative in this case,
whichisconsistent with the previousfindings. Broad money
growth once againislarger during episodes of appreciation.

I11. CoNCLUSIONS

This study applied a procedure to identify episodes of
speculative pressures in foreign exchange markets for se-
lected economies in the Asia-Pacific Basin and compared
the behavior of macroeconomic variables during periods
of speculative pressure and periods of tranquility. Theem-
pirical results are mixed, but some of the results are
nonethel ess suggestive. Episodes of depreciation appear to
be associated with larger budget deficits and growth in
central bank domestic credit than are episodes of appreci-
ation or periods of tranquility, indicating that expansion-
ary policies may contribute to speculative pressures in
foreign exchange markets. There is also some evidence
that episodes of speculative pressure may arise when eco-
nomic conditions make it difficult for the government to
maintain a stable exchange rate.

Further research using different methods may give ad-
ditional insights on the sources of speculative pressuresin
foreign exchange markets and shed further light on the
properties of speculative episodes. In addition, alternative
statistical techniques may permit estimation of therelative
importance of alternative sources of speculative pressure
on the exchange rate.
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APPENDIX 1

SUMMARY oF OBsTFELD's OPEN EcoNoMY
MODEL OF SPECULATIVE ATTACKS

The model assumes PPP, capital mobility and perfect as-
set substitution. The log of output in period t depends on
the contemporaneous log real exchange rate and a mean
zero, serially independent shock that reflectstheimpact of
foreign interests rates, private and government shifts in
demand and so on. Before the demand shock is observed,
labor markets set wages so as to maintain a constant ex-
pected real wage. Consider the government’ s flow loss for
period t, which can be expressed as:

(A1) Ii=(8/2)(&—ea)* + (U[a(e —wy) -t —y*]?

where the first right-hand term reflects the cost of devia-
tionsfrom zero inflation, the second, the cost of deviations
from thetarget level of output y*. The government chooses
the home currency’ s exchange rate e, each period to mini-
mize |, given the nominal wages set at t—1. Minimizing the
preceding expression over € yields first order conditions
that imply the following reaction function

(A2) e —e=A(uf/a) +A(w—ey) +A(y*/a) .

Intheterm A = a?/(6 + a)?, a reflects the responsiveness
of output to changes in competitiveness (the real exchange
rate) and O reflects the weight assigned to inflation in the
government’s loss function.

Workersand firmsknow the government’ sreaction func-
tion and will set wages to take the government’ s expected
exchange rate adjustment into account. Under these con-
ditions, it can be shown that the equilibrium depreciation
rate in the economy is:

(A3) &—eu =AU+ (A/1-A)(y*/a)

where al variables arein logs, €, is the nominal exchange
rate in domestic currency units per foreign currency unit,
u; is the demand shock, y* > 0 is the government’ s target
level of output, and A is a measure of the extent to which
the government accommodates shocks. This last expres-
sion is higher the greater isthe adverse impact of changes
inthe real exchange rate on output, and smaller the greater
is the weight given to inflation in the government’sloss
function. It may be noted that under a discretionary pol-
icy, afixed exchangeratewould result here only if inflation
isinfinitely costly, in which case the term A goes to zero.

The Case with Fixed Cost of Realignment

Since the government facesapreset nominal wage w, when
deciding the exchangerate for periodt, the predetermined

expected rate of price inflation is given by the expected
change in the exchange rate. More explicitly,

(A4) m=W—e,4=E,(6)—€e,.

In (Al) it isassumed that workers negotiate wage changes
to match the expected rate of inflation. Now under afixed
exchangerate, e —e,_; = 0, so the loss according to equa-
tion (1) inthetextis

(A5) IT= (U2)[am + u + y*]?

If the government instead realigns according to the reac-
tion function described earlier, it incurs afixed cost ¢, and
it can be shown that the lossiis:

(AB)  IR=((A-N[am+ u+y]*+c.

APPENDIX 2

DaTta DESCRIPTION AND SOURCES

The follaving variablesarefrom the [IFS CD-ROM: end of
period exchangerate (lineag), short-terminterest rate (line
60b, except for Philippines line 60c), foreign assets (line
11), foreign liabilities (line 16¢) where possible, reserve
money (line 14), narrow money (line 34), quasi-money
(line 35), CPI inflation (line 64), exports (line 70), imports
(line 71), budget deficit (line 80), and government expen-
diture (line 82). Japan's government expenditure is from
IFSline 91F.C. whilethedeficit istaken from OECD quar-
terly National Accounts. The U.S. budget deficit and gov-
ernment expenditure are from Citibase with mnemonics
GGFNET and GGFEX, respectively. To represent output,
real GDP (typically line 99b.p) was used for al countries
except Japan and Taiwan, where real GNP (line 99aur) is
used. United Sates money is from Citibase (fm1, fm2).

When |FS data were not available, central bank publi-
cations were used. Taiwan data are from Financial Statis-
tics, Taiwan District, The Republic of China. Quasi-money
data for 1980:1-1981:2 are taken from Taiwan's Supple-
ment to Financial Satistics Monthly. Part of Indonesia’s
interest rate, reserve money and money are from Indone-
sia’ sFinancial Statistics. Philippine money datafor Janu-
ary 1984 to November 1986 (except the December numbers
in this period) were obtained from Philippines Financial
Satistics. Thailand’'s 1994 exportsand importsarefrom the
Bank of Thailand’s Quarterly Bulletin. Malaysia's 1994
reserve money seriesis constructed using datafrom Bank
Negara Malaysia s Monthly Statistical Bulletin.

The frequency of all the dataiis monthly except for out-
put and the budget deficit which are quarterly. Net foreign
assets is defined as foreign assets (11) less foreign liabili-
ties. Missing values for foreign liabilities are set to zero if
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these are small as a proportion of foreign assets. Because
of missing values, Philippinesliabilities for August 1983,
December 1983 and December 1984 are calculated using
changes over the same period 12 months earlier. Also, the
Thai interest rate for December 1993 was computed using
the 12-month change. A number of macroeconomic series
did not span the entire period or contained missing values.
Estimates were then performed using the available datafor
each country. Because of lack of quarterly data, Indonesia,
Thailand and Malaysia were excluded in the output com-
parisons and Taiwan was excluded in the budget deficit
comparisons.

Many of the variables are transformed by taking the dif-
ferential between domestic and United States first differ-
encesof natural logarithmsor percentage changes. Central
bank domestic credit growth isthe difference between the
percentage growth in reserve money lessthe change in net
foreign assets scaled by reserve money in the last period.
Net foreign assets is the first difference of net foreign as-
sets divided by the previous month’s reserve money. The
nominal dollar exchange rate is expressed as the percent-
age change over the previous month. Output is the devia-
tion from the mean growth of real GDP or real GNP. The
budget deficit is taken as a ratio of government expendi-
ture (to maximize data use, as quarterly output dataare of-
ten unavailable), and then divided by the corresponding
budget ratio for the U.S. Budget ratios, narrow and broad
money (the sum of narrow money and quasi-money), ex-
ports, and imports are seasonally adjusted using X 1L

APPENDIX 3

ExcHANGE RaTE REGIMES
IN PaciFic BasiN EcoNoMIES

Indonesia. Indonesiahashad amanaged float in placesince
January 16, 1978, when the link with the U.S. dollar was
discontinued. Bank Indonesia (BI) has set the middle rate
of the rupiah in terms of the U.S. doallar, the intervention
currency, by taking into account the behavior of a basket
of currenciesof Indonesia smain trading partners. In Sep-
tember 1989, the foreign exchange system was modified
substantially so that the Bl-announced exchange rate ap-
pliesonly to certain transactions undertaken at certain times
of the day. For all other transactions, banks are free to set
their own rates.

Japan. Exchange rates are determined on the basis of un-
derlying demand and supply conditions in the exchange
markets. However, the authorities intervene when neces-
sary in order to counter disorderly conditions in the mar-
kets. The principal intervention currency isthe U.S. dollar.

Korea. From January 1980 to March 1990, the won was
linked to a multicurrency basket (consisting of trade-
weighted basket and SDR basket), but other factors were
also taken into account in setting the exchange rate. The
Bank of Korea (BOK) set adaily exchange rate of thewon
(BOK base rate) in terms of the U.S. dollar, which is the
intervention currency. A market average rate (MAR) sys-
temintroduced on March 2, 1990 setsthewon-U.S. dollar
rate on the basis of the weighted average of interbank rates
for won-U.S. dollar spot transactions of the previous day.
During each business day, the Korean won-U.S. dollar ex-
change ratein the interbank market is allowed to fluctuate
within fixed margins (plus or minus 1 percent in 1994)
against the MAR of the previous day. The won exchange
rate against other currencies is determined by the level at
which these currencies trade against the U.S. dollar in the
international market. Buying and selling rates offered to
customers are set freely by foreign exchange banks.

Malaysia. Thevalue of theringgit isdetermined by supply
and demand conditions in the foreign exchange market.
Bank Negara Maaysia (the central bank) intervenes to
maintain orderly market conditions and to avoid excessive
fluctuations in the value of the ringgit against a basket of
currencies weighted in terms of Malaysia s major trading
partners and the currencies of settlement.

Philippines. Up to 1984, authoritiesintervened when nec-
essary to maintain certain marginsaround a*“ guiding rate’
that was established daily by the Bankers' Association.
Commercia bankswere required by the association to ob-
serve certain margins for transactions of less than
US$100,000. The minimum and maximum spot buying
(selling) rates were 0.5 percent (0.75 percent) and 1 per-
cent (1.25 percent), respectively below (above) the guiding
rate. For transactions above US$100,000, margins were
determined competitively. Since October 1984, the value
of the peso has been determined freely in the foreign ex-
change market. However, the central bank is amajor par-
ticipant in this market and intervenes when necessary to
maintain orderly conditionsin the exchange market andin
light of medium-term policy objectives.

Sngapore. The Singapore dollar is permitted to float, and
its exchange rate in terms of the U.S. dollar and all other
currencies is freely determined in the foreign exchange
market. However, the Monetary Authority of Singapore
monitorsthe external value of the Singapore dollar against
atrade-weighted basket of currencies. Historically, Singa-
porean authorities have targeted the exchangerate (through
intervention) to achieveadomestic inflation goal . Ratesfor
other currencies are available throughout the working day
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and are based on the currencies’ exchangerates against the
U.S. dollar ininternational markets. Banks are free to deal
inall currencies, with no restrictions on amount, maturity,
or type of transaction.

Taiwan. A managed float was adopted in 1979, involving a
daily exchange rate ceiling set by the central bank. The
ceiling was abandoned in March 1980, and reestablished
in September 1982. Until 1989, the spot central rate of the
U.S. dollar against the NT dollar was set daily on the basis
of the weighted average of interbank transaction rates on
the previousbusinessday. Daily adjustment of the spot rate
was not to exceed 2.25 percent of the central rate on the
previous business day. In April 1989, the limits on daily
fluctuations of the interbank rate were rescinded, and a
new system of foreign exchange trading was established,
based on bid-ask quotations.

Thailand. The Thai baht was de facto pegged to the U.S.
dollar from 1981 until 1984, when it was devalued. The
baht was subsequently pegged to aweighted basket of cur-
rencies of Thailand’'s major trading partners, but the ex-
changerate can also beinfluenced by other considerations.
The Exchange Equalization Fund announcesdaily the buy-
ing and selling rates of the U.S. dollar for transactions be-
tweenitself and commercia banks. It also announcesdaily
minimum buying and maximum selling rates that com-
mercia banks must observe when dealing with the public
in various currencies. The EEF intervenes to keep the re-
lationship of the baht to the basket of currencies within a
margin and to maintain orderly conditionsin the exchange
market.

Sources: IMF. Exchange Arrangements and Exchange Restrictions.
Moreno (1994), Working Paper version.
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This paper develops an open-economy version of the
Bernanke-Blinder model which indicatesthat sterilization
effortsthroughincreasesinreserverequirementswill have
limited impact if viable financial alternatives to the com-
mercial banking sector exist. | then examinethe capital in-
flow surge experiences of seven developing Asian nations.
Our analysis yields three stylized conclusions. First, the
timing of capital inflow surges indicates a causal role for
both domestic and foreign factors. Second, there is little
general rule as to the most effective sterilization instr u-
ment. Finally, the experiences of the developing nations
during their capital inflow surge period largely coincide
with the predictions of the model. Korea, the country with
the largest nonbank financial sector, had the least success
in stemming the impact of capital inflow surges despite
inter vention through both open market operations and in-
creased reserve requirements.

The magnitude of recent capital inflows into developing
countriesin the Pacific Basin has been staggering. During
the period from 1990to 1993, Asian devel oping nationsre-
ceived a net capital inflow of $151 billion. These flows
were large relative to the countries as a whole. Capital in-
flows reached 13 percent of GDP in Thailand and Malay-
sia, 10 percent of GDP in Singapore, 6 percent in the
Philippines, and 5 percent in Indonesia(Glick and Moreno
1994). The source of these surgesin capital inflows is con-
troversial. Calvo, Leiderman, and Reinhart (1993) present
evidencethat external factors played adominant roleinthe
pattern of capital inflows in Latin America. However,
Schadler (1994) stressesthat external developmentsdid not
always coincide with surgesin inflows, and that domestic
factors must have played arole as well. Among these, she
stresses structural changes that improved potential pro-
ductivity,improved fiscal policies, and atightening of do-
mestic credit policies. Chuhan, Claessens, and Mamingi
(1993) dso find that while the foreign environment mat-
ters, domestic factorswerethe primary determinantsof the
magnitude of Asian capital inflowsin their study.

A large literature has emerged analyzing the implica-
tions of these capital inflows, and in particular, investigat-
ing the contention that the extremely large magnitudes of
the inflows can be disruptive to a nation’s economy, re-
sulting in the desire to mitigate their influence. It has been
suggested that while capital inflows may be desirable be-
cause the marginal product of capital islarger in develop-
ing countries, rapid reversals of these flows can lead to
domestic liquidity problems. Bercuson and Koenig (1993)
guestion whether large increases in financial flows can be
handled efficiently by thefinancial system, suggesting that
flows of sufficient magnitude may jeopardize the saf ety of
the banking system. In addition, the real exchange rate ap-
preciationsthat often accompany these capital inflows can
lead to undesirable resource reallocation, particularly if
the reallocation of resources motivated by the capital in-
flow surgeislikely to be temporary.

Asian developing country governments in particular
have responded to these capital inflowswith aggressive at-
tempts at sterilization. In 1993, one-third of the $100 hil-
lion in net capital inflows into Asia Pacific Economic
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Cooperation Forum (APEC) nations was absorbed by cen-
tral banksasforeign currency reserves. By theend of 1993,
the stock of reservesof the Asian region equalled $261 bil-
lion, far exceeding the combined total of all the develop-
ing nationsand nationsintransitionintherest of theworld.

While sterilized intervention through open market op-
erations appears to be the most common response to cap-
ital inflows, its use appears to diminish over the course of
an extended capital infl ow episode. In Asia, for example,
the share of capital inflows which became increasesin re-
serves has declined over time (Khan and Reinhart 1994).
This may reflect the problems associated with prolonged
sterilized intervention noted by Calvo, Leiderman and
Reinhart (1993). First, sterilization requires governments
to purchaselow-yielding foreign securities despite thefact
that they are often paying high interest rates on external
debt. This process obviously places aburden on the recip-
ient country government. These “quasi-fiscal costs’ have
been estimated to amount to up to one-half percent of GDP
in Latin America (Kiguel and Leiderman 1993). Second,
by preventing adecreasein theinterest rate differential be-
tween domestic and foreign assets, sterilized intervention
fails to eradicate the conditions which led to the capital
inflow.

As nations become dissatisfied with the costs or the ef-
fectiveness of sterilized intervention through open market
operations, they turn towards other, less standard steriliza-
tion instruments. In this paper, we examine an aternative
policy response to capital inflows which has been particu-
larly popular in Southeast Asia, increases in commercial
bank reserve requirements.* This policy attempts to limit
theimpact of foreign capital inflows by reducing the mag-
nitude of capital which flows into the banking sector.
Banking institutions retain a significant role as financial
intermediaries in developing countries in Asia. Conse-
quently, a significant portion of the capital which flows
into these countries either enters directly into, or findsits
way into, the devel oping country banking system.

Most of the portfolio inflows into APEC developing
countriesin recent years have been bondsissued by APEC
borrowers in foreign currencies (Folkerts-Landau, et al.,
1994). However, the potential for an increase in bank lend-
ing resulting from this form of inflow is similar. If the lo-
cal bond issuer deposits his capital in a domestic bank, it
isthe same asif the domestic bank had issued aforeignli-

1 Whilethe Pacific Basin countries have been particularly active in us
ing reserve requirements as the instrument for limiting capital inflows,
they have not been alone. In 1992, for example, Chile levied a 30 per-
cent reserve requirement on foreign credits, while Mexico imposed a
10 percent limit on the share of foreign currency liabilities (Folkerts-
Landau, et al., 1994).

ability itself. Consequently, regardless of the form of the
capital inflow, the impact is likely to be an expansion of
the domestic financial system.?

Policymakers may also have particular interest in lim-
iting the activities of their banking sector during capital
inflow surges. Large and volatile capital flows can contrib-
ute to bank problems by causing large swings in bank li-
quidity.Calvo, L eiderman, and Reinhart (1993) discussthe
possibility of capital inflowsleading to “improper interme-
diation.” These could result from avariety of sources, in-
cluding improperly priced government deposit insurance,
either explicit or implicit. The problemwith addressing the
improper intermediation through a mandatory deposit in-
surance scheme, according to Calvo, Leiderman, and
Reinhart, isthat such aschemewould need to be highly so-
phisticated, incorporating the loss associated with a rever-
sal in the flow of capital. The authors argue that “...in the
short run, it may be more practical smply to preclude
banks from intermediating much of the new capital inflow
by increasing required reserveratios’ (p. 144). They argue
that by limiting the investments of banksin markets prone
to speculative bubbles, such asreal estate and equity mar-
kets, the country’s banking system will be less exposed
when the bubble bursts.

However, placing the burden of sterilizing the capital in-
flow surge on the commercial banking sector is not a cost-
less policy. Folkerts-Landau, et a. (1994) identify two
primary disadvantages of sterilization throughincreasesin
bank reserverequirements. First, sincereservesdo not earn
market rates of return, an increase in reserve reguirements
distorts the share of intermediation handled by the bank-
ing sector. Second, raising reserve regquirements may not
be effective at addressing capital inflows which are inter-
mediated outside the banking system. These include bond
and equity markets which have been growing rapidly in
these countries over the previous decade and the informal
lending or “curb markets’ prevalent in many Asian devel-
oping countries. Raising reserve requirements will put
banks at a competitive disadvantage relative to these non-
bank institutions and lead to disintermediation.

Below, we develop a simple model which can analyze
the implications of enhanced capital inflows on the do-
mestic credit markets of the capital recipient countries.
Our model is an open-economy Mundell-Fleming version
of the Bernanke-Blinder (1987) model. The Bernanke-
Blinder model introduces an explicit banking sector into a
standard 1S-LM macro model. Our “open economy” ex-
tension is essentially the introduction of a balance of pay-
ments equation. This extension allows us to trace out the

2. The exception would be if the capital immediately flowed back out
of the nation to support a current account deficit.



implications of asurgein capital inflows and areservere
quirement increase policy response.®

We then examine the empirical experiences of seven
Asian developing countries over thisperiod. These nations
experienced a variety of capital inflow episodes and re-
sponded to them with an assortment of government poli-
cies, including avariety of policies designed to curtail the
activities of the banking sector.

Both our theoretical analysisand our empirical evidence
demonstrates that the effectiveness of sterilization poli-
cies, including those specifically targeted at the banking
sector, depends on the ability of the nonbank sector to play
asubstitute role for intermediation. The greater is the de-
gree to which foreign investors can substitute nonbank for
banking sector investments, and the greater is the degree
to which these nonbank investments influence the level of
aggregate demand, the lesser is the ability of the recipient
country’ s government to mitigate the impact of capital in-
flows through the use of reserve requirements.

The remainder of this paper is organized into four sec-
tions. Section 1 introduces an open-economy version of
the Bernanke-Blinder model. Section 2 conducts compar-
ative static exercises concerning the implications of a de-
creasein theforeign rate of interest for thismodel and the
impact of policy responses through either an increase in
reserve requirements or a decrease in the stock of high-
powered money. Section 3 examines the experiences of
seven Asian countries during the period of relatively large
capital inflows. Finally, Section 4 concludes.

. A SiMPLE M ODEL OF THE M ACROECONOMIC
IMPACTS OF CAPITAL INFLOWS

Assumptions

There are three domestic assets, as in the Bernanke-
Blinder (1987) augmented IS-LM framework: money,
bonds, and bank loans. Domestic bank loans pay inter-
est rater, as do bank deposits, while domestic bonds pay
interest rate i. The real side of the economy is assumed
to be similar to a standard Mundell-Fleming model.
Domestic aggregate demand follows a standard I1SLM
pattern:

3. Chinn and Dooley (1995) use a similar model to explain inconsis-
tenciesfound in the literature concerning the degree of capital mobility
in Pecific Rim economies. Their argument is that studies based on
money market rates ignore that “bank credit is special.” Their empiri-
cal finding that capital inflows positively affect bank lending for agroup
of Pacific Rim countries is also consistent with the predictions of the
open-economy Bernanke-Blinder model.
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(1) A= Air)

where A, <0and A, <0. Incomeis equal to domestic ag-
gregate demand plus the net trade surplus:

) Y=A+T

where T representsthe trade balance. We assume through-
out that prices are fixed and that the monetary authority
maintainsapegged exchangerate regime. For the purposes
of this paper, we aso implicitly hold foreign income lev-
els constant and express T solely as afunction of Y:

3 T=T(Y)

where T, < 0.

We make the simplifying assumption that all foreign
capital inflows come directly into the domestic banking
sector in the form of foreign deposits, which we term D*.
The supply of foreign capital to the domestic banking sec-
tor is assumed to be increasing in the spread between do-
mestic bank interest rates and the risk-free foreign rate of
interest, r*:

4) D* = D*(r —r*)

where D*_. > 0. Weassumethat domestic agentsonly hold
domestic assets for simplicity, and thusrule out the possi-
bility of capita flight.

We assume that when foreign source deposits enter the
commercial banking system, the central bank, in order to
maintain the exchange rate peg, issues enough reserves to
match these assets one for one in domestic currency. De-
fine T asthe bank reserverequirement, 0< 1 <1. Assuming
that banks hold no excessreserves and letting R* represent
the reservesissued to monetize foreign capital inflows, the
central bank issues reserves such that

5) D*(r—r*)=R*/T.

Note that this component of high-powered money isnot
discretionary to the monetary authority. Under free capital
mobility, this change in the stock of high-powered money
is required to defend the nominal exchange rate peg. We
examine theimplications of monetary policy below by ex-
amining changes in the discretionary component of the
monetary base, R, the high-powered money issued to un-
derlie domestic credit.

We next turn to the market for bank loans. Banks hold
reserves equal tot(D + D*) and divide up their remaining
assets between bank loans and bank holdings of bonds.
DefineA(r,i), A, > 0, A;<0, asthe share of free assets banks
hold as loans. The bank loan supply curve then satisfies
LS=A(r,i)(D + D*)(1 —T1). We specify astandard |oan de-
mand curve, L° = L(r,i,Y), L, <0, L; >0, L, > 0. Equilib-
rium in the market for bank loans then satisfies:
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(6) L(ri,Y) = A(i)(D + D*)(1 1) .

Finally, we derive the equilibrium condition in the
money market.* Since banks do not hold excess reserves,
the supply of depositsisequd tothe stock of high-powered
money divided by reserve requirements, (R+R*)/1. Fol-
lowing Bernanke and Blinder, we specify the demand for
money as a function of the bond rate and income D =
D(i,Y), D; < 0, Dy > 0. The equilibrium condition in the
money market then takes on the characteristics of a stan-
dard LM curve®

@) D*(r—r*)+ D(i,Y) = (R+ R*)/1.
By (5), equation (7) simplifiesto
(7) D(i,Y) =R/t.

Using equation (7') to subgtitute for D in equation (6)
yields the equilibrium condition in the bank loan market
as

)  L(ri,Y) = A(L)[R/T + D*(r —r*)](L-1) .

Equation (8) suggests that we can express the bank loan
rate r as a function of the world interest rate, r*, there-
quired reserveratio, T, the size of the monetary base un-
derlying domestic deposits, R, the bond market interest
rate, i, and the level of income, Y:

9 r=q(r*t,RiY)

where@. >0, ¢, >0, 9:<0, @ >0, and @, > 0. \We demon-
stratethese comparative static rel ationshi psin the appendix.
In addition, we obtain theresult that dr/dt is decreasing
inthe absolute value of both L, and A,. Intuitively, thesere-
lationships reflect the fact that the degree to which an in-
creasein reserverequirementsresultsin an increasein the
bank loan rate depends on the elasticity of bank loan de-
mand and supply. In particular, the ability of banksto pass
their additional cost of funds on to its borrowers will de-
pend on theelasticity of demand for bank loans, which pre-
sumably depends on the ability of bank loan customersto
obtain funds elsewhere. Similarly, the willingness of sub-
stitute bonds for bank loans in their portfolio depends on
the quality of alternative investment instruments available.
Consequently, the relatively poorer are the alternative po-
tential sources of funds, the greater is the bank loan rate
response to an increase in bank reserve requirements.
Substituting (9) into equation (2) yields:

4. Satisfaction of equilibrium in the goods, bank [oans, and money mar-
ketsimplies satisfaction of equilibrium in the bond market by Walras
law.

5. The demand for money should also be a function of total wealth. As
in Bernanke and Blinder, we assumethat thisis constant and suppressit.

(10) Y = Ali,@(r*,T,Ri,Y)] + T(Y) .

We can refer to equation (10) as the “CX curve.” The
curve should be thought of as avariant of the standard IS
curve, along which domestic and external goods markets
are in equilibrium, which also defines equilibrium in the
bank 1oan market. Like a standard IS curve, the CX curve
is negatively sloped. However, the introduction of a bank
loan market allowsthe CX curveto shift dueto credit mar-
ket shocks, such as policy changes in R or T, as in the
Bernanke-Blinder model. In addition, the external sector
can provide a source of foreign shocks, proxied simply
here by changesin r*.

Our CX curve reduces to a standard Mundell-Fleming
“XX curve,” where aggregate supply is equal to domestic
absorption plus the net trade balance, if loans and bonds
are perfect substitutes to either lender or borrowers.® Sim-
ilarly, the CX curve becomes flat if foreign and domestic
assets are perfect substitutes under our maintained small-
country assumption. Of course, asin the standard IS-LM
model, the LM curve becomesflat if money and bonds are
perfect substitutes.

Whilethe CX curve measures equilibrium in the goods
market, it does not imply a balance of payments equilib-
rium. The balance of paymentsis equal to the sum of net
exports and capital inflows. Asin the standard Mundell-
Fleming model, we define the “BP curve” as the locus of
pointswherethe balance of paymentsisequal to zero. The
BP curve therefore satisfies

(1) T(Y) =-D*(r—r*).

We then have our model as shownin Figure 1. Note that
the BP curve is upward-sloping reflecting our assumption
that foreigners consider their deposits imperfect substi-
tutes for their domestic deposits. The intersection of all
three curvesimpliesthat the goods market, the money mar-
ket, and the balance of payments are all in equilibrium.

1. CoMPARATIVE STATICS

Implications of a Decreasein r*

Many authors, such as Calvo, Leiderman, and Reinhart
(1993), attribute the surge of capital inflows into Latin
Americato a change in the relative demand for these as-
setsdueto afall in developed nationinterest rates. We can
express the system in balance of payments equilibrium by
substituting for T in equation (10) by using equation (11),

6. Thisis analogousto the fact that the Bernanke-Blinder CC curve re-
vertsto anormal IS curve under the same conditions. Closing the econ-
omy to foreign capital inflows would obviously result in the CX curve
reverting to the standard Bernanke-Blinder CC curve.



FIGURE 1

OpPeN Economy BERNANKE-BLINDER MODEL
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FIGURE 2

IMPACT OF A DECREASE IN ['*

BP(r*)

BP@*')

which yields
(10") Y = Ali,@r*,T,Ri,Y)] =D*(r —r*) .

Equations (7') and (10') form our basic system under bal-
ance of payments equilibrium of two equationsin two en-
dogenous variables, i and Y.

Graphically, we can see the effect of adecreaseinr* in
Figure 2. The decrease in r* leads to a downward shift
in the BP curve. At a point like E,, there will be positive
foreign capital inflows. To maintain the exchangerate peg,
theseforeign currency inflows must be monetized through
theissue of R* in reserves. Thisleads to an outward shift
inthe LM curve until a new equilibrium is reached. In a
standard Mundell-Fleming model (where the CX curve
failsto shift), the required intervention needed to maintain
the nominal exchange rate peg leads us to point M, so la-
belled by Frankel (1994) due to its correspondence with
the monetary approach to the balance of payments.

In our model, however, the impact of a decrease in for-
eign interest rates will also fall directly on the domestic
goods market. By equation (10'), a decrease in r* hasan
expansionary impact on aggregate demand by reducing

domestic interest rates. Thisimplies an additional channel
for the transmission of a decrease in the foreign interest
rate through the positive impact the reduction in foreign
interest rates has on bank loan interest rates. Thisleads us
to point B (as in Bernanke and Blinder). This additional
channel also implies that a larger degree of monetization
is necessary to accommodate the now-larger magnitude of
capital inflows. Asin Bernanke and Blinder, the final im-
pact on the level of interest in the nonbank financial sector
is unclear because of the rise in the transactions demand
for money associated with the increase in output.” How-
ever, the level of r, the bank loan rate, must decrease.

In an international setting, equation (10') reminds us
that thereareforcesat work which serveto dampen thisef-
fect. Inparticular, thereductioninforeigninterest rates, by

7. Previousstudiesthat have not included a“ credit channel” have treated
thewidespread failure of interest ratesto drop noticeably during the pe-
riod of high capital inflows asan anomaly. For example, see Frankel and
Okongwu (1995), who ascribe the failure of interest ratesto fall in cap-
ital recipient countries during the 1989-1994 period to increased ex-
pectations of precipitous exchange rate deval uations.
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generating capital inflows, must correspond to areduction
in net exportsunder balance of payments equilibrium. Dif-
ferentiating the right-hand side of equation (10') with re-
spect to r* yields

(12) A — D% .

The first term of (12) is negative, implying that a de-
creasein r* shifts out the CX curve dueto the expansion-
ary effect on the banking market. However, the second
term is positive reflecting the fact that adecreaseinr* re-
sultsin increased capital inflows and a deterioration in the
trade balance, which would shift inthe CX curve. Thiscan
be seen in Figure 2. If the capital inflow were not mone-
tized so that the LM curve was shifted outward, the final
equilibrium would have to be at a point like A, implying
that backward shiftsin the CX curve, in response to dete-
rioration of the trade balance, would have to do the work
of bringing the balance of payments back into balance. We
proceed under the assumption that (12) is negative, imply-
ing that the CX curve indeed shiftsout in responseto are-
ductioninr*.

Given thisassumption, we show in the appendix that the
comparative statics of the model with respect to r* satisfy

(133) di/dr* = —Dy(A. —D*.)/A >0

(13b) dY/dr* = D,(A. —D*.)/A <0

where A represents the determinant of the system, shown
to be negative in the appendix. As suggested, adecreasein
the foreign interest rate is expansionary, leading to an in-
creasein Y and adecreaseini (aswell asadecreaseinr

by equation (9)).

Central Bank Policy Responses

We next turn towards the impact of policy responsesto the
capital inflows. Aswediscussed above, the balance of pay-
ments equilibrium in thismodel subsequent toadropinr*
corresponds to point B. Any effort to deviate from this
equilibrium through monetary policy will eventualy be
thwarted by capital inflows or outfl ows which require ad-
justmentsinreserves. In other words, monetary policy can-
not take us indefinitely off the BP curve. Nevertheless,
countries sometimes do attempt to sterilize their interven-
tion through offsetting reductions in domestic credit. In
our model, this corresponds to shifting back both the LM
curve and the CX curve towards a point above the BP
curve. At this point, since the domestic interest rate still
lies above the world rate of interest, the position must be
defended by an accommodating change in the reserve
position of the central bank, and further pressure will be
experienced in the future. Nevertheless, we can examine

the “short run” implication of a sterilization effort by ex-
amining the comparative statics in equations (7') and (10)
(instead of (10") above, which also indicates balance of
payments equilibrium).

Increase in the Required Reserve Ratio. We first con-
sider an increase in the level of the required reserveratio,
T. The standard channel for the transmission mechanism
of anincreasein the required reserveratio can befoundin
equation (7). An increase in T reduces the magnitude of
domestic deposits, shifting the LM curve back.?

However, equation (10) demonstratesthat therewill also
be ashiftinthe CX curve. Anincreasein T, by increasing
the rate of interest on bank loans, will reduce investment
and shift the CX curve back. Moreover, consider the ex-
plicit sensitivity of the bank interest rate with respect to a
change in T derived in the appendix:

ARQL-1) /1 +R/ 1 +D*]
L, —-[A, (R/T+D*)+AD* J1 - 1)

Among other factors, it can be seen that the magnitude of
dr/dt isdecreasing in the absolute value of both L, thein-
terest rate sensitivity of the demand for bank loans, and A,
the interest rate sensitivity of the supply of bank loans.
Holding al else equal, the greater isthe ability of borrow-
ersto turn to the nonbank financial sector to substitute for
the intermediation provided by the banking sector, the
smaller will be the decrease in aggregate demand result-
ing from a given increase in 1. The ability of a nation to
use a given reserve requirement increase to stem the im-
pact of capital inflowswill therefore be less the greater is
the ability of the nonbank financial sector to substitute as
the channel of intermediation.

To see the overall impact of an increasein bank reserve
reguirements more clearly, consider the complete com-
parative static solutions for an increase in T derived in the
appendix:

(153)  di/dt = —[R(1 - A,—Ty)/12+ ADJ /A

dar _
(14) i

(15b) dY/dt = [D,A, — AR/t A < 0.

See Figure 3. Beginning at point B, an increase in the
required reserve ratio results in a backward shift of both
the LM and the CX curvesto apoint like B: TheLM curve
is shifted back through the standard channel, so that anin-
crease in reserve requirements reduces the money multi-
plier and the resulting money supply. The CX curvealsois
shifted back through the credit channel. The increase in

8. Such an expansion in the amount of foreign deposits does not occur
by equation (6), since R* will now be increased to offset the reduction
inT.



FIGURE 3

IMmPACT OF AN INCREASE IN T oR A DECREASE IN R

bank reserve requirements reduces the amount of bank
transactions, reducing output, as shown in equation (15b),
and hence the transactions demand for money.

It canbe seenthatinthismodel (15d), unlike the standard
IS-LM mode, theimmediateimpact on interest ratesin the
nonbank sector of such apolicy isambiguous However, by
equation (9), interest ratesin the banking sector must rise.
Theadditional shiftinthe CX curveimpliesthat for agiven
level of incomeand interest rates subsequent to acapitd in-
flow surge, the magnitude of reserve requirement increase
necessary to restore pre-inflow income levels is smaller.
However, such a conclusion is somewhat misleading, be-
cause theinflow itself leads to an outward shift in the CX
curveand hencealarger level of income. Consequently, the
addition of acredit channel does not imply that for agiven
capital surge caused by, for example, areductioninthefor-
eign rate of interest, the magnitude of increase in T re-
quired to restore initial income levelsis smaller.

Finally, wereiteratethat our BP curve demonstratesthat
thissterilization effort isnot consistent with long-run equi-
librium because the high domestic interest rate will lead
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to more capital inflows and further exchange rate appreci-
ation pressure. Unless the foreign interest rate change is
temporary, this alternative attempt at achieving indepen-
dent monetary policy in afixed exchange rate regime with
an open capital market will be as susceptible to pressure
frominternational capital markets as standard sterilization
efforts.

Impact of an Decreasein the Sock of High-Powered Money.
We next consider such a “standard” effort at sterilization,
through adecreasein R, the stock of high-powered money
underlying domestic assets. Asin the case of an increase
in T, adecreasein Rwill also work through two channels
in this model. A decrease in R shifts back the LM curve,
through its impact on the stock of money underlying do-
mestic deposits, and al so shiftsback the CX curve, through
itsimpact on the bank |oan rate and its subsequent impact
on credit markets. Consequently, the qualitative picture
correspondsto Figure 3. The comparative static resultsfor
a decrease in R derived in the appendix aso look quite
analogous to those above:

(162) di/dR = [(1 = Ay—T}) /T — ADyJA

(16b) dY/dR = [D; Ax— A /T] /A > 0.

However, the graphical analysis masks some differences
in the transmission mechanism underlying the two poli-
cies. To see this, consider the determinants of ¢y derived
in the appendix:

iz AM -7/t <0
dR L -[A\(R/T+D*)+\D* -1

Asinthecaseof anincreaseinreservereguirements, the
impact of a given decrease in the stock of high-powered
money will be greater the less desirable are dternative
sources of intermediation, i.e., the greater is the absolute
value of both L, and A,. In other words, the lower is the
elagticity of demand and supply of bank loans, the more
effective are standard sterilization techniques as well.
However, the absolute value of the numerator of (17) is
smaller than that of (14). Thisis because a change in re-
serve requirements works through two channels not rele-
vant to a change in the stock of high-powered money.
While both policy instruments influence the money sup-
ply, increasesin reserve requirements also reduce the level
of intermediation by banks, both of domestic and foreign
deposits. Define the éasticity of r with respect to T as
€1 = (dr/r)/(dt/t), and define the elasticity of r with re-
spect to R similarly. By (14) and (17):

B A[R/T +1 D*]
L ~[A, (R/T +D") + AD* JL - 1)

(17)

(188) €1 = > 0.
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(18b) ARAL- D/
ER= <0
TUr[L, =[N, (R/T +D*) + AD* YL - 1)

Comparing (18a) and (18b), it can be seen that €, is
greater than €, in absolute value. In addition to the larger
first term in the numerator, the additional numerator term
in (18a) represents the reduction in the rate of intermedi-
ation of foreign deposits which find their way into the
banking system as a result of the increase in reserve re-
guirements. It isthis channel on which policymakers have
concentrated in advocating reserve requirement increases
as amechanism for mitigating the impact of surgesin cap-
ital inflows.

[11. INDIVIDUAL COUNTRY EXPERIENCES

Inthissection, | summarizethe experiencesof seven Asian
developing nations who experienced capital inflow surges
between 1986 and 1993. Asan informal “test” of the pre-
dictions of the model above, we pay particular attention to
the nations who attempted sterilization through the bank-
ing sector.

Indonesia

Asin a number of Asian developing nations, changesin
domestic Indonesian policy also contributed to its capital
inflow surges. Indonesia initialy pursued a policy of re-
forms designed to encourage capital inflows. Between
1979 and 1991, the central bank conducted foreign cur-
rency swaps with banks on demand at forward premia
which were below expected depreciation rates (Folkerts-
Landau, et al., 1993). In addition, it pursued an aggressive
policy of financial liberalization from 1988 to 1993. Prior
to this liberalization period, Indonesian banks faced nu-
merous ceilings on foreign borrowing. These were eased
during the period of liberalization, as were restrictions on
entry for domestic banks.

Thisliberalization wasfollowed by asurgein capital in-
flows. Foreign-owned assets asapercent of GDPincreased
from 45 percent in 1988 to 74 percent in 1993. In addition,
many of these found their way to the commercial banking
sector. Commercial bank foreign liabilitiesasapercentage
of GDP increased from 2 percent in 1988 to 7 percent in
1993. Looking at Table 1, we see that the Indonesian cap-
ital account balance plus net errors and omissions reached
3.8 percent of GDP during 1986 and 1987, fell somewhat
during 1988 and 1989, and then topped 5 percent in both
1990 and 1991, and 4 percent in 1992. This surge then de-
creased to 2 percent of GDP in 1993.

Indonesia maintained a strong fiscal balance over the
capital inflow period. Consequently, the 1990-1993 capital

inflow period coincided with a much more moderate real
exchange rate appreciation, indicating success at steriliza-
tion. The surge in capital inflows also resulted in a rapid
buildup of foreign liabilities of domestic banks, aswell as
arapid expansion of the banking sector. Indonesia s asset
ratio, the share of assets in the banking sector, increased
from 60.87 percent in 1986 to 85.43 percent in 1992. Sim-
ilarly, the “credit ratio,” the ratio of commercial bank as-
sets to domestic credit, increased from 84.26 percent to
93.27 percent.

Indonesia s rapid surge in foreign capital inflows coin-
cided with adeterioration in the stability of the nation’ sfi-
nancial sector. Nonperforming loansreached 16 percent of
outstanding loans in the 1990s. Two major banks failed,
bank Dutain 1990 and Bank Summain 1992. These were
followed by increased restrictions on the banking industry
toreducethe growth of credit. It has been argued that these
capital restrictionsin 1991 becamethe primary instrument
of monetary policy (Cole 1994). In addition, the two large
bank failureswere covered completely from assets obtained
in the private sector. This strong stance towards owner lia
bility also contributed to a lowdown in lending.

Indonesia also pursued sterilization activities. During
the reform period, Indonesia sterilized capital inflows by
requiring itspublic enterprisesto convert commercial bank
deposits to Bank Indonesia certificates, known as SBIs.
From 1988 to 1993, the stock of SBIs increased from 8
to 34 percent of total liabilities. Thispolicy placed the bur-
den of limiting the expansion of liquidity on the public
enterprises.

Whilelndonesian authoritiesdid notincreasereservere-
quirements as a form of sterilization, their tightening of
financial policiesin 1991 did reduce the pace of interme-
diation of theseinflows. Folkerts-Landau, et al . (1994) sug-
gest that Indonesia’s initial unwillingness to sterilize
through reserve requirements|ed to increased interest vol-
atility. Given the initial interest rate reductions associated
with the financia liberalization, when sterilization finally
didtakeplace, interest rates rose and asset quality declined.
Nonperformingloansat large state-owned banksrosefrom
6 percent at theend of 199010 21 percent by October 1993.
Indonesia responded by easing capital adequacy and loan
deposit ratiosin May of 1993.

Korea

Koreaexperienced acapital inflow surgein 1991 and 1992
(Table 2). The Korean capital account balance plus net er-
rors and omissionstopped 2.5 percent in both years. How-
ever, this capital inflow was largely offset by a current
account deficit, so that the overall balance was actually
negative in 1991 and only 1.2 percent of GDPin 1992. In
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TABLE 1
INDONESIA (1986—1993)
1986 1087 1988 1989 1990 1991 1992 1993

MACROECONOMIC INDICATORS
Growth of Real GDP 5.88 4,93 5.78 7.46 7.24 6.95 6.46 6.50
Inflation 5.83 9.28 8.04 6.42 7.81 9.41 753 9.23
Fiscal Balance -3.53 -0.83 -3.09 -2.01 0.41 0.43 -0.42 0.67
Change in Real Eff. Exchange Rate 28.66 30.57 291 -0.90 2.64 -0.64 129 —1.96
Reserves (Bil of US$) 4.05 5.59 5.05 5.45 7.46 9.26 10.45 11.26
Reservesto Imports 2.80 4.17 351 3.01 3.07 3.55 3.75 4.25
BALANCE OF PAYMENTS
Balances of Goods, Services, and -4.10 -2.27 -155 -1.28 -3.24 -4.39 -3.12 -2.30

Private Transfers (-5.1) (-3.0) (-18) (-14) (-3.2) (-3.8) (-2.4) (-16)
Balance on Capital Account Plus 3.10 2.90 144 177 5.49 5.92 5.19 2.89

Net Errors and Omissions (3.9 (3.8) a7 (29) (5.2 (5.2) 4.1 (2.0)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 0.33 0.46 0.67 178 6.65 5.99 7.86 NA
Deposit Bank Assets 16.77 20.62 26.77 3747 55.43 63.12 66.69 NA
Asset Ratio (%) 60.87 62.09 62.73 74.58 78.02 84.47 85.43 NA
Credit Ratio (%) 84.26 84.57 86.62 89.72 92.37 93.84 93.27 NA

Nore: Balance of payments data are in billions of U.S. dollars. Numbers in parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

contrast, in 1988 Korea's large current account surplus
yielded alarge surplusin the balance of payments. Korea
responded to its capital inflows through a number of poli-
cies. Korea used “money stabilization bonds’ to sterilize
foreign capital inflows through open market operations.
The quantity of these bonds outstanding increased from
9.6 percent of M2 in 1986 to 21 percent of M2 in 1992
(Folkerts-Landau, et al., 1994).

In addition, Korea raised reserve requirements and the
degree of regulation on the banking sector. Reserve re-
quirements for commercial banks were raised to 11.5 per-
cent on demand and time deposits. Because of Korea's
extensive nonbank financial sector, this policy shifted as-
sets out of commercial banks. The share of deposits held
by banks, which had been 70 percent in the 1970s, fell to
36 percent in 1992 (Folkerts-Landau, et al., 1994).

Korea grew very rapidly over the period, averaging
about 10 percent growth over the period. Its sterilization
effort also resulted in a large buildup of government re-
serves. Thereservetoimport ratiotripled from0.77t0 2.42
between 1985 and 1994. K oreaal so experienced large real
exchange rate appreciations in 1988 and 1989.

Koreahad auniquefinancial sector experience. Foreign
liabilities of the banking sector remained relatively un-
changed from 1986 through 1993. However, deposit bank
assets did triple over the period. Most interestingly, the
relative share of the commercial banking sector fell by
both the asset ratio and credit ratio measures. Thisdemon-
stratesthe existence of disintermediationin Koreaover the
period, in part presumably due to Korea s sterilization ef-
forts through increases in reserve requirements.

Malaysia

Malaysia's capital inflows surged from 1991 to 1993.
Looking at Table 3, we can seethat the balance on its cap-
ital account plus net errors and omissions as a percentage
of GDP reached unprecedented magnitudes even for ade-
veloping Asian nation. However, Malaysiais notable asa
country which pursued an aggressive policy of steriliza-
tion, both through increased reserve requirements and
through other instruments. Malaysia sold central bank se-
curities to stem the impact of capital inflows. From 1989
to 1993, the value of government depositsincreased by 72
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TABLE 2
Korea (1986-1993)

1986 1987 1988 1989 1990 1991 1992 1993
MACROECONOMIC INDICATORS
Growth of Real GDP 1155 1152 na7 6.38 9.51 9.13 5.06 553
Inflation 275 3.05 715 5.70 8.58 9.30 6.24 4.80
Fiscal Balance —-0.09 0.43 151 0.19 -0.67 -162 -0.84 NA
Change in Real Eff. Exchange Rate 17.62 110 -8.21 -10.68 773 2.67 10.40 2.95
Reserves (Bil of US$) 3.32 3.58 12.35 15.21 14.79 13.70 1712 20.23
Reserves to Imports 101 0.83 253 271 2.29 201 249 271
BALANCE OF PAYMENTS
Balances of Goods, Services, and 4.61 9.84 14.12 5.01 —2.18 —-8.55 —4.50 0.53
Private Transfers 4.2 (7.2) (7.8) ()] (-0.9) (-2.9) (-15) 0.2
Balance on Capital Account Plus -453 =773 -4.80 -189 0.97 7.45 8.23 248
Net Errors and Omissions (-4.2) (-5.7) (-2.6) (-0.8) (0.4 (2.5) 2.7 (0.8)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 14.54 1159 10.25 9.78 10.18 13.79 14.65 14.80
Deposit Bank Assets 58.13 72.50 94.79 1778 139.86 158.21 17120 188.2
Asset Ratio (%) 54.77 5159 48.79 48.13 48.76 49.01 4581 42.80
Credit Ratio (%) 62.00 57.81 53.37 5136 5196 5188 48.98 4557

Note: Balance of payments data are in billions of U.S. dollars. Numbersin parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

percent. In addition, Malaysia used the assets of its pen-
sion fund, the Employee Provident Fund, to sterilize capi-
tal inflows. The assets of the Empl oyee Provident Fund and
the government deposits were transferred to the central
bank. The value of Federa and local deposits at the cen-
tral bank increased from 3 to 19 percent of total deposits
from 1989 to 1992 (Folkerts-Landau 1994).

Reserve requirementswere raised three times. First, they
wereincreased from 6.5 percentin 1991to 7.5 percent. They
were then raised again to 8.5 percent in 1993. Finally, they
werefurther increased to 115 percent in 1994. Much of the
impact of reserve requirement increases was passed on to
depositors. The margin between borrowing and lending
rates increased from 3.8 percent to 4.7 percent. The cost of
maintai ning reserves was estimated to have increased 23.5
percent over the period, while the margin increased almost
as much, 22.7 percent (Folkerts-Landau, et a., 1994).

The financial industry also became subject to more ex-
tensive regulation. In 1993, Bank Negara Malaysia placed
limits on banks' foreign liabilities. In the securities mar-
kets, residents were forbidden from selling short-term se-

curitiesto nonresidents for afew monthsin 1994. Foreign
financial accounts in Maaysia had to be deposited in
“vostro” accountswith the central bank. Thesedid not pay
interest and were subject to reserve requirements, effec-
tively placing atax on nonresident deposits. Thereservere-
quirement on these accounts was lifted in May and the ban
on the issue of short-term securities was lifted in August.
Malaysia' s aggressive response to capital inflows was
felt both in the financial sector and in the real side of the
economy. Malaysia shanking sector experiencedrel atively
subdued growth over the period. Nevertheless, the asset
and credit ratio measures both indicate that the relative
share of the commercial banking sector increased over this
period. Inaddition, Malaysiahad arel atively moderatereal
exchange rate appreciation during the 1990-1993 period.

Philippines

ThePhilippines’ surgein capital inflowswasal so preceded
by aperiod of liberalization. From 1986 to 1993, the Phil-
ippines undertook major trade, financial, and foreign ex-
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MALAYsIA (1986-1993)
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1986 1987 1988 1989 1990 1991 1992 1993
MACROECONOMIC INDICATORS
Growth of Real GDP 105 5.39 8.94 9.21 9.73 8.66 781 8.46
Inflation 0.74 0.29 2.56 281 2.62 4.36 477 354
Fiscal Balance -10.48 —7.73 —4.28 -5.13 —4.76 —4.35 —4.22 -5.21
Changein Real Eff. Exchange Rate 22.23 6.55 12.05 2.45 293 104 -6.93 -2.82
Reserves (Bil of US$) 6.03 744 6.53 7.78 9.75 10.89 1723 2725
Reserves to Imports 6.16 6.10 422 3.82 3.49 358 4.98 6.61
BALANCE OF PAYMENTS
Balances of Goods, Services, and -0.18 247 173 0.16 -0.97 —4.24 -193 —2.54
Private Transfers (-0.6) (7.8) (5.0) (0.4) (2.3 (-9.0 (-3.3) (-3.9)
Balance on Capital Account Plus 163 -135 -2.16 107 292 5.48 8.56 13.88
Net Errors and Omissions (5.9) (-4.3) (-6.2) (2.8) (6.8) (1p6) (14.8) (215)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 2.37 2.00 187 234 3.01 432 715 1166
Deposit Bank Assets 24.22 26.51 25.85 30.88 36.30 43.06 49.77 52.49
Asset Ratio (%) 55.02 53.47 5151 93.46 97.34 98.65 7123 64.85
Credit Ratio (%) 69.36 66.16 63.90 96.15 97.34 98.65 95.67 95.58

Note: Balance of payments data are in billions of U.S. dollars. Numbersin parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

change liberaizations (Lamberte 1994). In addition, the
Philippines liberalized the rules for foreign investment in
the 1991 Foreign Investment Act. As in other countries
where liberalizations preceded the capital inflow surge, it
isdifficult to assessthe share of capital inflows attributable
to domestic and foreign factors.

Looking at Table4, we can seethat the Philippines’ cap-
ital account plus net errors and omissions has been large
and growing since 1988. The Philippines case is unigue,
however, because in addition to standard capital account
inflows, their surge in capital inflows aso came from the
nonmerchandise portion of the current account. Most no-
tably, this includes remittances of overseas workers and
withdrawals of foreign currency deposits. 1993 remittances
equaled $2.3 billion or 4 percent of GDP. The foreign cur-
rency deposit withdraval s may be considered capital flight
repatriation.

The Philippinesresponded to its capitd inflow surgewith
a myriad of instruments, including high reserve require-
ments. Reserve requirementshave been very high, averaging
22 percent between 1987 and 1992. In addition, the Philip-

pines responded by reducing itsrequest to the Paris Club for
loan rescheduling, and lifting the restrictions on repatria-
tion of foreign investments. It also allowed outward invest-
ment to increase from $1 million to $6 million per year.
Finally, the Philippines aso used sterilized intervention
to increase the demand for foreign exchange. From 1991 to
1994, the Central Bank purchased $6.6 billion U.S dollars.

The Philippinesdid not experience large capital inflows
relative to the magnitude of its current account deficit un-
til 1992. As a consequence, there was little impact on do-
mestic credit. Lamberte (1994) has shown that, during this
latter period, “standard” sterilization policy in the Philip-
pines through open market operations was relatively inef-
fective. Consequently, if sterilization efforts did play an
important role in mitigating the impact of capital inflows
on domestic credit levels, they must have stemmed from
more “nonstandard” efforts, such as increases in reserve
requirements, which directly affected the domestic bank-
ing sector.

This can be seen most clearly in Table 4 from the expe-
rience of the Philippines’ real exchange rate. From 1988—



28 FBRSF Economic Review 1995, NUMBER 3

TABLE 4
PHILIPPINES (1986—1993)

1986 1987 1988 1989 1990 1991 1992 1993
MACROECONOMIC INDICATORS
Growth of Real GDP 3.42 431 6.75 6.21 3.04 -0.58 034 214
Inflation 0.75 3.79 8.76 12.21 14.14 18.71 8.92 759
Fiscal Balance -5.03 —2.45 291 21 -3.45 21 -118 -148
Change in Real Eff. Exchange Rate 26.76 3.59 -2.09 -5.68 6.07 3.15 -8.14 8.52
Reserves (Bil of US$) 173 0.97 100 142 0.92 325 4.40 4.68
Reserves to Imports 3.9 145 147 154 0.84 3.06 3.13 2.79
BALANCE OF PAYMENTS
Balances of Goods, Services, and 0.75 —-0.64 -0.67 -181 -3.05 -139 -134 -3.59
Private Transfers (2.5) (-L9) (-18) (-4.3) (-6.9) (-3.1) (-2.5) (-6.6)
Balance on Capital Account Plus 0.39 0.58 134 21 3.01 314 3.03 3.88
Net Errors and Omissions 3) (18) (3.5) (5.0) (6.8) (6.9) (5.7) (7.1)
FiNnaNcIAL SECTOR
Foreign Liabilities (Bil of US$) 183 194 210 2.02 2.38 2.06 3.00 291
Deposit Bank Assets 6.26 723 8.65 10.38 10.40 167 15.65 18.88
Asset Ratio (%) 72.90 82.40 84.53 86.46 8741 88.11 93.95 9712
Credit Ratio (%) 63.20 70.17 75.63 79.94 82.76 85.24 79.65 62.55

Norte: Balance of payments data are in billions of U.S. dollars. Numbers in parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

1993, the Philippines actually experienced asmall net real
exchange rate depreciation. The reserve to import ratio
alsotripled from 1985 to 1986, from 1.21 to 3.91 percent.
However, thisratio subsequently decreased to 0.84 percent
by 1990, only to triple again during the subsequent capital
inflow surge period.

Despiteitsincreasesin reserve requirements, the share
of the commercial banking sector in the Philippines grew
dramatically over the studied period, as measured by our
asset and credit ratios. In addition, foreign liabilities of
Philippine commercial banks and the asset size of deposit
banks also grew demonstratively.

Asthe surgein capital inflows cooled down, the Philip-
pines weakened its policy to alow for the maintenance of
asustainable level of capital infl ows. By August of 1994,
reserve requirements had been reduced to 17 percent from
ahigh of 24 percent in January 1993 (Lamberte 1994).

Sngapore

Singapore has had a relatively volatile capital inflow ex-
peience over the period. Looking at Table 5, we can seethat

the capital account balance plus net errors and omissions
surgedin 1985, 1987, 1990, and 1992-1993. These periods
were separated by periods of relatively minor capital ac-
count balance surpluses. Despite thisvolatility, Singapore
maintained ahigh and rel atively stablerate of GDP growth
and moderate inflation. In addition, Singapore’s real ex-
change rate appreciation from 1989 through 1993 was
moderate relative to other Asian developing countries.

Singapore took a relatively nonstandard approach to
sterilize its capital inflow surge. First, it resisted any in-
crease in bank reserve requirements. Second, because it
lacked the government bonds to usein more standard ster-
ilization efforts, it sterilized capital inflowsthrough the as-
sets in its large mandatory government pension fund, the
Central Provident Fund. While its stock of reserves more
than quadrupled over the period, its outward orientation
and itshigh rate of GDP growth implied that thereserveto
import ratio stayed relatively constant.

Singapore’s policy response to its capital inflow surge
had a relatively neutral impact on the share of the com-
mercial banking sector, which stayed relatively constant
at around 85 percent, according to the asset ratio and the
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TABLES
SINGAPORE (1986—1993)
1986 1087 1988 1989 1990 1991 1992 1993

MACROECONOMIC INDICATORS
Growth of Real GDP 184 941 1114 9.24 8.76 6.65 6.04 9.94
Inflation -1.37 0.47 153 2.38 3.44 3.42 2.27 2.42
Fiscal Balance 145 -2.73 6.97 10.25 10.87 8.84 NA NA
Change in Real Eff. Exchange Rate 18.60 8.29 0.75 -5.65 -4.52 -2.38 —2.48 -0.85
Reserves (Bil of US$) 12.94 15.23 1707 20.35 2775 34.13 39.89 48.36
Reserves to Imports 571 4.61 4.02 470 481 6.19 5.55 6.16
BALANCE OF PAYMENTS
Balances of Goods, Services, and 0.33 -0.09 0.98 291 2.26 4.16 3.94 2.25

Private Transfers (29 (-0.5) (3.9 (9.9 (6.2) (9.8) (8.1 4.0
Balance on Capital Account Plus 0.21 119 0.68 -0.17 317 0.05 2.16 5.32

Net Errors and Omissions (12 (5.9) (2.7) (-0.6) (8.7) (0.2) (4.5) (9.7)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 13.44 15.37 17.36 23.95 24.94 24.57 29.45 32.08
Deposit Bank Assets 1768 2101 23.74 29.34 36.53 44.46 48.90 57.24
Asset Ratio (%) 85.48 85.35 84.45 84.26 84.60 84.82 84.72 84.02
Credit Ratio (%) 85.46 85.33 84.44 84.25 84.60 84.81 84.71 84.01

NortEe: Balance of payments data are in billions of U.S. dollars. Numbersin parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

credit ratio. There was, however, some moderate growth
in foreign commercial bank liabilities and the deposit
bank assets grew at arobust pace. Of course, thiswas nec-
essary over the period to keep pace with the rest of the
economy.

Taiwan

Taiwan experienced a large episode of capital inflowsin
1986 and 1987. In both years, the capital account balance
plus net errors and omissions exceeded 9 percent of GDP.
Nevertheless, this was followed by a seven-year period of
capital outflows, from 1989 to 1994, as measured by this
proxy. The net impact on domestic credit from this capital
inflow surge was therefore relatively minimal.

Taiwan did engage in efforts subsequent to the initial
capital inflow surge to limit the expansion of domestic
credit. However, instead of raising reserve requirements, it
required commercial banks to directly purchase treasury
bills and central bank certificates of deposit. The govern-
ment also shifted the assets of the postal system from the
commercial banking sector to the central bank. Asin the

case of Indonesiadescribed above, therefore, the burden of
sterilization that did take place was partly financed by the
public sector.

Looking at Table 6, it can be seen that the period was
one of rapid increase in GNP growth.® In addition, we
see that while Taiwan’sreal exchange rate did appreciate
over the period 1987-1989, a prolonged spell of moderate
depreciation from 1990-1993 mitigated the net real ex-
change rate movement. Taiwan also rapidly accumulated
reserves over the period, particularly in 1986 and 1987.
However, the country grew so rapidly that the reserve to
import ratio waslower in 1994 thanin 1985, despitealarge
initial increase.

Thailand

Unlikemost capital -recipient countries, Thailand did not ex-
perience an increase in domestic rates prior to its capital
inflow surge. This evidence has been used by proponents

9. GNP figures were used for Taiwan because GDP figures were not
available.
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TABLE 6
Taiwan (1986—-1993)

1986 1987 1988 1989 1990 1991 1992 1993
MACROECONOMIC INDICATORS
Growth of Real GDP 1165 11.86 733 7.98 554 755 6.23 6.02
Inflation 0.70 0.50 128 4.46 4.06 3.60 454 2.86
Fiscal Balance -0.77 0.13 0.76 0.92 164 -0.93 —2.45 -127
Changein Real Eff. Exchange Rate 9.79 -5.33 -3.54 -6.12 6.99 2.82 127 334
Reserves (Bil of US$) 46.31 76.75 73.90 73.22 72.44 8241 82.31 83.57
Reserves to Imports 19.95 20.17 18.87 17.59 14.84 15.57 13.96 12.90
BALANCE OF PAYMENTS
Balances of Goods, Services, and 16.27 17.99 10.18 1139 10.77 12.04 8.19 6.74
Private Transfers (21.6) (17.7) (8.3 (7.6) (6.7) (6.7) 4.1 (2.9
Balance on Capital Account Plus 7.05 10.10 160 -12.16 -14.69 -2.36 —6.79 -5.17
Net Errors and Omissions (9.9 (10.0) (13) (-8.2 (9.2 (-L3) (-3.9) (-22)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 7.98 15.06 12.86 12.14 1112 15.05 15.18 16.75
Deposit Bank Assets 58.99 85.37 119.72 167.66 186.13 239.03 310.18 352.3
Asset Ratio (%) 90.89 90.29 92.85 90.26 88.33 87.81 90.08 89.89
Credit Ratio (%) 9176 9146 92.43 9191 90.98 90.61 92.07 9184

Note: Balance of payments data are in billions of U.S. dollars. Numbersin parentheses indicate component as a percentage of GDP. Variables are

defined in the appendix.

of external factors as the dominant cause of capital inflow
surges over the period, such as Schadler, et al. (1993). In
addition, it has been argued that Thailand’s history of low
inflation and outward-oriented policies may have en-
hanced its ability to weather its surge in capital inflows
(Schadler, et al., 1993). Its capital inflows were extremely
high: The capital account balance plus net errors and
omissions averaged about 10 percent of GDP from 1988
through 1992 (see Table 7).

Whileit failed to engagein extensive sterilization, Thai-
land did pursue avariety of measures designed to mitigate
the magnitude of capital inflows. These included encour-
aging capital outflows through early service of external
debt and easing therestrictionson foreign capital outflows.
In 1991, Thailand allowed individuals to open foreign ex-
change accounts up to $500,000 and corporations to open
accounts up to $2 million. In addition, they eliminated the
requirement for Bank of Thailand approval for repatriation
of investment funds.

Thailand’s macroeconomic indicators suggest that it
weathered the capital inflow surge period well. It achieved

a high rate of GDP growth with minimal inflation and an
increasing share of investment in GDP. Thailand experi-
enced a very moderate real exchange rate appreciation
from 1988-1993. Thailand's reserves also more than tri-
pledfrom1989t0 1994. However, itsreservetoimport ratio
lessthan doubled over the period, duetoitsgrowthin GDP
and outward orientation.

Thailand’ s capital inflows resulted in arapid expansion
of its domestic banking sector. This expansion included a
large expansion in foreign liabilities. Foreign liabilities of
the banking sector grew to twelvetimestheir 1986 level by
1993, primarily dueto borrowing fromforeignfinancia in-
stitutions. Deposit bank assets also quadrupled over the
same period. In addition, the share of the commercial
banking sector grew according to both the asset ratio and
credit ratio measures.

Summary

The experiences of the seven devel oping Asian nationsin
this study are summarized in Table 8. A number of pat-
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TABLE 7
THAILAND (1986-1993)
1986 1087 1988 1989 1990 1991 1992 1993

MACROECONOMIC INDICATORS
Growth of Real GDP 5.53 9.52 13.29 12.29 1157 7.88 NA NA
Inflation 184 2.47 3.86 5.36 5.93 5.70 4,14 3.57
Fiscal Balance -4.23 -2.23 6.80 2.95 453 473 2.94 NA
Changein Real Eff. Exchange Rate 1764 6.47 -0.55 -2.93 0.28 -2.20 3.86 -1.35
Reserves (Bil of US$) 2.80 401 6.10 9.52 13.31 17.52 20.36 24.47
Reservesto Imports 3.55 3.10 3.30 4.16 459 6.43 5.95 6.01
BALANCE OF PAYMENTS
Balances of Goods, Services, and 0.86 -0.49 -1.84 —2.70 147 —1.67 -6.49 —6.96

Private Transfers (0.2 (-10) (-3.0) (-3.7) (-8.7) (-7.8) (-5.8) (NA)
Balance on Capital Account Plus 0.63 143 4.44 773 10.74 12.29 9.33 14.13

Net Errors and Omissions (15) (2.8 (7.2) (10.7) (12.5) (12.5) (8.5) (NA)
FINANCIAL SECTOR
Foreign Liabilities (Bil of US$) 122 148 2.44 3.32 4.34 4.90 6.57 13.79
Deposit Bank Assets 25.15 3L79 39.13 48.46 63.53 75.89 89.38 109.1
Asset Ratio (%) 63.43 65.75 68.98 70.81 70.81 7113 69.69 7151
Credit Ratio (%) 76.56 78.93 84.64 87.61 89.19 9L19 92.95 94.35

NorEe: Balance of paymentsdataarein billionsof U.S. dollars. Numbersin parenthesisindicate component as a percentage of GDP. Variablesare de-

fined in the appendix.

terns are notable. First, not all of the Asian nations expe-
rienced capita inflow surges at the same time, although
all except Taiwan experienced some capita inflow surge
between 1991 and 1992. This indicates, as suggested by
other authors (e.g., Schadler 1993), that internal factors
also played a role in determining capital inflow surges.
Nevertheless, the importance of external factors is dem-
onstrated by the simultaneous capital inflow surge in the
early 1990s.

Second, note that the policy response to the capital in-
flow surgevaried widely acrosscountries. Theinstruments
usedin“nonbank” sterilization ranged from standard open
market operations by Koreato the use of pension funds by
Malaysia and Singapore, to the use of increased external
debt service by the Philippines and Thailand. Instruments
used to sterilize the impact of the inflows in the banking
sector were also diverse. While Korea, Maaysia, and the
Philippines used increases in reserve requirements, In-
donesiaand Taiwan used avariety of measuresdesignedto
lower the assets of the commercia banking sector. All of
these instruments had cases of successes and failures

which appear to be more closely related to theinitial con-
ditions in the country than the instrument of sterilization
they chose.

The pattern of greatest relevance to the model concerns
the relationship between the relative share of a country’s
intermediation conducted ex-ante by the banking sector,
which provides a coarse proxy for the easticity of supply
and demand for bank loans and its sterilization experience.
Our model above suggests that the more developed is the
nonbank financial sector, the less effective will be either
standard sterilization policy through open market opera-
tions or through distorting the banking sector.

If thiswerethe case, our model would predict that of the
three countries which raised reserve requirements, the in-
creasewould lead to more disintermediation in Koreathan
in Malaysia or the Philippines. Because of the availability
of other forms of financial intermediation, thiswould im-
ply that the backwards shift in the CX curve would be
smaller, aswould the backward shift inthe LM curve, due
to the reduction in the money multiplier. This second ef-
fect from the existence of nonbank financial markets has
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TABLE 8

SuMMARY oF CAPITAL INFLOW EXPERIENCES

CounTtrY  CaPITAL INFLOW NONBANK BaNk SECTOR ReaL 1986 RaTio  AvG. RaTio (%)  1986-1993 Ava.
SURGES STERILIZATION STERILIZATION ExXCHANGE ~ OF BANKING FOR 1986-1993 ANNUAL CHANGE
RATE IMPacT  AsseTs (%) IN BANKING
AsseTs RaTio (%)
Asset  Credit
Indonesia 1986-1987; e Increased regulatory Moderate real 60.87 72.60* 98.24* 5.99*
19901991 restrictions exchange rate
Decreased public appreciation
sector assetsin
commercial banks
Korea 1991;1992 Used “Money Increased reserve Largerea 54.77 4871 52.87 -341
Sabilization Bonds”  requirements exchange rate
in open market appreciation
operations
Malaysia 19911993 Used government Increased reserve Moderate real 55.02 7319 8535 6.24
and pension fund requirements exchange rate
securitiesin open appreciation
: Increased regulatory
market operations restrictions
Philippines  1988-1993 Increased foreign Increased reserve Moderate real 72.90 86.61 74.89 4.26
debt service requirements exchangerate
depreciation
Singapore  1987,1990, Used pension funds —_— Moderate real 85.48 8471 74.70 -0.24
1992-1993 in open market exchange rate
operations appreciation
Taiwan 1986-1987 e Required commercial Moderate real 90.89 90.05 9163 -0.14
banks to directly exchange rate
purchase treasury bills  appreciation
and central bank
certificates of deposit
Decreased public
sector assetsin
commercial banks
Thailand 1988-1992 Increased foreign —_— Moderate real 63.43 69.01 86.93 175
debt service exchange rate
depreciation

Eased restrictions
on capital outflows

* Average Banking Assets Ratio for Indonesia from 1986-1992.

been noted by Van Wijnbergen (1983). Holding all else
equal, reserverequirements should then belesseffective as
an instrument for lessening the impact of capital inflow
surges on the real side of the economy in Korea because
of substitute avenues of intermediation.

The crude evidence appears to bear out this prediction.
While Korea experienced a large real exchange rate ap-
preciation over the period 19861993, the real exchange
rate showed only moderate appreciation in Malaysiaand
actuallv shoved moderate deoreciation in the Philippines.



Consequently, the evidence suggests that reserve require-
ment increases are more effective at sterilization the more
limited are a country’s financia alternatives.

The model predicts a similar relationship for nations
which used open market operations as the mechanism for
sterilization. Table 8 demonstrates that the evidence is
largely consistent with the model. Of the nations that used
open market operations or enhanced foreign debt service
as mechanisms of sterilization, Korea, the nation with the
largest nonbank financial sector, experienced the greatest
degree of real exchange rate appreciation. This occurred
despite the fact that it engaged in both open market oper-
ations and increasesin reserve requirements. Nationswith
large shares of assets in the commercia banking sector,
such as the Philippines and Singapore, had no or moder-
ate real exchange rate appreciation. In addition, Thailand,
anation with arelatively small share of assetsin the com-
mercia banking sector, also experienced very moderate
real exchange rate appreciation.

V. CoNncLUSION

This paper develops an open-economy version of the
Bernanke-Blinder model which demonstrates how foreign
interest rate shocks can lead to an expansion through cap-
ital inflows. In addition, the model sheds light on the de-
terminants of the impact of instruments commonly used
for sterilization. In particular, the model claims that the
ability to mitigate the impact of capital inflows by either
sterilizing through open market operations or raising re-
serverequirementswill belimited if viablefinancial alter-
natives to the commercial banking sector exist.

We then examine these predictions in the context of the
capital inflow surge experiencesof seven developing Asian
nations. Our analysis yields three conclusions: First, the
timing of capital infl ow surges exhibited both similarities
and differences, arguing for arole for both domestic and
foreign factors in causing capital inflow surges. Second,
there is little evidence of dominant sterilization instru-
ments. Third, we demonstrated that in comparing the na-
tions which used either increases in reserve requirements
or open market operations over the period, the predictions
of the model were borne ouit.

Of the nations which increased reserve requirements,
Korea, the country with the largest nonbank financial sec-
tor, had the least success stemming the impact of capital
inflow surges. A similar pattern was found in comparing
the set of nationswhich pursued sterilization through open
market operations. Of course, we held much constant
when making these predictions. Nevertheless, the fact that
Koreais both the country which experienced the greatest
degree of disintermediation and the greatest real exchange
rate aporeciation fits the model rather well.
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APPENDIX |

|. DERIVATION OF EQUATION (9)

Totally differentiating (8) with respecttor and 1, M, i, Y,
and r* yields

d‘:r* :ADT”L, /1@ -1 -[\ (R/T +D*)+ \D*,]>0.

dr_ A[R@ - 1) /12 +D*]

— >0
dt L —AJ[(R/T +D*)+ \D* JL - 1)

dr _ AT <0
dR L /@-1-[\(R/T+D)+D*]

o L-A(RIT+DYL -

di ~ L -[A (R/T+D*)+ ND* ](1- 1

dr _ L,

& T OARID) IO 1A >

1. CoMPARATIVE STATICS

Equations (7') and (10') yield the system of equations:

D, Dy di
_AD* 1-A,+D*,| |ay|
0 —R/T1? 1t dr*
dt
A.—D*. A.—D*. Ag—D*g| |dR].

The determinant of the system satisfies:
AN=D;(1-Ay-D*y) +Dy(A -D*) <0.
The comparative statics of the model satisfy:
di/dr* =—Dy (A« —D*.)IN>0

and dY/dr* = Dy(A. —D*.)IAN<O0.
Equations (7) and (10) yield the system of eguations
D Dy di
~A 1-A T lav]”

0 -Ri2 vt [dr
dt
A- A A||dR].
The determinant of the system satisfies
AN=Di(1-A.—-T)+DVA <0.
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The comparative statics of the model for policy changes
satisfy

di/dt = —[R(L—Ay—T)/12 + A D,J/A,
dY/dt = [D,A, —AR/T]IA <0,
di/dR = [(1— A, = T)/T—ADJA,

and  dY/dR = [D,Aq+ A /T]/A > 0.

APPENDIX 2

The data are from International Monetary Fund's I nterna-
tional Financial Satistics and from Financial Satistics,
Taiwan district, The Republic of China. The source of real
effective exchange rate (1990 = 100) is JP Morgan.

Macroeconomic Indicators

Growth of real GDP (99b.p), inflation (64), and real ef-
fective exchangerate are cal culated using changes over the
previousyear. Taiwan usesreal GNP (99a). Thefiscal bal-
ance (80) is expressed as percentage of nominal GDP
(99b). Reserves(.1L.D) areinbillions of U.S. dollars. The
ratio of reservesto imports (71 for all countries except In-
donesiawhich uses (71..d) are end-of-year ratios. Imports
were corverted to dollars using the exchange rate (rf).

Balance of Payments

Thebal ance of goods, services, and privatetransfersiscur-
rent account (77a.d) less unofficial unrequited transfers
(77agd). Thebalance on capital account plusnet errorsand
omissions is the sum of unofficial unrequited transfers
(77agd), direct investment (77bad), portfolio investment
(77bbd), other capital (779.d), and net errors and omis-
sions (77e.d).

Financial Sector

Foreign liabilities (26¢) arein billions of U.S. dollars. De-
posit bank assets isthe sum of lines 22a-f of IFS. The as-
set ratio is the bank deposit assets divided by the sum of
bank deposit assets, central bank assets (12a-f) and lines
(42a-f). The credit ratio isthe ratio of bank deposit assets
to domestic credit, sum of lines (32a-f), where (32a) is ap-
proximated by the sum of (12a), (22a), and (42a).
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Implementing the Single Banking Market in Europe

Gary C. Zimmerman

Economist, Federal Reserve Bank of San Francisco.

Financial integration of the European Community re-
quires actions by both the EC and its member states to
create a common EC-wide competitive and regulatory en-
vironment. This paper focuses on the EC’ s creation of the
single market for retail banking services. It tracks the EC
legislative process and the adoption of EC directives de-
signed to create the single market. The study also exam-
ines some of the costs and benefits associated with the
single banking market. This paper evaluatesthe EC’ ssuc-
cessin creating the single market by examining the rate of
implementati on by themember states of the EC single bank-
ing market directives. It concludes with an assessment of
the European Community’s progress toward its goal of a
single banking market.

Following a turbulent year for European unity the Euro-
pean Community (EC) created the framework for asingle
European market for retail banking services on January 1,
1993. Thisactionisexpected toincrease competitioninthe
financial services industry in Europe as national markets
are integrated into an EC-wide market. This paper at-
tempts to evaluate the progress of the EC member statesin
implementing the framework for the single banking mar-
ket based on their actions taken to adopt the key single
banking market standards.

After adding three new memberson January 1, 1995, the
EC now encompasses fifteen European nations that cover
most of western Europe.* As a single market with nearly
368 million people, the EC is a maor economic and fi-
nancial power that accounts for up to 20 percent of world
trade.?

Financial integration of the EC requires actions by both
the EC and the member states to create a common EC-
wide competitive and regulatory environment. Member
states must eliminate competitive barriersthat may protect
their domestic financial serviceindustries. While somena-
tional industries and some firms may suffer as aresult of
the transition to a more competitive environment, the sin-
gle market is expected to generate significant overall ben-
efits for the EC and the member states.

The EC integration process is complex. The single Eu-
ropean market initiativesfor banking institutionswereonly
one part of awide array of “single market” initiatives for
financial services. Creation of a single market for insur-
ance services, both life and nonlife, was instituted on De-
cember 31, 1993, and on July 1, 1995, a single market for
securities investment services was implemented. (See
Commission of the European Communities 1994c, pp.
31-53 and pp. 54-66.)

Moreover, the single market for financial servicesisjust
asmall part of the EC efforts to create a huge integrated

1 On January 1, 1995 the EC added Austria, Finland and Sweden to the
dozen member states: Belgium, Denmark, France, Germany, Greece,
Ireland, Italy, Luxembourg, the Netherlands, Portugal, Spain and the
United Kingdom. Norway, which also had been accepted for entry,
voted in November 1994 not to join the European Community.

2. Harrison (1988) p. 13, reports 40 percent.
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single EC market by eliminating impediments, such as
tariffs, quotas, nontariff barriers and differing nationa
standards, that can reduce the trade of real goods and serv-
ices within the EC.

The single banking market is primarily designed to in-
crease competition for retail banking services across the
large EC market. Traditionally retail banking services pri-
marily have been provided to customers in the member
state where the bank is headquartered. These are primar-
ily offered to businesses and individuals and include pay-
ments services, consumer credit, credit cards, mortgage
products, foreign exchange and travel ers checks, aswell as
commercial loans and letters of credit.

In addition to offering retail banking services, many
banks also are active in providing whol esal e banking serv-
ices. These services are typically designed to provide fi-
nancial and money market products to large corporations
and financial institutions. However, theseservicesoftenare
supplied to large and multinational firmsin competitive fi-
nancia marketsthat are already integrated on aregional or
global scale.

The focus of this article is on the EC’s creation of the
framework for a single banking market for retail banking
services and the adoption and implementation of the EC's
single banking-market standards by the twelve nationsthat
were EC membersin 1993. The paper is organized asfol-
lows: Section | describes both the history and the legis-
lative process for the EC banking reform legislation and
reviews the magjor EC Banking Directives that set the
framework for thesinglemarket. Section |1 examinessome
of the costs and benefits of the EC’'s move toward a single
banking market. Section |11 evaluates the success of mem-
ber states in the implementation of the EC directives de-
signed to create a single banking market. Section IV
provides an assessment of the progress toward creation of
the single market.

|. LEGISLATION AND BANKING DIRECTIVES

The Treaty of Rome (1957) created the basis for estab-
lishinganinternal “market” for goodsand services, includ-
ing financial services, within the European Community.
The Community’ sgoal isthe elimination of barriersto the
movement of goods, services and capital (Commission of
the European Communities (1988c) p. 8).

Slow progress in financial services reform led to the
EC'’s 1985 White Paper that called for renewed effortsto
establish asingle financial market by 1992. As aresult of
thisaction, the EC passed the Single European Act of 1986.
The act redefined the EC market as “an area without in-
ternal frontiersin which the free movement of goods, serv-

ices, persons and capital isensured.” It also targeted 1992
for the achievement of a unified European market.

Integration

A key to the success of the EC integration process is that
the expected gains from increased efficiency of the single
market are expected to benefit all member states. The EC
asotriesto offset adverseimpactsby allowing for transfer
payments to help mitigate transitions that hurt certain in-
dustries, regions or nations, as they adjust to the imposi-
tion of market forces. There are tradeoffs however; not all
member states will benefit from all aspects of the single
market.

Thislatter point isworth returning to when we examine
the pace of the adoption of the single market for specific
goods or services, like the banking industry. Integration
may provide some member states with an incentiveto al -
low their adoption of some single market activitiesto lag
behind the EC deadlines, especialy if they expect an un-
usually large negative impact. Still, in the long run, given
thewidearray of marketsinvolved and the overall expected
benefits, it seems likely that member states will accept
some hardships in selected industries as the price to pay
for the overall benefits of EC membership.

Legislative Process

The integration of the EC hastaken place using alegisla-
tive process that starts with the European Commission,
which acts as the executive and administrative body of the
EC. The Commission proposes EC legidation, which is
then reviewed and potentially modified by the European
Parliament, before going on to the European Council for
adoption. The Commission also is responsible for negoti-
ating trade agreementsfor the EC and for ensuring that EC
rules and regulations are enforced.

The EC legid ative processesinclude the use of both reg-
ulations and directives. Regulations are binding laws that
take precedence over national laws. Regulations may take
effect as soon as 20 days after they have been published
and they become effective throughout theentire EC. Mem-
ber states need not pass implementing legidation (see
Price Waterhouse (1994) pp. 1-7 and Commission of the
European Communities (1994a) pp. 1-11).

Directives are legidation that also are legally binding.
However, directives generally require action on the part of
the member states to be implemented. EC directives set a
result or objective that must be achieved by each member
state while leaving the means of compliance to the mem-
ber states. Typically themember states passlegidlation that



conforms their national lawvs and regulations with EC
standards. This process creates similar statutes across
member states while still allowing for some variation be-
tween member states.

Oncelegidation is adopted, the member states “ notify”
the EC of their actionsand then the European Commission
reviewsthem to determinewhether the national legisation
meets the EC requirements. Member states commonly
have about two years from the date of publication of the
directive to take action to revise their lawvs and regulations
to conform with the EC directive, although in some cases
they have had four years or more.

The Infringement Process

In cases where the European Commission is not satisfied
that a member state has implemented the required direc-
tive, or has not done so in a timely manner, the EC auto-
matically begins infringement proceedings against the
member state. These legal actions are designed to force
the member state to take action on implementation before
infringements are referred to the Court of Justice. How-
ever, the EC also allows member states to missimplemen-
tation deadlines.?

Banking Directives

From this multi-step | egislative process two key banking
directives have emerged. The First Banking Directive
(1977) and the Second Banking Directive (1988) set the
framework for the integration of the EC banking market
in 1993. Through 1993 these two directives were followed
by eight additional banking directives. The First Directive
was designed to “...establish the rules for banks to estab-
lish branchesin other Member States.” Essentidly, thisdi-
rective set the rules for expansion across national
boundarieswithin the EC by adopting the concept of “ host
country rule.” Under host country rule, expansion is pos-
sible. However, a foreign bank or branch is required to

3. Commission of the European Communities (March 29, 1994) p. 5.
Infringement proceedings are the first step if a member state fails to
comply. More serious failures may be referred to the Court of Justice
for a decision, athough this is not very common. Both infringement
proceedings and referrals to the Court of Justice typically are resolved
in a settlement between the EC and the member state. Failure to im-
plement EC directives into national law, even after a Court of Justice
judgement against a member state, would lead the Commission to start
a new infringement action against the member state. This process al-
lowsamember stateto lag in the adoption of adirectivethat it finds par-
ticularly onerous.
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gain permission from the supervisory authorities in the
host country before they are allowed to operatein the host
nation. Thus before 1993, banks and branches were typi-
cally regulated by each host country’s regulatory agency.
Under this regulatory regime, banks involved in cross-
border expansions were required to operate under multi-
ple regulatory and capital standards, i.e., one for their
home country and another for each host country where
they operated.

While host country rule opened the way for cross-
border expansion of retail banking services in the EC, it
did little to eliminate the differences in banking powers
and regulatory regimes that existed across member states.
Furthermore, aslong as those differences continued to ex-
ist, they werelikely to act as barriersto cross-border com-
petition in retail banking services. As aresult, there was
relatively little movement by banks in cross-border merg-
ers, acquisitions or alliancesin the retail banking area un-
til after passage of the Second Banking Directive.

The Second Banking Directive (1988), adopted in 1989
for implementation on January 1, 1993, went well beyond
thereforms of the First Banking Directive. It included sev-
eral major changes that are expected to lead to a more ef -
ficient financial sector, and one that is more competitive
in the global financial markets. Among the key changes
leading to the creation of a single market or “ single pass-
port” for banking services are: (1) The “harmonization”
across EC nations of essential standards for prudential su-
pervision of financial ingtitutions; (2) “Mutua recogni-
tion” by the supervisory authoritiesof financial institutions
in each member state of the way in which they apply those
standards; and (3) “Home country control and supervi-
sion” by the member state in which the financial institu-
tion is based.*

These changes have brought about major alterations in
the framework for banking in the EC. The first principle,
harmonization, lead to the creation of directives designed
to create uniform safety and soundness standards and a
comparable competitive environment across the EC mem-
ber states. Under this principle, banks operating in more
than one EC member state face only a set of uniform EC
standards and capital requirements, not a dozen different
regulatory systems and capital standards.

The mutual recognition of asingle banking “license” or
“passport” eliminates the need for EC banksto get alocal
banking charter from the host country for branches and/
or bank products that are permitted by their home country

4. Commission of the European Communities (February 1988) and
American Bankers Association (1990) p. 18 or Fitchew (1990) p. 9.
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bank regulations.®> Moreover, the directive defined alist of
banking servicesthat may be provided throughout the EC,
provided that they also are authorized by a bank’s home
country. Thislist thus sets the standard for banking serv-
ices across the EC.

Home country rulerequiresthe regulatorsto give up the
primary regulatory responsibility for foreign-owned bank-
ing institutions operating within their borders and turn it
over to the institution’s home country regulators. Thus,
since January 1, 1993, the primary regulatory responsibil-
ities for the entire banking firm have been shifted to its
home country regulators, even when abank operatesor en-
tersthe retail banking business in another member state.

As an example, these reforms mean that a Dutch-owned
bank or banking subsidiary operatingin Belgiumwould be
regulated by its “home” or Dutch regulatory authorities,
rather than by the “host” or Belgium regulators. Itslist of
authorized EC banking activities would be determined by
its Dutch or “home” country powers, not by the list of
banking activities for “host” Belgium.

Between 1986 and 1992 eight additional banking direc-
tives were passed by the EC. They are described in Box L
They deal with an array of safety and soundnessissues, ac-
counting standards, solvency and exposure issues, and
have the net effect of increasing the EC's regulation of
banks in those areas. The directives require that banks be
examined annually for risk management and risk exposure
andthat thereview take place a thefully consolidated bank-
ing institution level. Other directives set minimum capital
and solvency standards, both for on- and off-balance sheet
assets. Otherslimit an ingtitution’ s exposure to borrowers
and set standards for reporting financial and accounting
data. It iscritical for the successful integration of the sin-
glebanking market that these directives, along with thekey
First and Second Banking Directives, be adopted by the
member states.

Defining Banking Services

As noted earlier, the Second Banking Directive also sets
forth a broadly defined list of appropriate banking activi-
tiesor powersfor EC banks. Individual member states may
have their own definitions of banking activity that may be
more or less restrictive than the EC. Individual EC mem-

5. Although it has since been superceded by the Uruguay Round Agree-
ment on Financial Services, the EC had adopted a“national reciprocal
treatment” standard that allowed non-EC banks to operate throughout
the EC as long as the EC banks in the foreign market were treated the
same as domestic banks. This was less stringent than “mirror treat-
ment,” that would have required EC banks to have had the same p ow-
ersin aforeign market that a foreign bank would have had in the EC.

ber states typically have permitted banks to offer a much
wider array of financial productsthan are permitted for U.S.
banks, especially in the securities and insurance powers.
The EC list of appropriate services includes both tradi-
tional banking activities as well as some new ones (e.g.,
trading in securities). The list of permitted “banking ac-
tivities” within the EC was included in the Annex to the
Second Directive and is presented in Box 2 below. Most
of these activities may be conducted within the bank, or
through bank subsidiaries, rather than through a bank
holding company asistypical in the U.S. banking indus-
try (Table Al). Finally, the EC aso allows banks to hold
partia ownership interests in industrial firms and for in-
dustrial firmsto own banks, asis shownin Table A2.

Integration Incentive

Because the Second Banking Directive embraced the prin-
ciple of home country regulation for member statesthat al-
ready allowed universal banking, it effectively created an
incentive to open up the regulatory process in member
states with restrictive banking legislation. The liberal EC
standards—compared to the U.S.—combined withthesin-
gle banking license and home country regulation, give
member states with more restrictive banking laws an in-
centive to loosen those restrictions. Otherwise their do-
mestic bankswould face amorerestricted set of activities,
even in their home country, than would aforeign bank op-
erating there (Financial Times, 1991). This incentive also
appearsto be compatible with the deregulatory forces cre-
ated by technology and innovation in the financia g/stem.

Banking integration also is made more complicated be-
cause the EC banking industry varies widely across mem-
ber states and within member states as well. Asis shown
in Table 1, theindustry varieswidely in terms of the num-
ber of banks, branches and the relative size of the industry
across countries. When the single market was created at
the beginning of 1993, the EC had far fewer banksthan the
U.S., under 2,500 compared to over 11,700. The United
Kingdom, with 511 banks had the largest banking industry
as measured by assets, while Greece with only 40 banks,
had the smallest volume of assets. Average bank sizeranged
from a high of $3.4 billion in the Netherlands to a low of
$863 million in Denmark, which is still well above the
$300 million average for U.S. banks.

Bank structure also varies considerably across member
states, although two to five key banks tend to dominate
the industry in most countries (Financial Times, 1991).
The mix of industry orientation between retail and whole-
saleal so varies, complicating cross-border comparisons of
size, productivity and profitability (Hawawini and Rajen-
dra (1989) pp. 10-28).
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Box 1

ADDITIONAL BANKING DIRECTIVES

» Directive on Supervision of Credit I nstitutions
on a Consolidated Basis (1992)
Requires that supervision of a credit institution,
including the review of financial statements, risk
exposure and management, take place annually on
aconsolidated basis.

* Own Fundsof Credit Institutions Directives
(2989 and 1991)
Define common rules on core capital and supple-
mentary capital for all credit institutionsin the EC.
Require those rules to be compatible with capital
standards set by the Basle Committee and the
Group of Ten.

» Solvency Ratio Directive (1989)
Designed to harmonize prudential supervision
and to strengthen solvency standards among Com-
munity credit institutions. It sets risk weights on
various types of on- and off-balance sheet assets
that are used in estimating solvency ratios.

e Directive on Money Laundering (1991)
Designed to safeguard the EC financial markets
by eliminating activities associated with illegal
money laundering.

» Directive on the Monitoring and Controlling of
Large Exposures of Credit I nstitutions (1992)
Sets limitations on credit institution exposure by
category of borrowers.

» Directive on the Publication of Annual
Accounting Documents (1989)
No longer requires branches to publish separate
annual reports as long as the parent organization
publishes these annual documents.

» Directive on the Annual Accountsand Consoli-
dated Accounts of Banks and Other Financial
I nstitutions (1986)
Sets the requirements for banks and other finan-
cia institutions reporting balance sheet and profit
and loss statements, special provisions, and valua-
tion rules. It also sets consolidation and publica-
tion requirements.

Box 2

BANKING ACTIVITIES
PERMITTED WITHIN THE EC

» Deposit taking and other forms of borrowing

 Lending (including consumer credit, mortgage
lending, factoring, invoice discounting, and trade
finance)

e Financial leasing
» Money transmission services

» Payments services (including credit cards, elec-
tronic funds transfer, point of sae, travelers
checks and bank drafts)

» Providing guarantees and commitments

« Trading on their own account or for customers
in money market instruments, foreign exchange,
financial futures and options, exchange and inter-
est rate instruments and securities

* Participating in share issues and the provision of
services related to such issues (for shares, bonds

and other securities) including corporate advice,
and arranging mergers and acquisitions

« Money brokering

 Portfolio management and advice
» Safekeeping of securities

» Offering credit reference services

» Safe custody services

From: Commission of the European Communities,
“Second Council Directive,” Brussels, 16 Feb 1988,
see Annex.
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TABLE 1

CompParisoN oF EC ComMERCIAL BANkS
(RANKED BY COMMERCIAL BANK ASSETS, DEC. 31, 1992)

EC MemBER NumBER BRANCH AsseTs PopuLATION
STATES oF Banks Orrices  Starr (US$,BiL) (ML)
United Kingdom 511 13,100 397,400 1,454 578
France 419 10,366 200,400 930 574
Italy 39 18,635 327,192 683 56.9
Germany 334 7542 221,700 632 80.6
Netherlands 109 4,734 115,563 372 15.2
Spain 159 17,288 152,025 317 391
L uxembourg 213 310 17,592 297 0.4
Belgium 93 3,515 49,574 270 104
Denmark 119 2,467 47,560 103 5.2
Portugal 35 2,852 60,772 80 9.9
Ireland 43 918 20,731 46 35
Greece 40 1,233 40,188 40 10.3

Total, EC-12 2394 82960 1,650,697 5224  346.2

Sweden 15 2,564 40,381 141 8.7
Austria 57 723 18,411 84 79
Finland 14 902 24,021 68 5.0

Total, EC-15 2480 87,149 1733447 5516 3678

U.S. BANKING INDUSTRY CoMmPARED TO THE EC
U.S. Banks 11,719 53,858 1,477,619 3,506 255.5
USas%of EC 4725% 618% 85.2% 63.6% 69.5%

Sources: Banking Federation of the European Community (1993)
pp. 88-89; OECD (1994) pp.6—7; .FDIC (1992), p.5; Board of Gover-
nors, Annual Statistical Digest, (1992), pp.150—151; and Council of
Economic Advisors (1995), p. 307.

Il. BENEFITSAND COSTS
OF A SINGLE MARKET

Proponents of unified EC markets long have maintained
that the pre-EC 1992 banking system waslessthanideal. In
most national marketstheindustry washighly concentrated
and regulated, and in some cases those regulations tended
to create barriers that limited competition (Price Water-
house, 1994). Hence, analysts like Vives (1991) contended
that, “the main effect of integration will be to change the

focus from collusion and regulatory capture to competi-
tion” (p.10). Eliminating regul atory barriersassociated with
cross-border expansion into retail banking markets was a
special concern of single market proponents.

Barriers

Barriers to trade in the financial services area may take
many forms. Exchange controls have been atraditional fa-
voritefor limiting international capital flows and were till
in effect in Greece and Portugal during the 1980s. Spain,
Greece, and Portugal have phased out restrictions on for-
eign direct investment that could prohibit acquisitions of
foreign banks. Regulations prohibiting cross-border solic-
itation of deposits or securities activities also limit cross-
border competition and create barriers to entry, as did
restrictions on banking powers, deposit and loan interest
rateceilings, restrictive product standards and different tax
structures. The EC hoped to remove these types of barri-
ers, along with “red tape” and nation-by-nation capital re-
guirements and regulatory structures.

As the traditiond barriers are removed, the EC dso has
to monitor the use of “technica standards,” standards that
also may insulate national banking markets from foreign
bank competition. These include such areas as consumer
protection laws, ATM network standards and access polices,
company policies and merger and acquisition policies.

Price Differentials

The existence of barriersis consistent with discrepancies
in cross-border banking service prices prior to the single
banking market. The EC tried to verify and measure the
potential price differential for financial services in a
March 1988 study for the Commission of the European
Communities. The study, reported in European Economy,
indicated that the barriers were responsible for sizeable
price differentials for similar banking services across EC
countries.®

The Price Waterhouse Study, as it is known, estimated
the country-by-country price differentia s based on the per-
centage differencesin prices of standard financial service

6. There may be a number of explanations for the pre-1993 price dif -
ferentials. They may have been made possible by barriersto entry like
different national requirements for a banking license, different regula-
tory standards, limited banking powers and varied product standards,
or the differences may have at |least partially arisen from different cost
structures. Clearly, to the extent that barriers existed, they would have
increased the cost of entry across national boundaries within the EC.
With potential competition limited by these barriers, banking firmsin
some national markets would be shielded from vigorous competition
for retail banking services.



productsfor each country compared with the average price
for the four lowest-priced countries. Use of the average
price for the four lowest-priced countries as a competitive
benchmark may eliminate some distortions if “standard”

services vary somewhat across borders.’

The Price Waterhouse benchmark may be a less-than-
ideal measure of competitive prices sinceit isnot measur-
ing strictly comparable services. Moreover, as was shown
by Neuberger and Zimmerman (1990), even when com-
paring similar deposit services across states in the U.S,,
holding service differences and cost factors constant, it is
till not possible to explain a large share of the price dif-
ferentials for some services.®

Despite these shortcomings, the study has become the
benchmark for estimating potential price changes and ben-
efits arising from the integration of the EC’ s banking mar-
kets. In the following paragraphs, the Price Waterhouse
study provides the basis for estimating price differentials
across countries, for projecting changes in interest rates
and for measuring any macroeconomic impacts arising
from the integration of the EC banking market.

Cecchini, et a. (1988) and Klausner and Schwartz
(1989) relied on the study toillustrate the large pre-single
market differencesin cross-border pricesfor asinglebank-
ing product. Both highlighted a country-by-country com-
parison of consumer credit prices showing that France,
Germany and the UK reported pricesfor the same services
that were more than doubl e the average price for the four
countries with the lowest prices.

Price Waterhouse estimated the price differentials for
sevenretail banking services: consumer credit, credit cards,
mortgages, letters of credit, foreign exchange drafts, trav-
elers checks and commercial loans. These single product
prices were then used to generate the service-by-service
and country-by-country price reductions for the basket of
banking services (Klausner and Schwartz (1989) p. 5). The
potential price changesfor the basket of banking services,
aswell asfor securities and insurance services, are shown
in Table 2.

7. This benchmark also allows for estimates of both increasesin prices
for “low” price countries and decreasesin pricesfor “high” price coun-
tries; aresult that is not intuitive with increased competition. These es-
timates are presented in Table 2.

8. See Neuberger and Zimmerman (1990) for a discussion of the diffi-
culties of measuring and explaining interstate interest-rate differentials
while holding deposit service quality measures constant within arela-
tively uniform banking market like the United States. A sizeable por-
tion of the interest differentials between California and the U.S on
transaction-oriented accounts could not be explained, hence the exis-
tence of the “California Rate Mystery.” The Price Waterhouse study
tried to find comparable services and then estimate the differentials
across eight countries, a much more difficult task.
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Of course, theselarge pricedifferentia saresymptomatic
of what Vives (1991) has described as markets having, “...a
lack of vigorous competition” (p. 10). Elimination of cross-
border barriersthrough creation of the single banking mar-
ket was expected to reduce those differentias.

Lower Prices

The Price Waterhouse study estimated an EC-wide reduc-
tion of 21 percent in banking prices following adoption of
the single market.® However, like the banking industries
across the member states, the estimated price reductions
for banking services varied dramatically across countries.
The Netherlands, where the study estimated a theoretical
reduction of 10 percent in the price level of the basket of
banking services after implementation, and Sain, where a
34 percent reduction was cal cul ated, represent the extremes
of the changes shown in Table 2. The study projected that
countries like Spain and Germany could experience price
reductions of 33 percent or more for banking servicesasa
result of the integration of the EC’s banking market.

The significance of such large price reductions for the
“basket of banking services’ also could be expected to
have a sizeable impact on bank profitability in the EC and
perhaps on the speed of member state adoption of the
banking directives. A 1993 survey by Gemini Consulting
for the European Financial Management and Marketing
Association (EFMA) suggests that European bankers are
expecting deregulation and the single market to have asig-
nificant impact on their profitability as measured by return
on equity (ROE) over the next decade. This survey of
bankers suggeststhat ROE will average 10 percent in 2005,
far below the 12 to 25 percent reported (1989-1991) for the
top ten banks in five EC member states. The lower ex-
pected profitability is a result that is consistent with the
large reductions in banking service prices estimated by
Price Waterhouse (EFMA (1993) pp. 6-7).

Lower Rates for Borrowers

The study also was used to generate estimates of the im-
pact of integration on several typesof loan products. Based
on the Price Waterhouse results, Cecchini (1988) reported
that liberalization of financial services would lower the
price of credit for borrowers. Although noting that the esti-
mates were subject to considerable uncertainty the Cec-
chini report concluded that consumers were expected to
benefit from lower interest rates on credit for consumer
purchases (about 2 percentage points) and mortgage costs

9. Commission of the European Communities (1988b) reports the re-
sults of the Price Waterhouse study.
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TABLE 2

EstimaTES oF PoTENTIAL CHANGES IN FINANCIAL PRODUCT PRICES

AS A REsULT oF COMPLETING THE INTERNAL MARKET
(For EIGHT EC MEMBER STATES—CHANGES IN PERCENT)

BELGIUM FRANCE GERMANY ITALY LUXEMBOURG NETHERLANDS SPIN UK
BANKING SERVICES:
Consumer Credit 41 -105 136 na 26 =31 -39 -121
Credit Cards =79 30 —-60 -89 12 -43 —26 -16
Mortgages -3 —78 57 4 na 6 -118 20
Letters of Credit —22 7 10 -9 27 17 -59 -8
Foreign Exchange Drafts -6 -56 =31 -23 -33 46 -196 -16
Travelers Checks -35 -39 7 —22 7 -33 -30 7
Commercial Loans 5 7 —6 -9 —6 -43 -19 —46
THEORETICAL PoTENTIAL PRICE CHANGES (%) BY TYPE OF FINANCIAL SERVICE
Banking -15 -25 -33 -18 16 -10 34 -18
Insurance =31 —24 -10 51 =37 -1 32 -4
Securities 52 —23 -1 -33 -9 -18 —44 -12
Total —23 —24 25 -29 -17 -9 -34 -13

Sourcke: PriceWaterhouse Study, reported in European Econony, “ The Economics of 1992,” Commission of the European Communities, Brussels,

Number 35, March 1988.

(about 0.3 percentage points). Businesses also would ben-
efit from a reduction in the rate of interest on long-term
credit (about 0.5 percentage points).

Macroeconomic Benefits

The EC also tried to evaluate the macroeconomic effects
to the EC of the single market for financial services, in-
cluding banking. Integration was expected to reduce cost
differentials between domestic and foreign banks operat-
ing within the EC market, although it would not necessar-
ily eliminate them. Some cost differentials arising from
different languages, customs and local business practices
likely would remain. Still, EC studies suggest that the in-
tegration of the EC financial markets would have a posi-
tive impact on the EC economy and financial servicesin
the long run. For example, Cecchini (1988) reported com-
bined estimated savings from three areas, banking and
credit, insurance and brokerage and securities, in eight EC
countriesincluded in the study. Combined macroeconomic
benefitswere estimated to beon “...an order of magnitude
of ECU 22 billion [about $18.6 billion, or] 0.7 percent of

[EC] GDP.”® Of course, even relatively small benefits on
an annual basis may be significant within the context of the
EC, given the size of the EC financial services market and
the importance of the EC’s financial sector (Commission
of the European Communities (1988b) p. 92 and Hunter
(2991) p. 17).

Winners and Losers

While the EC evidence pointed to a positive overall bene-
fit from EC 1992, not al of the EC’s 2,500 banking insti-
tutions may be beneficiaries. Table 1 provides a snapshot
of the European banking system when the single market
was created on January 1, 1993. Asnoted by Klausner and
Schwartz (1989), Hunter (1991) and Vives(1991) vigorous
competition in the single market likely will alow banks
with technical expertise and efficient operations and mar-

10. See Annex B, page 193, of Commission of the European Commu-
nities (1988b) for a discussion of the methods used to estimate these
“macroeconomic” benefits.



keting to take advantage of “deregulation.”* More com-
petitive markets will favor more competitive firms, while
other firms may find that increased competition in over-
banked or protected national markets reduces prices and
profits (Klausner and Schwartz (1989) pp. 5-6).

Across countries, theimpact of integration then may be
influenced by the history of the existence of competitive
restrictions facing the industry. Newer member stateslike
Spain, Portugal and Greece, for example, generally have
liberalized their capital markets more recently than coun-
tries like Belgium, Denmark, Germany, Luxembourg, the
Netherlands and the United Kingdom. France, Ireland and
Italy also have a history of competitive restrictionsin the
capital markets and financial services areas (Eizenga and
Pfisterer (1987) pp. 338-341).

Within countries, actions and opportunities may depend
on a bank’s size and situation and ability to diversify. In
Germany for example, Deutsche Bank, that country’ slarg-
est bank, has aready taken actions to expand its banking
and financia services and to broaden its competitive posi-
tion in the EC. Other large EC financial ingtitutions also
have expanded their activitiesto coincide with the move to
asingle market. In contrast, the potential price reductions
estimated by the Price Waterhouse study suggest that many
small German banks may find that their competitive posi-
tions deteriorate as barriersto entry into the German retail
banking market are removed and new entry occurs. Thisis
not unlike the occasional splitsin the U.S. banking indus-
try, when large and small banks may face differing pros-
pects as aresult of apolicy change.

With respect to the type of banking firmsthat likely will
prosper intheintegrated banking market, the European Fi-
nancial Management and Marketing Association (EFMA)'s
“European Banking: A View to 2005" suggests several types
that European bankers believe are likely to successfully
adapt tothesingle market. Their list of “winners’ (withthe
percent of banks providing this response) includes Euro-
pean banks (70%), large banks (68%) and specialist banks
(55%). Regional banks and insurance companies were ex-
pected to be the major losers. Furthermore, 68% of the
bankers surveyed believed that by 2005 the European re-

11 Klausner and Schwartz, page 6, point out that therewill be both win-
nersand losers asaresult of EC 1992. Some banks that had been “ pro-
tected” may find that they experience serious margin pressure from
more efficient competitorsand they will find that their share valueswill
erode along with their protection. Vives (1991) also notes that the ben-
efits may be “overstated” because the single banking market will not
become “perfectly competitive.” Language and cultural barriers will
remain, and depositors face costs of “switching” from bank to bank
aswell.
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tail banking market would be dominated by about fifteen
to twenty major retail banks, a forecast that would fore-
shadow a magjor consolidation in retail banking in the EC
nations.*?

Getting Ready

With the 1989 passage of the Second Banking Directive for
implementation on January 1, 1993, EC banks had several
years to prepare and position themselves for the single
banking market. During that period anumber of major EC
banks had been involved in mergersand acquisitions, some
increasing their presencein other EC nations, some adding
insurance or securities firms to their product lines. Other
EC banks, somefaced with the high cost of new entry, have
entered into cross-border “aliances’ with banks in other
countries as away to improve their competitive prospects.
These dliances typically involved cross-border participa-
tion agreements that allowed the participants to coopera-
tively provide services over a broader market area than
would be possibleindividually.** The established universal
banks of the EC played a prominent role in thisjockeying
for competitive position prior to implementation of thesin-
ole market in 1993.1415

12. EFMA (1993). This survey of bank executives from fifteen Euro-
pean countries was conducted by Gemini Consulting for the EFMA.

13. The Bray (1993) article describes severa types of alliances, such as
Societe General €' s bilateral cooperative agreements with banks in sev-
eral markets, or agreements where banks share office space and refer
business to each other and share in the proceeds from that business.
BNP (France) and Dresdener Bank (Germany), Commerzbank (Ger-
many) and Central Hispano (Spain), Banco Popular Espafiol (Spain) and
Rabobank (the Netherlands), Bayersiche Hypotheken- und Wechsel-
bank (Germany) and Banco Commercial Portugues (Portugal) have
entered into cross-border agreements. Banksfrom Spain, the U.K., Por-
tugal and France are establishing a joint real-time, cross-border pay-
ments system.

14. Deutsche Bank, Germany’ slargest bank, France' slargest bank, ma
jor UK banks, and Dutch and Belgium banks have expanded their fi-
nancial services activities during this period. Since 1990 banking
leaders like Deutsche Bank acquired Gerling Konzern, an insurance
firm, Crédit Lyonnais acquired BFG Bank, while Cassa di Risparmio
purchased largeinterestsin Banco di Romaand Banco di Santo Spirito.
See European Economy, “Evolution of Mergers in the Community,”
number 57, 1994,

15. Over the 19911992 period, EC documents indicate that cross-
border mergers accounted for ailmost half of the total mergers, and a
number of these mergers involved financial ingtitutions. The report
noted the following significant patterns in banking and finance merg-
ers: Belgian and French institutionswerelikely purchasers, Spanishin-
stitutions were likely sellers, and Irish institutions were active both as
purchasers and sellers.
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While there were a number of well publicized mergers,
acquisitionsand strategic aliancesthat took placein antic-
ipation of the enactment of the single market, the severity
of the European recession between 1991 and 1993 hurt
many EC financial institutions and therefore likely slowed
the pace of consolidation. During this period, many banks
also were constrained by more stringent capital and risk-
based capital standardsthat limited their ability to expand.

Now that we have examined some of the actions taken
by the banking industry in Europe in anticipation of the
single market, let us move to the crucia actions taken by
the member statestoimplement the single market reforms.

[1l. IMPLEMENTATION PROCESS

Banking is only a small part of the single market, and it
may not be the driving force behind the move toward EC
integration. Thus, the actions of the member stateswithre-
spect to theimpact on their domestic banking industry also
may play a role in the implementation process and the
speed of integration. Given theinfringement process, mem-
ber states that expect to experience large adjustmentsto a
particular industry, likebanking, may drag their feet onthe
implementation of the banking directives.

The Price Waterhouse results identify which of the
member states (in this case, Germany and Spain, and per-
haps France) might be expected to experience especially
large adjustments that could make them strong candidates
for amore “relaxed” pace of adoption. In the remainder of
thispaper, the pattern of adoption of EC banking directives
is analyzed.

The speed and extent of implementation of the ten bank-
ing directives by the member states can be used as a way
of measuring the success of theintegration of the EC bank-
ing industry.

Sngle Market |mplementation

By early 1993 most of the EC (directives and regulations)
legislation necessary for the creation of the single market
had been passed by the European Council. The Commis-
sion of the European Communities 1993 report, The Com-
munity Internal Market, noted that by the end of 1993, 265
of the 282 White Paper measures had been adopted by the
European Council. This represents a 95 percent passage
ratefor the single market directives. The next stageismore
difficult.

Progresshasbeen somewhat slower at the national level,
where each of the member states, including the three new
members, must take actionsto adopt the EC directives nec-
essary to implement the single market. Of the White Pa-

per measures that have taken effect, 222 required adoption
or implementation by the member states. |mplementation
rates vary, both across countries, markets, and products.
The progress in implementing the entire single market is
often evaluated using the percentage of EC directivestrans-
posed into legislation by the member states.®®

EC documents point out that at year-end 1993, only
about half of all the single market measures (including
banking) had been enacted in all twelve member states
(Austria, Finland and Sweden did not become members
until January 1, 1995 and are not eval uated in the measures
that follow). Still, about three-quarters of the measures had
been enacted in at least ten of the twelve member states.
At year-end 1993, Denmark and the United Kingdom, two
countries that at times have been less than enthusiastic
about the EC, were the leadersin converting EC directives
into national legidation. Both had implemented over 90
percent of the measures. At the other end of the scale,
Greece, France, Spain and Ireland had adopted less than
83 percent of the necessary measures. Based on these
adoption rates, by 1993 the EC was making significant
progressin its goal of creating a single market.

The Single Market for Banking

In the financial services sector, the adoption rate has been
relatively fast with respect to laws designed to free the
movement of capital and for the adoption of asingle mar-
ket for some types of financial services. The 1993 Com-
mission Report notes that the implementation of the
banking-related single-market measures has been good
(Commission of the European Communities (1994c) p. 7).

At year-end 1993, the twelve member states were eval-
uated on the implementation of ten key banking direc-
tives.1” Of the 120 possibleimplementations (ten measures
times twelve member states), in 98 cases (about 82 per-
cent) the banking directives were properly transposed into
national statutes. As shown in Table 3, by April of 1994,
the number transposed rose to 107, a transposition rate of
89 percent. Still, in 13 cases, or 11 percent, the countries
had not implemented the measures, in some cases severa
years after the deadline. The European Commission has
begun“infringement proceedings’ inthecaseswheremem-
ber states have failed to transpose the directives into law

16. The EC and others commonly use these measures to evaluate the
progressof thesinglemarket, both by sectorsand overall. See The Econ
omist (1993) p. 72.

17. The Deposit-Guarantee Directive was not implemented until 1994
and member statesare now in the process of transposing thelegislation,
so it isnot included in the measured adoption rate used here.
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SUMMARY OF THE IMPLEMENTATION OF BANKING DIRECTIVES

B DK D OGR

EU MEMBER STATES:

E

F IRL | L NL P UK

DIRECTIVE. |IMPLEMENTATION:

First Banking Directive
Dir. 77/780 12-16-79 |

Second Banking Directive
Dir. 89/646 1-1-93 | | | |
ConDITIONS AND PRUDENTIAL RULES

Own Funds
Dir. 89/299 1-1-91 | | | |

Dir. 9/633 1-1-93 | | | |

Solvency Ratio
Dir. 89/647 1-1-91 I I I I

Derogations —Year

Consolidated Supervision

Dir. 92/30 1-1-93 | | IR IR

SUPERVISION AND ACCOUNTS

Annual and Consolidated Accounts
Dir. 86/635 12-31-90 I

Publication of Annual Account Documents
Dir. 89/117 1-1-91 | | |

Prevention of Money Laundering
Dir. 91/308 12-31-92 I |

Controlling Large Exposures

Dir. 92/121 1-1-94 IR I

10 7 6
100 60

Number Adopted (of 10) 9
Adoption Rate (%) 20

D-96 D-96 D-00

8
80

120f 12 100%

1 of 12 92%

12 0of 12
12 of 12

100%

NN 100%

I 120f 12 100%

10 of 12 83%

1 of 12 92%

11 of 12 92%

8of 12 67%

I I | | | 8of 12 67%

10 9
100 90

10 10 10 9 9
100 100 100 90 90

107 of 120
89%

Lecenp: I=Implemented, IR=Infringement, NN=No Measure Necessary, NI=Not Implemented, D=Postponed. April 30, 1994.

within the alotted time span (Commission of the Euro-
pean Communities (1994c) pp. 137-139).

Across Countries

The progress in adopting the EC banking standards since
1991 has varied significantly across countries as can be
seen from Table 4. By April of 1994, five of the twelve
member states had adopted all of the banking directives.
Those states included Denmark, France, Italy, Luxem-
bourg and the Netherlands. Belgium, Ireland, Portugal and
the United Kingdom had adopted all except one. As of

April 1994 Ireland and the UK had not yet implemented
the Directive on Money Laundering, while both Belgium
and Portugal till needed to transpose the Directive on
Large Exposures.

At the other end of the spectrum, asof April 1994, Spain
had yet to implement the key Second Directive and the
Large Exposures Directive. Germany had yet to implement
three directives, Large Exposures, Money Laundering, and
the critical Consolidated Supervision Directive, while
Greece needed to implement four directives, including
Consolidated Supervision (Commission of the European
Communities (1994c) pp. 137-139).
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TABLE 4

PerceNT oF KEY BANKING DIRECTIVES
IMPLEMENTED, BY CoOUNTRY

1991 1992 1993 1994
COUNTRY:
Belgium 60% 100% 90% 90%
Germany 40% 50% 70% 70%
Denmark 80% 88% 90% 100%
Spain 60% 63% 70% 80%
France 100% 88% 80% 100%
United Kingdom 60% 50% 90% 90%
Greece 20% 50% 60% 60%
Italy 40% 100% 90% 100%
Ireland 60% 88% 80% 90%
Luxembourg 20% 63% 90% 100%
The Netherlands 60% 63% 80% 100%
Portugal 100% 88% 90% 90%
EU TOTAL 58% 74% 82% 89%
Directives:
Total Implemented 35 71 98 107
Total 60 9% 120 120

In caseswheremember states have not yet implemented
directives, there often were actionsin progressto do so. In
1994 Germany was eval uating proposals on the Directives
on Consolidated Supervision, Large Credit Exposure, and
Money Laundering. In Greece, the Directive on Consoli-
dated Supervision was schedul ed for implementation later
in 1994. And the United Kingdom was in the process
of adopting EC-based money laundering legislation in
199418

The pace of adoption across countriesappearsto be neg-
atively correlated with the expected reduction in pricesin
the banking sector reported in the Price Waterhouse study.

18. Theeffortsto reviselegidlation and regul atory requirementsto meet
the EC standards has not been limited to the member states alone. Even
beforetheir entry into the ECin 1995, EFTA (European Free Trade As-
sociation) members had begun to conform their banking legislation to
EC standards. Austria, in anticipation of EC membership adopted most
of the key directives during 1994. Finland has taken similar steps, and
Sweden is planning to do so in 1995. See Institute for International
Bankers (1994).

Of the eight countries where post-single-market price re-
ductions were estimated, the six showing price reductions
in the range of 10 to 25 percent had adopted either all, or
all but one banking directive by April 1994. In contrast, the
two member states, Spainand Germany, where priceswere
estimated to fall the most (34 and 33 percent, respectively),
have been much slower to implement the directives.

Moreover, since 1992, three countries, Germany, Spain,
and Greece, have lagged well behind the other member
states in implementing the banking directives, as can be
seen from Table 5. The banking industriesin all three na-
tions likely face relatively large adjustments to the single
market.

Price differentials were not estimated for Greece, a
newer EC member, hawever, its banking industry has had
protection from competition through capital controls and
other barriers. Although those barriers are now being re-
moved, the Greek banking industry also remainsrel atively
highly concentrated, both factors that are consistent with
aslow adoption pace (Financial Times(1991) pp.152-156,
and Hawawini and Rajendra (1989) p. 20).

Perfor mance by Directive

The community-wide adoption rate for the banking direc-
tives is similar to that for the securities directives. And,
both are much higher than that experienced for the com-
bined insurance directives (Third Insurance Directives for
Life, Nonlife and Motor Vehicles).”

Four of the ten banking directives have been adopted by
all twelve member states, as can be seen from Table 3.
These include the First Banking Directive, and the two
Own Funds Directives and the Solvency Directive, which
deal with bank capitalization. Three other directives have
been adopted by eleven of the twelve member states; they
include the critical Second Banking Directive and the two
accounting standards directives, the Directives on Consol-
idated Accountsand Publication of Account Data. Spain’s
failure to adopt the Second Banking Directive is the most
serious setback to the completion of the single banking
market.

19. Only three member states have adopted the life and nonlife direc-

tives. Moreover, a number of significant tax and premium treatment is-
sues appear likely to continue to slow the creation of the single market
for insurance. Asof April 1994, nine member states had adopted the di-
rective on motor vehicleinsurancethat wastargeted for adoption by De-

cember 31, 1992. By December 31, 1993 both the third life and nonlife
directives should have been implemented; however, by April 1994 only
one member state had adopted the key third life assurance directive and
only twothethird nonlifedirective. In contrast, the six securities-related
directives covered had been adopted by either 11 or 12 member states.

See European Commission (1994a) pp. 36—65.



TABLE 5

TrANSPOSITION RATES FOR BANKING DIRECTIVES,
1992 10 1994

—MEMBER STATES—
OtHERNINE ALL TwWELVE SmIN GERMANY GREECE

1992 81% 74% 63%  50% 50%
1993 87% 82% 0%  70% 60%
1994 (April) 96% 89% 80%  70% 60%

The dow adoption of the important Consolidated Su-
pervision Directive, which is a key to the single banking
market supervision by home country regulators, aso isa
key concern, especially sincethelargest member and com-
munity leader, Germany, is one of the two member states
lagging in the adoption of this key part of the integration
process. This is another area of concern for regulators,
since home country supervision is a key to regulation of
multi-state EC banking institutions.

V. ConcLusions AND OBSERVATIONS

Despite these shortcomings, the EC has come a long way
toward creation of theframework for asingle banking mar-
ket in Europe. The critical directives have been imple-
mented, or arein the process of adoption by almost al the
member states, both overall and for the banking industry.
The EC describes a “profound change in the nature of
cross-border competition” as a positive impact of its ef-
fortsin the financial services area (Commission of Euro-
pean Communities (1994c) p. 18).

The retail banking services market has been opened to
competition from banks in other member countries. The
“single passport” and companion directives now make it
possible for banks to provide retail banking services
throughout the EC based on business, rather than regula-
tory, considerations. This was a fundamental goal of the
single market.

Harmonized regulations are now in place authorizing
banks to operate outside their home country with a wide
array of financial service powersdetermined by the EC and
their home country. Standardsfor capitalization, solvency,
risk exposure, supervision, disclosure, and money laun-
dering areall in placein most member states. Furthermore,
amost 90 percent of the major banking directives have
been implemented, and most of the remaining cases are
likely to be resolved by EC and member state efforts al -

ready underway.
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While cross-border activity has been sloved by the Ew
ropean recession, EC financial institutions actually began
taking steps toward an expanded market once the EC ap-
proved the proposal for asinglemarket, well beforeits Jan-
uary 1, 1993 implementation date.

Oneareacof concernisthe continuation of effortsto min-
imize barriers, like “technical standards,” that limit cross-
border banking competition. Some of these types of
barriers may exist even after the passage and adoption
of al the single market legidation at the member state
level. To some extent that reflects the difficulty of stan-
dardizing and harmonizing over many nations; however it
may also reflect the powerful incentives some industries
and firms may have to continue to protect themselves from
competition. EC efforts to eliminate such protection can
be a time-consuming process, but they are an important
next step.

The EC has plans for a study of the effectiveness of the
single market reforms in 1996. The plan reflects the EC's
concerns about the progress of the single market and itspo-
tential remaining barriers. The study also is away for the
ECtotry toevaluatethe progressit hasmadesincetheWhite
Paper of 1985 and since the creation of the single market
on January 1, 1993. Clearly, the study aso should identify
areas where the EC needsto take further action to speed up
implementation by member dtates that are lagging behind
and to reduce the residua barriers that may belimiting the
extent of cross-border activity and competition.

Finally, inthe post-1992 EC banking environment in Eu-
rope, cross-border activity and financial services consoli-
dation are likely to accelerate. Larger, well capitalized,
better diversified and/or more efficient banks are likely to
be able to take advantage of market opportunities to in-
creasetheir activities. Lessefficient banks, especially those
that had been shielded from cross-border competition by
“national” protection, must adapt to the new situation.
Whether or not the projection of fifteen to twenty large
banks dominating the retail banking industry in Europe
over the next decade is correct, the single market has the
potential to make major changes in the financial services
industry in the European Community. It should revitalize
the European financial system and it should causetheU.S
to reconsider again the future competitive and regulatory
environment of our own banking and financial services
industries.
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APPENDIX

TABLE A1

PerMissiBLE ACTIVITIES FOR BANKING ORGANIZATIONS

—Bvy AcTtivity—
SECURITIES INSURANCE
COUNTRY:
Austria Permitted Permitted through subsidiaries
Belgium Permitted, some activities through subsidiaries Permitted through subsidiaries
Denmark Permitted Permitted through subsidiaries
Finland Permitted Sdles as an agent permitted
France Permitted Permitted, usually through subsidiaries
Germany Permitted Permitted, through insurance subsidiaries
Greece Underwriting permitted by certain credit institutions; Permitted to hold sharesin insurance
B& D permitted through subsidiaries companies subject to limitations based on capital
Ireland Permitted, usually through subsidiaries Permitted agency and certain life insurance
activities through an independent subsidiary
Italy Permitted, but not permitted to operate Permitted, but limited by own funds
directly on Sock Exchange and aggregate investment
L uxembourg Permitted Permitted through subsidiaries
Netherlands Permitted Permitted through subsidiaries
Portugal Generally permitted, mutual funds only Permitted through subsidiaries
through a subsidiary
Spain Permitted; banks may own up to Permitted through subsidiaries
100% of stock exchange members
Sweden Permitted Permitted
United Kingdom Permitted, usually through subsidiaries Permitted through subsidiaries

AUTHORIZATION:
Permitted:
By Subsidiaries:

With Limitations:

15

15

Source: Institute of International Bankers, 1994



TABLE A2

PermMissiBLE BANK OWNERSHIP
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BANK INVESTMENTS IN INDUSTRIAL FIRMS

INDUSTRIAL FIRM INVESTMENTS IN BANKS

COUNTRY:

Austria Permitted, with limits

Belgium Permitted, with limitations

Denmark Permitted, with restrictions,
permanent control prohibited

Finland Permitted, with limitations

France Permitted, with regulatory
approval if greater than 10%

Germany Permitted, with limitations

Greece Permitted, subject to the EU
directive on qudlified holdings

Ireland Permitted, subject to approval of
Central Bank if greater than 10%

Italy Not permitted

Luxembourg Strictly limited

Netherlands Permitted, subject to regulatory approval for
voting shares greater than 10%

Portugal Permitted, but subject to limitations
on own funds and voting shares

Spain Permitted, subject to capital-based limits

Sweden Limited

United Kingdom

European Union

Permitted, subject to consultations with the
Bank of England

Each 10% or more shareholding may not

exceed 15% of the bank’s own funds and
such shareholdings on an aggregate basis
may not exceed 60% of own funds

SummMARY Across EC MEMBER STATES
Permitted:
With Limitations:
Not Prohibited:
Not Permitted:

14
14

Permited, with limitations
Permitted, subject to prior approval
Not prohibited, but rare

Permitted
Not prohibited

Permitted, subject to regulatory consent

Permitted, subject to the EU
directive on qualified holdings

Permitted, subject to Central Bank prior approval
if acquisition is of more than 10% of bank shares

Permitted up to 15% of shares of bank subject to
Bank of Italy approval

Investment may not exceed 50% of banking capital

Permitted, subject to regulatory approval for
voting shares greater than 5%

Permitted, subject to regulatory approval for
acquisition of large shares

Permitted, subject to approval of the Bank of Spain
if 5% or more

Not prohibited, but such investments are rare

No prohibitions contained in The Banking Act of 1987

No general restriction; does not allow investments
of 10% or more if home country supervisor is not
satisfied with the suitability of the shareholder.

10

Source: Institute of International Bankers, 1994
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This paper examines the characteristics of large bank
loansasa formof cor porate finance. We compar ethe char-
acteristics of a sample of these loans with private place-
ments and public issues of debt. The unique features of
large bank loans that may encourage firmsto continue us-
ing this source of financing include: bor rower flexibility in
deciding on the timing and amount of bor rowing; the use
of fixed-spreadfloating rate of interest, flexibility of chang-
ing and renegotiating contract featur es,such as covenants,
during the life of the contract.

Therolethat bank debt playsin the capital structure of cor-
porations has received much attention in recent years.!
Among the issues addressed in this research are the possi-
ble unique role of bank loansin financing firms’ activities
and how contract features may serveto reduce the adverse
consequences of differential information between the bor-
rower and the bank. Thisbody of literature focuseson con-
tract featuresasameansto reduce the costs associated with
debt when the incentives of the borrower and lender differ
(see for example Berlin, 1987). Most of the research on
contract features is theoretical due to the lack of detailed
dataon the contract features of bank loans. The scarcity of
information resultsfrom thefact that these are private debt
contracts and hence are often not available to researchers.
In this study we examine a sample of large bank loans to
gain insights into the nature of the lending arrangements
between banks and large corporations. By examining loan
characteristics we can gain insight into the unique aspects
of this source of corporate finance as compared to private
placements of debt and public debt issues. This also per-
mits usto provide an update of information on the pricing
of business|oans since that availablein Brady (1985) and
Boltz and Campbell (1978).

We begin with a comparison of the characteristics of
bank loans in private placements and public debt issues.
Thisincludes adiscussion of contract features and the use
of commitments in bank lending. We next focus on pric-
ing issues across the markets, with special emphasis on
large bank loans. In the loan pricing discussion, we focus
on the use of fixed-spread, floating-index contracts to de-
termine the borrowing rate, and the use of avariety of fees
inbank loans. Thisisfollowed by adiscussion of covenants
in our sample of bank loans compared to those reported in
earlier studiesfor private placements and public debt. The
final section summarizes the unigue aspects of this source
of corporatefinancerd ativeto other sources of debt finance.

1 See for example Bhattacharya and Thakor (1993).
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. A CoMmPaRISON OF BANK LOANS
wITH PrIVATE AND PuBLIic DEBT

A firm’schoi ce between bank |oans and securitieshasbeen
a topic of much interest to academics and policymakers
over the years. A basic theme of much of thisresearch is
that, for some firms, it is too costly for outsiders to stay
informed about the developments of the firm that affect
credit risk. In turn, they are unable to influence the firm to
protect their interestsas creditors. Banksarise asdel egated
monitors to keep a check on the behavior of managers.?
This argument may be extended to suggest that the degree
of information asymmetry associated with the borrower
will influence the market in which afirm borrows.

Evidence consistent with the role of information in the
choice of finance is provided by Carey, Prowse, Rea, and
Udell (1993). They suggest that small firms are dependent
almost entirely upon banks because their loans require ex-
tensive lender due diligence and monitoring associated
with bank lending. They argue that large firms capabl e of
issuing securities with few information problems are able
to borrow in any of the major debt markets, from banks, or
by issuing commercial paper. Their findings are consistent
with the notion that as a firm becomes larger, their infor-
mational problemsdiminish, and they increasingly rely on
more direct sources of corporate finance.

One piece of evidencethey useto support thisistherel-
ative characteristics of businessloans, private placements,
and public debt issues. Bank loan data used in their study
is from the Federal Reserve Board's Quarterly Survey of
Terms of Bank Lending to Business for 1989. Asexpected,
their results reveal that most bank loans are quite small
compared to private placements and public debt issues.
Figures 1 and 2 show the percent of private and public debt
issues distributed by loan size and length to maturity, re-
spectively. From the 1989 survey, the median loan sizewas
about $50,000 and the mean was about $1 million. They
note that approximately 82 percent were under $1 million
and 96 percent were under $10 million. These bank loans
are smaller than their sample of private placements, with a
median size of $32 million and amean size of $76 million.
Additionally, Figure 1 shows that around 80 percent of the
private placement issues in Carey, et a.’s study were be-
tween $10 million and $100 millionin size. Thiscompares
to a median and mean size for public debt issues of $150
million and $181 million, respectively. Examining the
characteristicsof firmsthat borrow in each market in 1989,
they find support for the creditworthiness of the borrower
playing arole in their financing choice.

2. For aformal development of this argument, see Diamond (1984).

FIGURE 1

Size DisSTRIBUTION OF PrRIVATE AND PuBLIc DEBT
| ssuEs BY PERCENTAGE OF | ssues, 1989
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The Carey, et al. study also provides comparisons of the
maturity characteristics of these sources of business bor-
rowing. They find that the average maturity of privateplace-
ments is much longer than the average maturity of bank
loans in their sample. Figure 2 shows that, of the private
placements offered by nonfinancial corporations, 77 per-
cent have maturities between three and fifteen years. The
median and mean maturities were both nine years. They
note that because most are amortizing, the median average
lifefallsbetween five and seven years. Themedian for pub-
lic bondsin their ssmple wasten years. The median matu-
rity of bank loansto businesses, in 1989, wasjust over three
months, and nearly 80 percent had maturities of less than
one year. These findings confirm that average issue sizes
and average maturities differ drasticaly between bank
loans and both private placements and public debt issues.
However, the data set they examine does not allow for a
comparison of the characteristics of bank loans by large
corporationshaving accessto one or both of these nonbank
sources of debt.

To focus on the issue of bank borrowing by large com-
panies, we analyze a sample of large bank |oans collected
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by Loan Pricing Corporation, provided in their Dealscan
database. Using the dataprovided for the year of 1989, we
are able to gain insight into the structure of the loan mar-
ket for large bank loans during the same time period as
Carey, et a. (1993). Thesampledataiscollected fromloan
contract information included in corporate filingswith the
Securities and Exchange Commission. This data is sup-
plemented with information from publications such as
American Banker, among others. Because of news cover-
age and filing requirements, the sample is biased toward
large loans and large firms. To gain some insight into the
types of firmsin the sample data provided by Loan Pric-
ing, we note the mean saleslevel of borrowing firmsis ap-
proximately $1.1 billion. Thisaverage size of samplefirms
is expected to be much larger than that of an average firm
that borrows from a bank since sample firms are required
tofilewiththe Securitiesand Exchange Commission. Typ-
icaly, this involves only firms that have public debt or eg-
uity outstanding. Though this data is incomplete and thus
may be upvardly biased, it allows asuggestive comparison
with the sample firms examined in Carey, et a. (1993).
They find that for the sameyear, firmswith public debt out-

FIGURE 2

MATURITY DISTRIBUTION OF PRIVATE AND PUBLIC
DeBT IssUES BY PERCENTAGE OF IssuEs, 1989

standing have sales of $3.2 billion and firmswith privately
placed debt have sales of $1.0 billion. Both were much
larger than firms that relied on bank or equity only, at av-
erage sales of $40 million. Thus our sample firms appear
to be much closer to the types of firmsthat issue privately
placed debt than those that only use equity or bank debt.
Data on the size of loans in the sample suggest these
may be substitutes for either the private placement or, in
some cases, public sourcesof debt. In Figure 3, we provide
summary statistics on the sample of large loans we exam-
ine. Several differences exist relative to those reported in
Carey, et a. (1993). The most notableisthat our sampleis
comprised of much larger loans than those included in the
Quarterly Survey of Terms of Bank Lending to Business.
The median loan size is $36 million as compared to $50
thousand for the Survey. The mean loan size is $184 mil-
lion, with approximately 96 percent of the loans above $1
million in size. Moreover, around 73 percent of the bank
loansin our sample areabove $10 millioninsize. Thissug-
gests that in terms of size, alarge fraction of sample [oan
contracts could compete with private placements. Addition-
ally, based on percent of issues distributed by size between
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private placements and public issues of debt, as reported
in Carey, et a. (1993), many sample loans could be com-
peting with public issues. For our sample, approximately
32 percent of the loans are above $100 million in size and
wouldthuslikely be of sufficient sizeto competewith pub-
lic issues of debt.

Thematurity of theloansin our samplevary widely (see
Figure4), but, on average, they are much longer than those
reported in the Fed survey. With an average maturity of
44.86 months, these contracts are shorter than those re-
ported for the private placement market and the public debt
market for 1989. Compared to the private placement mar-
ket studied by Carey, et a. (1993), the average maturity of
loansisapproximately 45 percent of the averagefor thepri-
vate placements. The reported maturities for our sample
may understatethetruematurity since, for asubstantial per-
centage of revolving credit agreements, the borrower is al-
lowed to convert the outstanding balance of the commitment
at maturity to aterm loan typically payable over athree-to-
five year period. An examination of the loan contracts that
takethe form of commitmentsto lend have an average ma-
turity of 44 months. Thispermitstheborrower to extend the

FIGURE 4

MATURITY DISTRIBUTION OF LARGE BANK LOANS
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maturity to gpproximately seven years in the commitments
with an option to corvert to aterm loan. Thus our sample
includes lending arrangements that are longer, on average,
thanthose reported in previousstudies. Thisdifference may
reflect the fact that very short-term borrowing from banks
may not be outstanding at the time the firm files with the
Securities and Exchange Commission.

II. CoNTRACT FEATURES
IN LARGE BANK LOANS

Use of Loan Commitments

Avery and Berger (1990) report that over 70 percent of
bank loans are created under commitmentsto lend. These
may take different forms, the most common of which are
revolving credit agreements. These arrangementsareformal
commitments which represent official promisesto lend a
customer up to a preset amount within a set time period at
a predetermined loan rate. In our sample this is the most
common type of lending arrangement. We also have |oans
defined aslinesof credit. These contractsarefrequently re-
ferred to as informal lending contracts in which the lend-
ing terms are not set. To be included in our sample, the
loan must include the pricing terms. Thus our sample of
lines of credit are formal agreementsin which pricing and
other contract features are negotiated at the beginning of
the commitment. Under these lines and revolving credit
agreements, thetiming and amount borrowed are at the bor-
rower’s discretion. The loan rate usudly involves a fixed
markup over areference rate such as the prime or LIBOR.
Frequently these contracts are for multiple years and are
revolving so that funds may be borrowed and repaid multi-
pletimeswithout contract renegotiation. Also therevolving
commitments frequently call for the outstanding balance
to be corverted to aterm loan payable over a fixed number
of years.

The motivation for purchasing loan commitmentsis ad-
dressed inthe May 1988 Senior Loan Officer Opinion Sur-
vey on Bank Lending. Those surveyed responded that their
customers' motivationsfor borrowing under formal revolv-
ing commitments, as opposed to other lending arrange-
ments, weremost frequently rel ated to convenience and loan
arrangement costs. Additional reasonsprovided arerelated
to ensuring their access to credit against deterioration in
their creditworthiness and against a general credit crunch
affecting their access to noncommitment loans. These
results emphasize that the nature of a typical bank loan
contract differssubstantially from that of the private place
ment and public market aternatives.
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Primary use of funds

Since our sample of loans provide data on the purposes of
the borrowing, we can gain insights into the primary rea-
sons stated by the firm (in the loan contract) for the bor-
rowing. In Table 1, we provide alist of the frequencies of
the primary reason given for aloan. Asindicated, a num-
ber of reasons exist for the borrowing. Five primary rea-
sons were given for approximately 88 percent of sample
loans. These include working capital, debt repayment or
consolidation, generd corporate purposes, takeover, or lev-
eraged buyout. The most popular reason provided in our
1989 sample was for working capital purposes (approxi-
mately 23 percent of sampleloans). Theseloans show that
a strong amount of corporate restructuring occurred in in-
dustrial firmsduring 1989. Dataon the use of fundsfor the
private placements are not reported by Carey, et al. (1993)
for comparison. Data provided in Eckbo (1986) suggest
that the primary reasons listed for the issuance of public
debt are to refund old debt, finance capital expenditures,

TABLE 1

NuMBER AND ProPORTION OF 1,347 SamMPLE LoAaNs
DisTRIBUTED BY LoaN PurPose AND LoAN TYPE

NuMBER ProPoRTION

PaNEL A: By LOAN PURPOSE

Working Capital 305 0.227
Debt Repayment/Consolidation 243 0.181
General Corporate Purposes 235 0.175
Takeover Acquisition 218 0.162
L everaged Buyout 185 0.137
Recapitalization 36 0.027
Security Purchase 29 0.022
Resal Estate Loan 24 0.018
Othera@ 72 0.053
PaNEL B: By LOAN TYPE

Revolving Credit 605 0.449
Term Loan 432 0.321
Other® 310 0.230

aQOther loan purposes include general acquisition program, employee
stock ownership plan, commercia paper backup, project finance, stock
buyback, and trade credit.

bOther loan types include bridge loans, demand loans, |etters of
credit, notes, multi-option facilities, and subordinated debt.

and fund general businessactivities. Thuslarge bank loans
more often are used for working capital, LBO and restruc-
turing. The large percentage of loans used for restructur-
ing may reflect unique aspects of the sample or the wave
of corporate restructuring in the late 1980s.

[11. PrRiciING CONSIDERATIONS

Much of the focus on bank loan pricing has been on the
structure of the loan rate. In this paper, we not only focus
on the loan rate, but also on an additional component cost
of these loans, the various fees. As noted in the study by
Berger and Udell (1990), bank loans almost always carry
floating rates of interest. However, the procedures for ad-
justing the rates vary across contracts and have been the
subject of much controversy. Other sources of private and
public finance traditionally carry fixed rates of interest.
Carey, et a. (1993) note that only 2 percent of private
placements in 1989 had floating interest rates. They note
that private placements of debt, like public bonds, gener-
aly have fixed rates. In our sample of large bank loans, the
pricing includes many components and it frequently per-
mits the borrower a choice of indices to be used to deter-
mine the loan rate.

Fixed-Spread Floating-Index Loans

One of the early explanations for the use of loan commit-
ments was that firmswere attempting to lock in the interest
rate. However, as noted in the 1970s study by Boltz and
Campbel| (1978), the use of fixed interest ratesin bank lend-
ing was on the decline. Today, virtualy al large bank loans
includeinterest ratesthat float over thelife of theloan. To-
day, pricing ismost frequently tied to one or more indices.
Under this arrangement, the loan is fixed at a spread rel-
ative to one or more floating indices. The most popular
pricing index for spreads has been the, sometimes contro-
versial, primerate of interest. Boltz and Campbell (1978)
note economists traditionally had difficulty providing ex-
planations for the purpose and role of the prime rate con-
vention. The accepted view until the mid-1960s, when a
higher percentage of loans were fixed rate, was that the
prime represents the rate charged to the class of customers
with the least risk of default. The advent of below-prime
pricing and the increased use of a fixed-spread, floating
rate have changed the role of this index.

Much of the debate over the role of the prime rate in
bank loan pricing has focused on its use as a means of
maintaining discretionary control over the contract rates
on outstanding floating-rate loans. The inability of bor-
rowers to switch costlessly from one bank to another fre-
guently allows banksto retain their customersand increase
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their profits. This view, frequently espoused by the popu-
lar press, is that the bank may be able to increase the rate
charged to an existing customer as long as the increase
does not exceed the borrower’s costs of locating and con-
tracting with the new lender.

Boltz and Campbell (1978) note that if the primerateis
a means for maintaining discretionary control over out-
standing floating-rate loans, then banks may find it advan-
tageous to leave the prime rate stable to protect the return
on existing loans but to use below-prime rates on new
loans. Thisisthe rationale for below-prime pricing. Oth-
ers have predicted that because of competition from direct
finance, the prime would be replaced by some rate more
responsive to market rates. From Table 2, we can observe
how the role of the prime rate has evolved.

In examining Table 2, wefind that the usefulness of the
prime as a management tool relating the costs of funds to
returnson loans continuesinthelate 1980s. Itsrolein pric-

TABLE 2

ing large bank loans has evolved from that describedin ear-
lier studies. In our sample, the prime continues to be the
most frequently quoted index in pricing large bank loans.
Perhaps due to concerns over the responsiveness of the
prime to changing market conditions, many large bank
loan contracts include quotes to two or more indices. Un-
der these pricing arrangements, the borrower is permitted
to choose, at each pricing interval, the desired index and
the associated spread for the next pricing interval. Thisrep-
resentsamajor innovation inloan pricing. Asan additional
feature, contracts often permit the borrowing firm to lock
both the index and spread for three, six, nine, or twelve
month periods.

Approximately 39 percent of theloansin our 1989 sam-
pleincluded afixed spread to more than one index. Of the
loans that contained quotes to more than one index, ap-
proximately 27 percent of these contained quotes to two
indices and approximately 12 percent contained quotes to

NuMBER AND ProPORTION OF 1,347 SaMPLE LoaNs wiTH DIFFERENT PriCING INDICES IN 1989,

DisTRIBUTED BY LoaN Size

LoaN Size
< 250k 250k-Im  1m=10m 10m-25m  25m-100m 100m-250m 250m-500m >=500m Overal

Prime Only 5 25 173 81 84 23 9 14 414
(.36) (.61) (.56) (.39) (.24) (.10 (.09) (.14 (.31
LIBOR Only 3 2 24 25 53 37 28 22 194
(.21) (.05) (.08) (.12 (.15) (.17) (.27) (.22 (.14)

CD Only 6 2 8
(.02) (.01) (:01)
Prime, LIBOR and CD 5 19 52 45 20 18 159
(.01) (.09) (.14) (.20) (.19) (.18) (.12
Primeand LIBOR 17 32 89 56 32 21 247
(.06) (.16) (.25) (.25) (.30) (.21 (.18)

Primeand CD 6 3 9
(.02) (.01) (.01
LIBOR and CD 2 7 35 35 9 19 107
(.01 (.03 (.10) (.16) (.09) (.29 (.08)
Fixed and Other Index® 6 14 73 39 41 25 7 4 209
(43) (34 (24 (19 (1) (1) (.07) (.04) (.15
Total 14 41 306 206 356 221 105 98 1347
(10 (10) (10 (120 (10 (10 (120 (10) (10)

aOther indices include T-bill rates, commercia paper rates, cost of fundsindices, and federal funds rates.
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threeindices. For both single and multipleindex loans, the
prime rate continues to be the most popular pricing index.
Approximately 62 percent of the loan contracts include a
guoted spread to the bank’ s prime rate. Among those con-
tracts quoting spreads to a single index, the prime was
quoted in approximately 67 percent of these contracts. In
the contracts in which a fixed spread was quoted to more
than one index, the prime was included as one choice in
approximately 80 percent of the contracts. One possible
reason is casual evidence that banks offer more flexible
early repayment featuresif the loan is priced rel ative to the
bank’ s primerate of interest. The next most popular index
for both single and multiple choice contractsisthe LIBOR.
Thisisfollowed in popularity by thebank’sCD rate. Much
less frequently used indices include the treasury bill rate,
the commercial paper rate, the federal fundsrate, a cost of
fundsindex, and an index of money market rates.

Among the contracts that quote fixed spreads to more
than one index, the most popular is the combination of
prime and LIBOR. A close second in popularity is prime,
LIBOR, and the bank’s CD, followed by aLIBOR and CD
combination. An infrequently used combination is a
spread to the prime and the bank’s CD rate.

In Table 2, we provide summary statistics on loan size
stratified by the pricing structure used. As a genera rule,
the contracts that utilize floating-index pricing relative to
only one index are on average of smaller size than those
that specify pricing to more than one index. An exception
is pricing relative to LIBOR only. These contracts are on
average much larger than the contractsthat specify pricing
relativeto prime, CD, or any of the other indices. The same
cannot be said of the contracts specifying more than one
index. Thelargest of thisclass of |oans are those that spec-
ify pricing relative to the LIBOR, but do not include the
option for the borrower to pricerelativeto thebank’ sprime
rate.

Other Feesin Loan Pricing

Theloan rate is not the only component in pricing sample
loans. A typical bank loan commitment provides the bor-
rower substantial flexibility in determining the quantity of
borrowing during the life of the contract. To price these
contracts so asto receive an adequate return on capital , the
banks use avariety of fees. This appearsto be in contrast
with both private placements and public debt issues. The
rationales for the use of fees in bank lending traditionally
have focused on the presence of informational asymme-
triesrelated to the credit risk of the borrower. Specifically,
James (1987) and Thakor and Udell (1987) develop mod-
elsinwhich borrowers can beinduced to reveal their credit
risk class by the choice of loan rate and the fee structure

they select. Berlin (1989) also describes a similar use of a
combination of fees and loan rates to control borrower’s
behavior.

In Table 3, we provide alist of the most frequently used
fees in the sample. In addition to the loan spread relative
to prime (the most frequently used index, averaging 11 per-
cent in 1989), two fees are considered the most common;
thefirst isan up-front fee based on the total amount of the
loan or commitment. A close second isafee on the unused
portion of theloan commitment. The up-front feeischarged
at the beginning of the loan arrangement; it is charged in
approximately 45 percent of sampleloan contractswith an
average fee of 105 basis points of the total amount of the
contract. The next most frequently reported fee, an annual
fee onthe unused balance of theloan, ischarged in approx-
imately 44 percent of sample loan contracts. The average
amount of thisfeeis41 basis points of the unused balance.
The third most common fee is an annual fee based on the
total amount of the loan contract. This fee appears in ap-
proximately 22 percent of the sample loans and averages
16 basis points in those contracts in which it appears. In
approximately six percent of the contracts, a cancellation
feeischarged for early termination of the contract, thisfee
averages 53 basispointsof theloan contract. Alsoincluded
in approximately 12 percent of the contractsis a letter of
credit fee equal to approximately 143 basis points.

As noted above, studies have attempted to explain the
use of feesas part of the pricing structure of loan contracts.
These explanations have focused on the combination of
fees and loan rates to dicit information about the likeli-
hood of default for a particular borrower. In Thakor and
Udell (1987), borrowers are shown to reveal their default
risk characteristics based on their choice of contract terms.
Alternatively, in Berlin (1987), borrowersare shown to self-
select across contract types based on their probability of
borrowing. Both of these model ssuggest that the use of dif-
ferent typesof feesisexpected to vary over thetype of loan
contract. For example, Berlin (1987) suggeststhat loan fees
are designed to compensate the bank for the quantity risk
and the credit risk associated with the loan. Clearly the
quantity risk islarger under commitmentsto lend than un-
der traditional or spot lending. In Table 3, we separate sam-
ple loans into revolving commitments, lines of credit, and
term loans. As can be seen, the use of all types of feesis
more frequent for revolving loan commitmentsthan for ei-
ther term loans or for lines of credit. The fact that lines of
credit typically do not specify thefeesinthe contract likely
reflects the lack of formal pricing in these arrangements.

The use of up-front fees are slightly more prevalent in
term loans than revolving credit agreements. In term loans
where these fees are charged, the fees are, on average, ap-
proximately 1.2 timesaslarge as the average of thisfeere-
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TABLE 3

ProrPorTIONS AND AVERAGE BAsis PoinTs oF FEEs UseD IN THE SampPLE OF 1,347 LoANS,

DisTRIBUTED BY TYPES OF LOANS

Tvypes oF LoaNs

TYPES OF FEES

Up-front Annual Unused Balance Early Cancellation Letter of Credit

Revolving Loan Commitments

Proportions 0.46 0.38 0.69 0.06 0.18

Average Basis Points 88 18 40 55 147
Term Loans

Proportions 0.47 0.20 0.24 0.05 0.02

Average Basis Points 105 n 44 52 12
Line of Credit

Proportions 0.21 0.13 0.21 0 0.1

Average Basis Points 55 38 33 — 106
Other Types of Loans?

Proportions 0.43 0.15 0.25 0.07 0.13

Average Basis Points 148 20 44 51 142
Overall Sample

Proportions 0.45 0.22 0.44 0.06 0.12

Average Basis Points 105 16 41 53 143

aQOther types of loans include bridge loans, demand loans, |etters of credit, notes, multi-option facilities, and subordinated debt.

portedin revolving credit agreements. Themost frequently
included feein revolving credit agreementsisan annual fee
on the unused balance of the commitment. This fee is
chargedin approximately 69 percent of all revolving credit
agreementsin our sample. Thisfee, and thelessfrequently
used annual fee on the total amount of the line, suggests
the need for continuing fees associated with this source of
potential funding during thelife of the contract. These sug-
gest arelatively high cost to the quantity uncertainty asso-
ciated with these contracts. Early cancellation fees appear
in about the same percentage in commitments as in term
loans. Letter of credit fees are reported in approximately
18 percent of loan commitmentsand in only 2.3 percent of
term loans.

Overall, these results suggest that substantial hetero-
geneity exists in the pricing structure of loan contracts.
Thispricing structurevariesacrosscontract typesin afash-
ion suggesting customized contract features. Unlike the
private placements and public debt samples examined by

Carey, et al. (1993), virtually all loans in our sample are
floating-rate loans. Additionally, the pricing structure ap-
pearsto reflect the complexity of the package of financing
options the bank provides to the borrowing firm.

V. CovENANTS TO PROTECT LENDERS

It is frequently suggested that, like other debt contracts,
bank loans contain restrictions designed to protect the
lender from the borrower behaving in an opportunistic way.
Smith and Warner (1979) notethat in public debt contracts,
covenants usually take the form of restrictions regarding
cash distributions, claim dilution, asset substitution, and
underinvestment. Each of these may represent opportunis-
tic behavior that can benefit shareholders a debtholders
expense.

In this section, we look at the covenants and collateral
regquirements that appear in the sample of loan contracts.
Carey, et al. (1993) suggest that covenants tend to be used
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more frequently in private placements and are more re-
strictive than in public debt issues. Compared to bank
loans, covenants are less frequently used in private place-
ments and they are less restrictive. Due to the private na-
ture of bank loan contracts, as with private placements, a
lack of datahasresulted in limited analysis of covenantsin
these contracts. In general, Carey et a. (1993) note that
participants in private placement markets indicate that
bank |oans contain roughly the sametypes of covenants as
found in the private placement market, with two differ-
ences. Firgt, financia covenantsin bank loansaretypically
maintenance covenants, while most covenants in private
placements are incurrence covenants. With maintenance
covenants, the criteria set forth in the agreement, such as
minimum ratios of assets to liabilities, must be met on a
continuing basis. With incurrence covenants, default is
triggered if an event, such asissuing public debt or equity,
occurs at any time during the contract. The second differ-
ence is that the covenants of bank loans tend to be set at
levels that are more likely to be binding during the life of
the loan. They report that bank loan covenantstend to re-
flect adifferent lending philosophy than private placement
covenants. Banks are argued to take an approach that em-
phasizesliquidity and/or working capital. In Table4 were-
port the proportion of our sample of bank |oans segmented
by loan sizethat contain one or more of the most frequently
discussed covenants.

The Role of Collateral

One of the most common covenants to protect the lender
from losses associated with default risk is collateral.
Berger and Udell (1990) find evidencethat for alarge sam-
ple of relatively small (median $50,000) business loans,
approximately 70 percent were collateralized. Kwan and
Carleton (1995) report that for a large sample of private
placements, approximately one-third were secured. Carey,
et al. (1993) note that both of these percentages are higher
than for publicly issued bonds.

The traditional explanations for the use of collateral is
that it reduces potential lossesrelated to default. Smith and
Warner (1979) note that this represents one of the most ef-
fective ways of combating the possibility of substituting
more risky assets for less risky. Consistent with this,
Berger and Udell (1990,1993) find evidence that riskier
borrowers are more likely to pledge collateral. Loans in
our sample of loans are much larger on average than those
examined in earlier studies. Approximately 45 percent of
the loans in our sample pledge collateral.

Earlier studies of the incidence of collateral suggest the
presence of collateral is a positive function of default risk

(see Berger and Udell, 1990, and Scott and Smith, 1986).
Scott and Smith (1986) examine a sample of small busi-
ness loans and find that the presence of security isanega
tive function of loan size and loan maturity. Berger and
Udell (1990) find evidence that riskier loans are more
likely to be secured and the commitments to lend tend to
be less risky. In our sample, collateral is pledged in ap-
proximately 60 percent of loans used to finance takeovers
and LBOs. This compares with approximately 45 percent
for the entire sample. Highly leveraged corporate restruc-
turing loans are frequently considered to carry ahigh level
of default risk. This suggests that for our sample of large
businessloans, the presence of collateral isapositive func
tion of default risk.

Other Covenantsin Bank Loans

In addition to frequently requiring collateral, bank loans
include additional restrictions on borrower behavior. Cove-
nants in bank |oans are either negative or affirmative. Neg-
ative covenantsrestrict certain actionsby theborrower. Most
of the negative covenantsin bank loans take the form of fi-
nancial covenants. Affirmative covenantsrequire aborrower
to meet certain standards such as discharging contractual
obligationsand providing information at regular intervals.
The covenants reported for the sample of large loans we
are examining are generally negative and are based on fi-
nancia variables.

Historically, compensating balances have been used fre-
guently as covenantsin bank lending arrangements. Under
these arrangements, the borrowing firm is required to
mai ntai n acompensating bal ance at the lending bank equal
to asmall percentage of the loan balance during the life of
the loan. In our sample of relatively large loans, required
compensating balances appear in only 1.8 percent of loan
agreements. Thus, as shown in Table 4, in the market for
relatively large bank |oans, these covenantsarelargely miss-
ing. This may reflect the fact that our sample consists of
relatively large borrowers and the trend to the reduced im-
portance of this pricing feature in bank lending.

The most commonly reported negative financial cove-
nant is the restriction on the debt ratio of the borrowing
firm. The covenants related to this ratio appear in slightly
more than 28 percent of sample loans. The next most fre-
quently reported is a solvency covenant which appearsin
approximately 20 percent of loans. Thisis folloved by an
interest coverage ratio covenant in approximately 16 per-
cent of sample loans. Also reported in approximately 16
percent of loansis a requirement that the borrower hedge
interest rates through either futures or swaps. The next
most frequently reported covenants are the maintenance of
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TABLE 4

ProroRTION OF LoANS WiITH COLLATERAL REQUIREM ENTSAND COVENANT RESTRICTIONS,

DisTRIBUTED BY LoaN SizE

TvypPes oF LoaNs

<50k 50k-250k 250k-1m 1m-10m 10m-25m 25m-100m 100m-250m 250m-500m > =500m

LoaN Size

Which are Secured .50 .58 .63
With Solvency Covenants — .08 .05
With Debt Ratio Covenants — — .15

With Interest Coverage Covenants — — —
With Profit/Sales Covenants — — —

With Agreement that Calls — — —
for Hedging the Interest Rate

With Compensating Balance — — —

.64 48 43 .38 .53 .38
.24 .23 24 .16 A2 .02
.33 3l .29 .28 24 A8
i 21 19 22 A7 .16
.02 .01 — .01 — .08
.03 il .18 .25 .30 .36

.01 .01 .04 .05 .06

aminimum borrowing base of assets (approximately 10 per-
cent of contracts) and a profitability or sales constraint in
approximately 1.2 percent of contracts.
Thesefindingsprovide evidence cons stent with the anal-
ysis of covenants for private placements in Carey, et al.
(1993). They report that market participants suggest two
differences between covenants in private placements and
bank loans. First, financial covenantsin bank loansaretyp-
ically mai ntenance covenants, while most covenantsin pri-
vate placements are incurrence covenants. We find that
most of the covenantsreported for our large bank loansare
mai ntenance covenants. They al so suggest that bank cove-
nants are set to restrict borrowers  behavior more closely.
We have no direct evidence of this. However, a substantial
percentage of sample loans include covenants that are set
to be relaxed during the life of the loan. For example, the
borrower may be required to maintain along-term debt to
equity ratio of .5 during thefirst year and .75 in subsequent
years. In our sample, covenants are permitted to changein
approximately 22 percent of the loan agreements. Consis-
tent with the statement of Carey, et a. (1993) that bank
loan covenants are tight, we find in approximately 22 per-
cent of loan agreements that covenants are permitted to be
relaxed in stages during the life of the loan. A related fea
ture of many of the loan agreements is that the loan con-
tract cals for the loan rate to reflect a violation in the
covenants. For instance, the contract may call for the loan
rate to increasethe spread from 100 basis points over prime
to 200 basis points over prime if the borrower violates the

total debt to net worth constraint. Assuming that incorpo-
rating such contract features is costly, the fact that viola-
tionsareexplicitly priced may indicate that they are seen as
more likely to be binding. Thisisconsistent with the propo-
sition that bank loan covenants are normally tight.

Overall, our results suggest that awide variety of cove-
nants are used in large bank |oans and that these covenants
are set very tight. The covenants tend to be maintenance
covenants and focus on the liquidity and leverage of the
borrowing firm.

V. SuMMARY AND CONCLUSIONS

The evidence in this paper represents the first attempt at
comparing the characteristics of large bank loanswith pri-
vate placements of debt and public debt issues. The moti-
vation for this comparison has been to examine the unique
aspects of large bank loans that encourage firms to con-
tinue this source of finance even though they have access
to the private placement market, and in many cases, the
public debt markets. By examining the characteristics of a
sample of large bank loans, we are able to gain insights
into this form of corporate borrowving compared to private
placements and public debt issues. Among the major dif-
ferencesin these sources of corporate finance are that bank
loan agreements are approximately one-half the maturity
of private placements and one-third that of public bonds.
Virtually all bank loan agreements are fixed-spread, float-
ing-index loans. Most are in the form of commitments to
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lend that permit the borrower flexibility in deciding on the
timing and amount of borrowing.

Within these complex lending arrangements, wefind that
the prime continuesto be the most popular index for fixed-
spread fl oating-rate |oans. However, amajority of theloans
guote afixed spread to more than one index. Additionally,
in modern loan contracts, the loan rate is only one part of
the pricing structure. Loansfregquently include avariety of
additional fees. These include one time fees, annual fees,
cancellation fees, and in commitmentsto lend, fees on the
unused portion of the credit agreement.

Evidence related to covenantsin large bank loansindi -
cates wide variety in the types of covenants used. Addi-
tionally, covenants often change automatically during the
life of the contract and it isnot uncommon for loan spreads
to increase with covenant violation. Pricing covenant vio-
lationsex ante suggeststhat they arelikely to become bind-
ing and perhaps be violated. This suggests that flexibility
in contract features and the ability to renegotiate are im-
portant features in demand for large bank loans. These
findings are consistent with the monitoring role of banks
as unique sources of borrowing for businesses.

REFERENCES

Avery, R.B., and A. Berger. 1990. “L oan Commitments and Bank Risk
Exposure.” Federal Reserve Board working paper, pp. 1-21
Berger, A., and G. Udell. 1990. “Collateral, Loan Quality, and Bank

Risk.” Journal of Monetary Economics 25, pp. 21-42.

, and . 1993. “Lines of Credit, Collateral and
Relationship Lending in Small Firm Finance.” New Y ork Univer-
sity working paper.

Berlin, M. 1987. “L oan Commitments; Insurance Contractsin a Risky
World.” Federal Reserve Bank of Philadelphia Business Review,
pp. 3-12.

. 1991 “Loan Rescheduling and the Size of the Banking
Sector.” New York University working paper.

Bhattacharya, S., and A. Thakor. 1993. “Contemporary Banking The-
ory.” Journal of Financial Intermediation 3, pp. 2-50.

Brady, T. 1985. “Changes in Loan Pricing and Business Lending at
Commercia Banks.” Federal Reserve Bulletin pp. 1-13.

Boltz, P., and T. Campbell. 1978. “Recent Innovations in Bank Loan
Contracting.” Federal Reserve Board of Governors Staff Paper.

Carey, M., S. Prowse, J. Rea, and G. Udell. 1993. “The Economics of
Private Placements: A New Look.” Financial Markets, | nstitutions
& Instruments 2 (3) pp. 1-66.

Deli, D. 1995. “The Role of Credit Agreementsin Corporate Financial
Policy: AnEmpirica Investigation.” ArizonaState University work-
ing paper.

Diamond, D.W. 1984. “Financial Intermediation and Delegated Moni-
toring.” Review of Economic Sudies 51, pp. 393—414.

Eckbo, E. 1986. “ V aluation Effects of Corporate Debt Offerings.” Jour-
nal of Financial Economics 15, pp. 119-151

Fama, E. 1985. “What's Special About Banks?’ Journal of Monetary
Economics 15, pp. 29-39.

James, C. 1987. “ Some Evidence on the Uniqueness of Bank Loans.”
Journal of Financial Economics 19, pp. 217-235.

Kwan, S., and W. Carleton. 1995. “ The Roleof Private Placement Debts
in Corporate Finance.” Federal Reserve Bank of San Francisco
working paper, forthcoming.

Scott, J., and T. Smith. 1986. “ The Effect of the Bankruptcy Reform Act
of 1978 on Small Business Loan Pricing.” Journal of Financial
Economics 16, pp. 119-140.

Smith, C., and J. Warner. 1979. “On Financial Contracting: An Analy-
sis of Bond Covenants.” Journal of Financial Economics 7, pp.
116-161

Thakor, A., and G. Udell. 1987. “ An Economic Rationale for the Pric-
ing Structure of Bank Loan Commitments.” Journal of Banking
and Finance 11, pp. 271-289.




WORKING PAPERS

ResearRcH DEPARTMENT, FEDERAL RESERVE BANK OF SaN FrRANCISCO

95-02

95-03

95-04*

95-05*

95-06*

95-07*

95-08*

95-09*

Federal Reserve Interest Rate Targeting, Rational
Expectations, and the Term Structure
GLENN D. RubeBUSCcH

The Temporal Relationship between Individual Stocks
and Individual Bonds
SimoN H. KwaN

Soeculative Attacks on Pegged Exchange Rates: An
Empirical Exploration with Special Reference to the
European Monetary System

BARRY EicHENGREEN, ANDREW K. ROSE,

AND CHARLES Wy PLOSZ

IsMonetary Policy Becoming L ess Effective?
Ray C. Far

A Theory of North-South Customs Unions
EbuaArRDO FERNANDEZ-ARIAS AND MARK M. SPIEGEL

The Monetary Transmission Mechanism: An Empirical
Framework
JoHN B. TAYLOR

The Exchange Rate in Monetary Policy
MaAuRrice OBSTFELD AND KENNETH RoGoFF

Measuring Monetary Policy
BEN S. BERNANKE AND ILIAN MiHOV

95-10

95-11

95-12

95-13

95-14

Does Sate Economic Development Spending Increase
Manufacturing Employment?
CHARLES A. M. bE BARTOLOME AND MARK M. SPIEGEL

Regime Switching in the Dynamic Relationship between
the Federal Funds Rate and Nonborrowed Reserves
CHAN HuH

An Analysis of Inefficienciesin Banking:
A Stochastic Cost Frontier Approach
SimoN H. Kwan

The Role of Private Placement Debt |ssues
in Corporate Finance
SimoN H. KwaN

Signal Extraction and the Propogation of Business Cycles
KENNETH KAsa

Working papers are available free of charge from:

Federal Reserve Bank of San Francisco
Public Information Department

PO. Box 7702

San Francisco, CA 94120

Fax: 415-974-3341

* These working papers were not edited by the Federal Reserve Bank of San Francisco.



	1995_FRBSF_EconomicReview_No3_Pg03-16_Bad-link-FIP
	1995_FRBSF_EconomicReview_No3_Pg17-34_Bad-link-FIP
	1995_FRBSF_EconomicReview_No3_Pg35-51_Bad-link-FIP
	1995_FRBSF_EconomicReview_No3_Pg52-63_Wrong-link-FIP-FRASER

