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We assess empirically how a particular set of monetary
policy rules (suggested by Bennett McCallum) would
operate in the transition to zero inflation, and in maintain-
ing price stability thereafter. We do this through repeated
stochastic simulations of price and nominal income rules
within three different models of the economy. The price
rule leads to instability in some models. However, the
nominal income rule consistently works with high proba-
bility to reduce inflation from present levels to zero in five
vears, without significantly raising the probability of a
recession. That rule also would ensure price stability in
the long run, but possibly at the expense of slightly more
volatility in real GNP.

Federal Reserve Bank of San Francisco

Nominal Feedback Rules for Monetary Policy

It now is widely accepted both outside and inside the
Federal Reserve that price stability is the appropriate long-
term goal of U.S. monetary policy. This view has been
advocated by a substantial part of the economics profes-
sion for a long time. The issue recently became the subject
of Congressional debate when Representative Stephen
Neal proposed that the Congress instruct the Federal
Reserve to adopt policies to lower the inflation rate to zero
within five years, and to maintain constant prices there-
after.! This proposal was endorsed by Federal Reserve
Chairman Greenspan and a number of Federal Reserve
Bank Presidents (Greenspan 1989, Hoskins 1989, and
Parry 1990).

Despite the consensus on price stability as the main
long-term goal of monetary policy, the stabilization of real
economic activity remains an important short-term goal for
most ceniral banks. The desire to achieve both of these
goals inevitably raises the issue of which should take
precedence at any particular point in time. Most econo-
mists would agree that monetary policy tends to have an
inflationary bias unless some institutional structure is in
place to ensure that the monetary authority achieves its
long-term goal of price stability. This consideration raises
the long-standing issue of rules versus discretion in the
conduct of monetary policy.? Proponents of monetary rules
argue that unless the monetary authority is required to
achieve prescribed values of a nominal variable under its
control (such as a monetary aggregate or the monetary
base), long-run price stability goals inevitably will be
sacrificed for short-run income stabilization objectives.
The main argument against rules, and in favor of discre-
tion, however, stems from the belief that following a rule
would increase short- to intermediate-term volatility in
output, which is considered undesirable.

With the possible exception of three years in the early
1980s, the Federal Reserve has employed a highly discre-
tionary approach in conducting policy. Since the move
away from the monetary targeting procedures used from
1979 to 1982, Federal Reserve policy actions have re-
sponded to a wide range of economic indicators, including
inflation, economic activity, the exchange rate, interest



rates, money, and other financial variables (Heller 1988).
Even though the Fed still establishes annual ranges for two
monetary aggregates (M2 and M3) and a credit aggregate
(total nonfinancial debt), these ranges are not consistently
binding on its day-to-day operations. Thus, the process of
formulating and executing monetary policy in the U.S.
currently lacks an explicit nominal target that ensures that
discretionary policy actions taken in response to short-run
developments do not take aggregate demand off course in
the long-run.

In this paper, we review the theoretical arguments for
adopting rules for policy, and assess empirically how a
particular set of rules would operate both in the transition
to zero inflation and in the longer run after that transition
has been completed. The rules we examine are feedback
rules of the type proposed by Bennett McCallum (1988a,
1988b), in which the central bank adjusts the growth rate of
the monetary base in response to observed deviations of the
level of nominal income (or some alternative nominal
variable) from established target values. In order to assess

the risks of adopting different rules, we use numerous
stochastic simulations to determine the range of outcomes
for real GNP and prices that we could expect if these rules
were implemented and the economy experienced shocks
similar in magnitude to those in the past. Finally, we use
simulations of three different economic models to reflect
the alternative paradigms that currently have significant
followings among macroeconomists (as discussed in Man-
kiw 1990). Given the intense theoretical debate going on in
the macroeconomics profession, a rule should not be given
serious consideration unless it is robust across alternative
theories.

The remainder of the paper is organized as follows.
Section I presents a brief overview of the literature on
the theoretical basis for monetary-policy rules, and the
advantages and disadvantages of alternative target vari-
ables. Section II discusses the nature of, and rationale for,
McCallum’s nominal feedback rules. Section III presents
the empirical results. The conclusions we draw from these
simulations are presented in Section IV.

I. The Role of Monetary Policy Rules

The basic argument in favor of rules in the conduct of
monetary policy is that discretion leads to time-inconsis-
tent results. Even if the monetary authority has the same
objective function as the general public and acts to maxi-
mize that function at every point in time, the results of its
actions will be suboptimal in the long-run. The central
bank will produce more inflation (but no more real growth)
ex post than was desired ex ante (see Barro 1986, Barro and
Gordon 1983, and Kydland and Prescott 1977). This result
holds even if the central bank maximizes an objective
function that assigns negative weight to inflation while
putting positive weight on output above its full-employ-
ment level.

The key assumptions underlying this result are that there
is a positive relation between monetary policy surprises
and deviations of output from its full-employment level,
and that the public’s expectations eventually are consistent
with the policy followed by the central bank. Thus, the
public can be “fooled” only temporarily. The assumption
that the public cannot be fooled permanently means that
output cannot deviate from its full-employment level in the
long-run, and therefore, that social welfare is maximized
by producing zero inflation. Under these circumstances,
therefore, if the monetary authority were to adopt a long-
run policy rule, it would choose one that produced zero
inflation.

At any point in time, however, the monetary authority
takes the public’s prevailing inflation expectation as a
datum. Thus, if it is not bound by a rule, the monetary
authority can add to social welfare in the short-run by
generating a policy surprise that raises output above its
full-employment level. But in the long-run, the authority is
unable to raise utility by producing surprises because on
average, real GNP cannot be raised above its full-employ-
ment level.3 Indeed, since the average rate of inflation is
raised by the authority’s discretionary actions, social wel-
fare is actually reduced by the discretionary approach
compared with the situation in which a rule is imposed.
The extent of the inflationary bias in discretionary policy is
affected by the central bank’s rate of time preference. The
more weight it places on near-term, relative to more
distant, developments, the larger is the inflationary bias.

If it is to solve the time-inconsistency problem, a rule
must commit the monetary authority permanently and in
advance. This would ensure that the public would believe
that the rule would be followed into the indefinite future
and would form its expectations accordingly. The rule must
be stated in terms that the monetary authority is capable of
achieving, since otherwise the policymaker cannot be held
accountable. For this reason, proposals have been made to
require the central bank to stabilize the growth rate of some
easily observed and measured variable that is under its
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direct control, such as the monetary base or the narrow
money stock. Friedman’s (1960) constant-money-growth
rule was an early example of a time-consistent policy
commitment.

Contingent rules, so long as they can be clearly defined
and enforced, also could solve the time-inconsistency
problem. For example, in principle, a time-consistent nom-
inal rule that also specifies how the growth of the monetary
base temporarily would respond to business cycles might
reduce short-run swings in the economy while at the same
time ensuring that money growth would be noninflationary
over time. However, it may be difficult to enforce con-
tingent rules, since the monetary authority may be tempted
to ““cheat” on its longer-run price stability condition in the
expectation that the public will be unable to distinguish
between cheating and allowable responses to changes in
cyclical conditions. Thus it is especially important that
contingent rules be specified in terms of an easily ob-
servable variable that clearly is under the control of the
central bank.

Alternative Nominal Targets

Most analyses of monetary policy rules have begun with
the presumption that the target should be money, especially
M1. The narrow money supply is appealing because it can
be controlled reasonably well by the central bank and
because all credibie theoretical models view money growth
as the unique causal factor in steady-state inflation. How-
ever, uncertainties about movements in the velocity of
money in the short to intermediate run, related to the
deregulation of the financial system, have been a central
feature of the U.S. economy and monetary policy since the
early 1980s (Simpson 1984). These developments have
raised serious doubts about the practical usefulness of
money as a target of monetary policy.

These concerns about instability in velocity have moti-
vated proposals that the Fed should target nominal GNP.
Thus, this variable has been seen as a second-best solution
to the velocity problem (Hall 1983 and Tobin 1980).
Targeting nominal GNP would get around the problem of
velocity instability, since the money supply automati-
cally would accommodate shifts in velocity under this
approach.*

The following identity illustrates how nominal income
targeting can be used to achieve price level objectives:

P:=X = Ve
where p = log of price level
x = log of nominal income

y = log of real GNP

Federal Reserve Bank of San Francisco

As this identity shows, a predictable relationship between
nominal income and the price level depends upon the
predictability of the level of real GNP. According to some
analyses, the level of real GNP has a long-run trend, called
potential GNP, which is determined by long-run supply
conditions in the economy, including labor force growth
and trend productivity (Evans 1989). Under this hypothe-
sis, these factors evolve gradually over time, and thus trend
GNP growth should be relatively easy to predict; that is, it
is “trend-stationary.” To the extent that this is the case, it is
straightforward to calculate the path of nominal GNP
required to achieve long-run price stability.

However, Haraf (1986) cites evidence that real GNP is a
nontrend-stationary time series. If this were the case, and
nominal GNP grew at a constant rate, the price level would
evolve as a random walk, and thus could drift over time.
This problem would arise if real GNP were affected by
supply shocks that had permanent effects on the level of
real GNP. As can be seen in the above identity, under
nominal income targeting, a positive (negative) supply
shock, which brings about a permanent increase (decrease)
in output, will induce an unnecessary price level decline
(increase). Such responses can be detrimental to macro-
economic performance by raising uncertainty about the
level of prices in both the short and long run. Unfor-
tunately, statistical tests are not capable of distinguishing
accurately between random walks and trend-stationary
processes with autoregressive roots close to unity (Mankiw
1989). Thus, there is some inherent uncertainty concerning
possible problems caused by the behavior of real GNP for
nominal income targeting.

In part because of this concern, a number of authors have
argued that the Federal Reserve should target prices di-
rectly (Barro 1986 and Meltzer 1984), since under this
approach the price level would not be affected by the time-
series properties of real GNP. No matter what time-series
properties real GNP displays, direct price level targeting
obviously could avoid long-term price level drift. The
major potential disadvantage of price level targeting is that
in sticky price (Keynesian) models, attempts by monetary
authorities to achieve a predetermined path for prices
involve very sharp movements in real GNP in the short run,
which may not be desirable (Hall 1983). Essentially, if
prices are sticky, policy actions have their largest effects on
output in the short run. Of course, in flexible price (real
business cycle) models this would not be a problem be-
cause prices would be able to adjust to policy changes in
the short run, requiring no adjustment of output.

Concerns about volatility in real GNP motivate the so-
called modified nominal income target proposed by Taylor



(1985), which is defined as the inflation rate plus the GNP
“gap” (the difference between real GNP and its full
employment level). This target differs from the others
discussed above in that it uses the inflation rate rather than
a nominal level. Thus it does not prevent the price level
from drifting upward or downward in the long run. For
example, if the inflation rate were to rise, the modified
nominal income target would call for a tightening of policy
only until the inflation rate returned to zero, whereas the

nominal income and price targets would require a longer
period of tightening until the previous price level was
restored. However, modified nominal income may have an
advantage over the two other targets discussed above in
terms of real GNP volatility. Taylor (1985) shows that, in
the context of a rational expectations Phillips curve model,
the rule would cause less volatility of real GNP than would
a nominal GNP rule.

I1. McCallum-Type Rules

The preceding discussion makes it clear that the choice
of a nominal target variable cannot be determined from
theory alone. This choice depends on such factors as the
time series properties of real GNP and the degree of
flexibility of prices. An empirical investigation is needed.
McCallum (1988a, 1988b) has examined the empirical
properties of operational versions of nominal income and
price rules. These rules specify a long-run equilibrium
growth rate for the monetary base plus a rule for adjusting
quarterly growth in the base in response to deviations
between the actual and desired values of the target variable.
They may be written in the form:

() Ab, = [Ap} + Ayf] — AV, + Nz} — z,_,]

where b, = log of the monetary base, p, = log of price
level, y = log of real GNP, z, = log of target variable,
* denotes a value desired by the central bank, and

1
AVI = (-1_6—— ) [(xt—l - btul) - (xt—-l7 - bt-17)]'

The left side of (1) represents the growth rate of the mon-
etary base, which serves as the policy instrument. The right
side has three components. The first term represents the
growth rate of nominal GNP the central bank wishes to ac-
commodate in the long run, which is equal to the sum of the
desired inflation rate (Ap*) and the steady-state growth
rate of real GNP (Ay/). The second component, Av, sub-
tracts the growth rate of base velocity over the previous
four years, and is designed to pick up long-run trends in the
relation of base growth to nominal GNP growth.’ The third
term specifies the feedback rule determining how base
growth is adjusted when there is a target miss in the
previous quarter. That miss is defined as [z;_, — z,_,],
while the term A defines the proportion of the miss the cen-
tral bank attempts to offset each quarter. As such, values of
X can be chosen by the central bank between 0 and 1. In
steady-state, the feedback term drops out (since z* = z),
and the rule simply states that Ab, = Ap* + Ay/ — Av,.

McCallum’s rules use the monetary base as the operat-

ing instrument on the grounds that it can be accurately
controlled by the central bank on a day-to-day basis, and
that this controllability is unlikely to be upset by financial
or regulatory innovations. Thus, when the base is used
as the policy instrument, the public can easily observe
whether the central bank is adhering to its rule and can hold
the central bank accountable for its actions. This feature
has the advantage that it provides an opportunity for the
central bank to develop credibility with the public. Such
credibility may substantially lower the costs, in terms of
lost economic output, of reducing inflation (see Blackburn
and Christensen 1989).

A drawback to using the base as an instrument is that its
velocity has tended to be unstable following the deregula-
tion of the financial system in the 1980s. However, two
features of the rules under investigation tend to mitigate
the adverse effects of instability in velocity. First, the Av,
term accounts for gradual movements in the relationship
between base growth and macroeconomic developments.
Second, under McCallum-type rules, shifts in the base
velocity are automatically offset by policy. For example, if
base velocity unexpectedly rises, nominal income will rise
relative to the target, which will induce a contraction in the
base growth rate under the McCallum rule. This contrac-
tion will tend to bring nominal income back to its target.

One of McCallum’s main objectives is to test the robust-
ness of the nominal income rule across alternative eco-
nomic theories, which have different implications for the
correlations among Ab, Ap, and Ay in the presence of
shocks. He argues that neither theory nor evidence points
convincingly to any one of the competing models of the
dynamic interaction between nominal and real variables.
Because of this uncertainty about the true structure of the
economy, the monetary authority should adopt a rule that is
likely to work well in a variety of different economic
environments. McCallum tests his proposed rule by
conducting counterfactual simulations under several alter-
native macroeconomic models. The rule is designed to be
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model-free: that is, the monetary authority responds to
observed deviations from the target, and does not need to
base its actions on forecasts or judgments that would
require knowledge of the structure of the economy. McCal-
lum’s empirical results suggest that if the Fed had followed
the rule from 1954 to 1985, there would have been less
cyclical variability in nominal GNP and essentially zero
inflation, and that this conclusion holds true for all of the
models tested.

McCallum, of course, recognizes that these results are
subject to the Lucas (1973) critique: the estimated param-
eters in the models he estimates and simulates might have
changed significantly if the Federal Reserve actually had
followed the rules being tested. McCallum (1988a) at-
tempts to deal with this issue in two ways. First, he cites
Taylor’s (1984) finding of parameter stability across the
Fed’s policy regime change in 1979, and argues that the
Lucas critique may not be empirically important in the
context of monetary policy rules. Second, he substantially
alters the coefficients in one of his estimated models, and
shows that the simulation results are qualitatively un-
changed (McCallum 1988a, pp. 192-194).

Extensions of McCallum’s Exercise

We extend McCallum’s results in a number of direc-

tions. First, we consider another target variable in addition
to nemina] NP and the nrice level namelvy Taylgr’s

ax NFing Uil pIINVG UYL, RIGIRIUL Y,

modified nominal income rule. Thus, three alternative
short-run target variables for the policy rules are con-
sidered: nominal income (equation 2), the price level

(equation 3) and modified nominal income (equation 4). In
addition, “no rule” simulations also are computed, in
which the monetary base followed the same path-as in the
historical sample period:

(2) Ab, = [Ayf + ApF]l — AV, + NxF_, — x,_4]
(3) Ab, = [Ay/ + Ap¥] — AV, + Npf 1 — pi—4]
(4) Ab, = [Ay/ + Ap}] — Ay,

+ MO =y—) + @pF_=Ap,_pI

Second, we conduct repeated stochastic counterfactual
simulations of the alternative models and rules. In McCal-
lum’s simulations, the monetary authority is assumed to
face the same set of shocks that actually occurred in the
historical period. Below, we assume only that the shocks
have the same means and variances as the historical
shocks. Thus, rather than computing a single simulation of
the economy under each rule, we obtain a probability
distribution of alternative outcomes based upon numerous
sets of shocks. This enables us to compare different rules
in terms of the full range of alternative outcomes that each
might produce. Third, we examine how adoption of vari-
ous rules might affect the volatility of real GNP. Since
concerns about such effects seem to be a major reason that
many central banks hesitate to adopt rules, we focus a good
deal of our attention on this issue. Finally, we examine how
alternative rules might be used to bring the inflation rate
down from its level in recent years to zero over the five-year
horizon specified in the Neal Amendment.

ITI. Empirical Results

Each of the policy rules was simulated under three
alternative sets of assumptions about the structure of the
economy: a Keynesian (or Phillips curve) model, a real
business cycle model, and an atheoretic vector autoregres-
sion (VAR).¢ We closely followed McCallum in specifying
and estimating these models, and our estimates are close to
those reported by McCallum (1988b). As will become
apparent, the models are not attempts to describe the
structure of the economy as precisely as possible. Rather,
they incorporate the fundamental features of the various
macroeconomic paradigms, and are meant to illustrate the
basic nature of the responses of the economy to the
implementation of the monetary-policy rules tested.

The Keynesian model consists of three equations. First,
the real aggregate demand equation embodies the direct
effects of monetary (and fiscal) policy on macroeconomic
activity. It specifies the growth rate of real GNP as a
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function of current and lagged growth rates of the real
monetary base, real government spending (g ), and its own
lagged values (our estimates of the parameters of this
aggregate demand relation are shown in equation Al of the
Appendix):

! J
) Ay, = 2 oly, + 2 Bi(Ab,_; — Ap, )

K
+ kzo’Yk Ag, .

The supply side of the Keynesian model is a simplified
Phillips curve, which embodies the essential “sticky-
price” characteristic of the paradigm. It specifies that the
current inflation rate depends on past inflation and the gap
between actual and full employment real GNP (see equa-
tion A2 of the Appendix):



M
2 kAP,

m=

N
©) Ap; = 2,0, — ¥[_,) +

where
M
2k, =1

The coefficients on lagged inflation (k,, ) are constrained to
sum to 1, thus ensuring that, in steady state, real GNP will
be equal to its full employment level, and inflation will be
constant. Equation (7) defines y/, which is the log of full
employment real GNP and is measured as the fitted values
of a log linear time trend (T') of real GNP (see equation A3
in the Appendix):

@) yf =38+ (T,

In combination with any one of the policy rules that
defines the growth rate of the base, equations (5), (6), and
(7) can be simultaneously solved for values of Ap, Ay, y/,
and Ab as functions of the monetary policy target and other
variables. For the purpose of evaluating monetary policy
rules, the essential feature of this model is that monetary
policy affects real GNP with relatively short lags, while
inflation is affected with long lags. This means that at-
tempts to exert precise control over inflation in the short
run inevitably involve a high degree of volatility of real
GNP. As noted above, it is this concern that has motivated
the view that nominal GNP or modified nominal GNP

1 AFIND UL 1y UL AL \J1NE
might be a better target variable, since neither requires
such precise short-run control of the price level.

The real business cycle model consists of two equations.
First, the price determination equation is obtained by
inverting equation (5) (see equation A4 in the Appendix):

- I ‘
8 Ap, = ( ! Ay, + 2 (—OL-’—)Ay,w,- + Ab,
Bo =17 B,
s (& . $ %
+ jzl( o ) (Abt~j Apt~j) + k=0( BO )Agt-k'

This specification of the price equation follows from the
assumption that prices are flexible and that real GNP is
independent of aggregate demand. Thus inflation is di-
rectly determined by current and lagged values of mone-
tary base growth, real GNP growth, and other variables.

Real GNP is determined by a simple time series model,
which is consistent with movements in real GNP being
determined by permanent technology and labor supply
shocks. Thus equation (9) specifies that real GNP has a
unit root (that is, shocks have a permanent effect on the

level of real GNP; see equation A5 in the Appendix for
econometric estimates):

L
©) Ay, =0 + 2w Ay,

Any of the monetary policy rule equations and equations
(8) and (9) can be solved for values of Ap, Ay, and Ab as
functions of values of the monetary policy target and other
variables. For present purposes, the key features of this
model are that prices respond immediately to changes in
the base and real GNP is unaffected by monetary policy.
Thus, short-run control of prices is much more appealing
than in the Keynesian model. Furthermore, the distinction
between controlling prices and nominal income is nonexi-
stent, since real GNP does not respond to monetary policy.

Thus the Keynesian and real business cycle models
make opposite assumptions about the responsiveness of
prices and real GNP to monetary policy actions. The
Keynesian model assumes that real GNP responds rela-
tively quickly but that prices lag; the real business cycle
model, however, assumes that prices respond quickly but
that real GNP does not respond at all. By testing the
various rules in both models, we have encompassed the
broad range of assumptions that potentially could be made
in this regard.

In addition to the two models just discussed, we also
conducted simulations using a four-variable VAR that
included growth rates of nominal GNP, the price level, and
the base, as well as the level of the Treasury bill rate (see
Appendix A for estimation results). In simulating this
model under a policy rule, the estimated equation for the
base was replaced by the equation defining the policy rule.
The VAR embodies no theoretical restrictions, and there-
fore is agnostic about the structure of the economy.

Simulating the Models

Two basic questions were addressed with dynamic
simulations of the estimated models. First, how would
the principal macroeconomic variables (real and nominal
GNP, prices and the inflation rate) have evolved over the
historical sample period (1954 to 1989) if the monetary
authority had followed each of the three policy rules
throughout that period? We label these simulations as
“counterfactual experiments.” The policy rules in these
simulations were specified to attempt to hold the price level
constant at its level in 1954. For each rule, within the
context of each model, we calculated 500 simulations in
which the shocks had the same variances as the error terms
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in the respective model equations.” Each set of 500 simula-
tions is called an experiment. We calculated a 95 percent
confidence interval for each of these experiments.
Second, how might the economy evolve in the future if
the monetary authority adopted a policy rule beginning in
1990 with the objective of lowering inflation gradually to
zero by 1995 and holding the price level constant there-
after? For these disinflation experiments, we assumed that
the shocks to aggregate demand and aggregate supply in
the future would have the same variances as in the estima-
tion sample period. Again, we calculated confidence inter-
vals based upon 500 simulations for each experiment.

Counterfactual Experiments

In presenting the results from simulating the alternative
rules, we focus on three measures of economic perform-
ance that should reflect the concerns of policymakers--the
price level, the rate of inflation and the short-run growth
rate of real GNP. Ideally, a policy rule should deliver low
inflation, in both the short run and long run, without
causing unacceptable volatility in real GNP growth. Given
the conventional definition of a recession as two quarters of
declining GNP, we focus on the (annualized) two-quarter
growth rate of real GNP.

Federal Reserve Bank of San Francisco

Table 1 shows the performance of the various rules in
stabilizing the price level by reporting the 95 percent confi-
dence intervals for average annual inflation over 1954.Q1
to 1989.Q4. With some notable exceptions discussed be-
low, adoption of the rules could have stabilized prices in the
long run: In most cases, the confidence bands center
around an average inflation rate near zero.® Moreover,
these confidence bands are in most cases much narrower
under the rules than under the policy actually followed over
the period (the “no rule” case). For example, in the
Keynesian model with A = 0.25, average inflation would
have been between —0.67 and +0.48 percent (with 95
percent probability) under a nominal income rule, but
between 2.60 and 5.89 percent with no rule. Only the
modified nominal income rule under the real business
cycle model produced confidence bands wider than the no
rule case. This result confirms our speculation that this rule
would allow the price level to drift in the long run because it
targets the short-run inflation rate rather than the price
level. Price level drift is especially acute in the real
business cycle model because of its unit root in real GNP.

Several of the experiments summarized in Table 1 pro-
duced explosive cycles in the economy. In particular,
although the price rule works well in the real business cycle



model with its flexible prices, it produces instability in the
“sticky price” Keynesian model. The modified nominal
income rule works well in the Keynesian (Phillips curve)
context, for which it was designed, but causes instability in
the VAR.? In fact, only the nominal income rule with
cautious policy responses (A = 0.25 and 0.50) was stable
in all three models.

Thus the results of these simulations show that the
nominal income-rule is more robust across alternative
models than are the price and modified nominal income
rules. Within the context of uncertainty about the true
structure of the economy, the nominal income rule is the
only one tested that is not explosive in any of the macro
models (for suitably small values of A) and so could be
considered a viable approach for policy. To illustrate the
effects of this rule (with A = 0.25), in Chart 1 we have
plotted the 95 percent confidence intervals for the price
level. In all of the models, the confidence intervals center
throughout the simulation period on a price level near its
level at the beginning of the period, and the confidence
bands are relatively narrow. For comparison, the 95 per-
cent confidence interval for the no-rule simulations, with
the monetary base taking on its actual historical values,
also are plotted. These results suggest that by following the
nominal income rule, monetary policy could have avoided
the inflation that occurred over this period with high
probability.

As noted in the introduction, one reason often given by
central banks for not taking advantage of rules to control
inflation is that nondiscretionary approaches tend to create
volatility in real GNP. To address this issue, Table 2 reports
the 95 percent confidence intervals for the two-quarter
growth rate of real GNP for the year 1989, under the rules
in the three models and for the no rule case. Since the width
of the confidence intervals varies somewhat over the sim-
ulation period, we show the results for 1989 as a represen-
tative year. In evaluating these results, we use the no rule
case as a basis for comparison, since it is an estimate of the
confidence band that actually obtained over the sample
period under the policies followed by the Fed. Of course,
the rules have no effect on real GNP in the real business
cycle model. In most other cases, the bands are wider
under the rules than in the no rule case, implying that rules-
based regimes may increase the short-run volatility of real
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Chart 1
Simulated Price Level
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GNP. An exception to this conclusion is the modified
nominal income rule in the Keynesian model. However, as
noted above, this rule produces unstable results in the VAR
and very wide confidence intervals for inflation under the
real business cycle model.

Rules that Explicitiy Attempt to Smooth Real GNP

In an attempt to find a rule that might reduce short-run
real income volatility in the Keynesian model and the
VAR, we experimented with a rule in which the monetary
authority responded both to the level of nominal GNP (as in
the nominal income rule) and to the growth rate of real
GNP relative to its growth rate in the recent past.’® In
steady state, this rule would yield the same results as the
nominal income rule, but it would induce a stronger
response to temporary fluctuations in real GNP growth:

(10) Ab, = [Ayf + Ap*] — AD, + Nx*_, — x,_,]

1
= MAy,_, — (_Q-)qél Ay, 41,

with Q equal to 20 quarters.

Federal Reserve Bank of San Francisco

We also tried a rule that replaced the growth rates of real
GNP in equation (10) with levels, so that the final term in
the equation was: —A[y,_, — ¥_,]. However, we found
that both rules produced somewhat wider fluctuations in
real GNP than the simple nominal income rule in the
various models. These attempts obviously do not eliminate
the possibility that some other specification would reduce
real GNP volatility, but at least these simple, straightfor-
ward approaches do not seem to do the job.

Disinflation Experiments

In this section, we report the results of simulating a
policy rule specified so as to lower the inflation rate to zero
within five years. We chose this time interval because the
Neal Resolution proposes this objective for the Federal
Reserve. In view of the results of the counterfactual experi-
ments, these disinflation simulations were computed only
for a nominal income rule with A equal to 0.25.

In these simulations, the policy rule (equation (2)) was
specified so that both the equilibrium growth rate of the
base (Ab* = Ap* + Ayf) and the targeted level of
nominal income (x}_,) allow for a gradual decline in
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inflation over a period of five years. This requires that Ap *
decline gradually from the actual inflation rate in 1989 to
zero in 1994.Q4. From 1994.Q4 onward Ap* = 0, and
thus Ab* = Ay/. At the same time, the target level of
nominal GNP (x *_,) is set equal to the actual lagged value
of nominal GNP in 1990.Q1, after which it grows at a rate
that declines steadily until, after twenty quarters, it grows
at Ay/.

The results of this simulation are shown in Charts 2
through 4. Chart 2 shows the path of the inflation rate
under the rule in the three alternative models; while Chart
3 shows the results for the price level. These charts suggest
that in all three models, adoption of the rule would have a
good chance of reducing inflation to zero within five years
and of maintaining generally stable prices thereafter. The
confidence bands for inflation are wide because they apply
to inflation rates in individual quarters. However, the
relatively. narrow bands in the price level charts make
it clear that average inflation over an extended period of
time would be held close to zero with a high degree of
confidence.!!

Chart 4 shows the simulated two-quarter GNP growth
rate in the three models. Even during the period in which
the inflation rate is being brought down, there is a better
than even chance that a recession can be avoided. Although
the mean simulated GNP growth rate declines below the
trend growth rate in the early years of the simulations, it
does not become negative. Perhaps more significant is the
observation that the confidence intervals on real GNP
growth are no wider during the period in which inflation is
coming down than they were during the historical sample
period. Thus a policy of aiming for zero inflation by
following a nominal income targeting policy rule would not
significantly worsen the probability of the economy falling
into a recession.
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Chart 2
Simulated Inflation Rate
(95% Confidence Intervals)
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Chart 4
Simulated Two-Quarter
Growth of Real GNP
(95% Confidence Intervals)

Percent

Chart 3
Simulated Price Level

(95% Confidence Intervals)
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I1. Conclusions

In this paper, we have extended the work of Bennett
McCallum on the usefulness of nominal feedback rules for
linking short-run monetary policy actions to the goal of
achieving and maintaining price stability. Given present
uncertainties about the structure of the economy, these
rules are designed to be model-free; that is, the monetary
authority does not need to rely on a model to implement
them, and they perform well in several possible models. In
addition, the rules are operational in the sense that they
define movements in a‘variable (the monetary base) that
can be controlled by the central bank.

We have examined the properties of three such rules—
with short-run targets of nominal GNP, the price level, and
inflation plus the GNP ““gap”—in the context of three
alternative views of the structure of the economy. Our tests
involved numerous stochastic simulations of these models
and rules. We examined the behavior of prices and real
GNP during a transition from the current prevailing infla-
tion rate to price stability, and during an extended period in
which price stability is maintained.

This analysis leads us to a number of conclusions. We
find that the nominal income rule is successful at maintain-
ing price stability, in the sense that at the end of the
simulations, 95 percent confidence intervals for the simu-
lated price level are centered on the level of prices that
existed at the beginning of the simulation period. More-
over, the nominal income rule provides tight confidence
intervals, suggesting a high level of certainty about where
prices will end up under the rule.

The price level and modified nominal income rules
produce dynamic instability in some of the models tested.
Only the nominal GNP rule, with relatively cautious ad-
justment parameters of 0.25 and 0.50, was nonexplosive in
all the models. Given the uncertainty about which model is
most appropriate, this would appear to be the only rule
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tested with sufficient robustness to be considered seriously
as a target. This rule, however, does present the problem
that it appears to increase real income volatility in some
models. In interpreting the results for real income vari-
ability, however, it is important to bear in mind that the
estimates we have obtained probably represent upper
bounds on the detrimental effects of following the rules.
These rules most likely would have beneficial effects on
Fed credibility and would reduce uncertainty in the econ-
omy, which most likely would have beneficial effects on
real income volatility (Blackburn and Christensen 1989).
These beneficial effects are not captured in our simula-
tions, and we have no way of measuring their significance.

Finally, we simulated the possible effects of moving
from the present inflation rate to zero inflation in five
years. We limited these experiments to the nominal income
rule for reasons given above. Under all three models, this
rule achieved zero inflation in five years in the sense that
the confidence intervals for inflation were centered on zero.
Moreover, even without beneficial credibility effects, none
of the models suggested that the disinflationary process
would noticeably increase the chances of a recession com-
pared with the experience over the past 35 years under
actual policy.

Thus, our results suggest that the nominal income rule
could work effectively in reducing inflation from current
rates to zero. Moreover, this rule would ensure price
stability thereafter, although possibly at the expense of
more volatility in real GNP. Whether a rule seems worth
trying (ex ante) depends on how important achieving and
maintaining zero inflation is to the policymaker, compared
with the possible benefits of attempting to smooth real
GNP. This paper has attempted to put some parameters on
the nature of the tradeoff the policymaker would face in
making this choice.
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ENDNOTES

1. This legislation was called the “Zero-inflation” Amend-
ment, H.R. 2795, 101st Congress, 1st session.

2. See Englander (1990) for a review of these issues and
an extensive bibliography.

3. This argument assumes away the possibifity that the
central bank may be able to use discretion to reduce the
size of fluctuations of real GNP around its full-employment
tevel. If this were possible, and if stability had utility for the
public, then there could be some positive utility from
discretion in the long-run, which could offset the loss of
utility from higher inflation:.

4. Hence, Tobin's observation that nominal income tar-
geting is nothing but “velocity-adjusted money targeting.”
5. McCallum selected the 16-quarter average to be long
enough to avoid dependence on cyclical conditions. As a
consequence, the term can take account of possible
changes. in velocity resulting from regulatory and tech-
nological sources.

6. McCallum also examines the properties of a rational
expectations inflation surprise model (Lucas 1973). We
decided not to pursue this approach because it no longer
receives much support from macroeconomists.

7. In the Appendix, we reproduce some of McCallum'’s
simulation results. Following his approach, in this table we
used only one set of shocks, equal to the actual historical
errors in the estimated equations. Our results are similar to
his.

8. The simulation of the VAR under the nominal income
rule produced a gradual decline in the price level. At the

Federal Reserve Bank of San Francisco

same time, the model predicts that real GNP would have
risen more rapidly than actually occurred historically. This
resultimplies that to produce zeroinfiation, the rule should
have specified a faster ‘steady-state growth rate of the
base. It appears that the VAR model embodies an inverse
correlation between the inflation .rate and the -real- GNP
growth rate. This correlation also is found in Lebow, Rob-
erts, and Stockion (1990) and Selody (1990). Thus if the
growth rate of the base is reduced to hold down inflation,
the trend growth rate of real GNP is higher. One of the main
arguments in favor of price stability is that it would boost
real growth by facilitating long-range planning and elim-
inating the need for economic.agents to waste resources
in efforts to avoid the effects of inflation. The VAR appears
to be consistent with this view. By experimentation, we
found that if the base growth rate was setto produce zero
inflation, the trend GNP growth rate was 4 percent, rather
than the actual trend rate of 2% percent over the historical
sample.

9. Simulations also were computed with an inflation rule,
but this procedure produced instability in all models and
so was abandoned.

10. Recall that policy does not affect real GNP in the real
business cycle model.

11. Prices are more volatile in the real business ‘cycle
model than in the other models, because holding nominal
income stable implies that independent fiuctuations in
real GNP are mirrored in opposite fluctuations in prices.
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APPENDIX

Regression Results
1954.1—1989.4

The variables in the regressions below are defined as follows:

b = log of monetary base
(adjusted for reserve requirement changes)

g = log of high-employment government expenditures
p = log of GNP deflator
i = log of 3-month Treasury bill rate
y = log of real GNP
¥ = log of real GNP trend
T = timetrend
Keynesian Model
Aggregate Demand:
(ADAy, = 0.0044 + 0.26 Ay,_,+ 0.25 (Ab,—Ap,)
4.64) (3.29) 2.17
+ 0.18 (Ab,_,—Ap,_;)+ 0.091 Ag,— 0.091 Ag,_,
(1.51) (2.20) (=2.20)
R2 = 0.19
SEE = 0.0091
Q = 26.08
D.E = 139
Aggregate Supply:
(A2) Ap, = 0.026 (y,~yi)+ 0.35 Ap,_,+ 0.23 Ap,_,
.71 (4.22) (2.66)
+ 0.23 Ap,_,+ 0.20 Ap,_,
(2.46) (2.38)
R2 = 0.62
SEE = 0.0041
Q = 2697
DE = 140
(A3) yi = 7.05 + 0.007557 T,
(855.16) + (99.71)
Rz = 0.99
SEE = 0.038
Q = 982.64
DF = 142

Real Business Cycle Model
Aggregate Demand
(A4) Ap, = 0.017 — 3.94Ay, + 1.01Ay,_,
+ Ab, + 0.72Ab,_, ~ 0.724Ap,_,
+ 0.36Ag, — 0.36Ag,_,
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Aggregate Supply:

(AS) Ay, = 0.0051 + 0.30 Ay,_,

(4.59) (3.60)
+ 0.14 Ay,_, —
(1.65)
Rz = 0.11
SEE = 0.0093
Q = 2523
D.E = 140

Vector Autoregression

0.13 Ay,_,

(—1.54)

Marginal Significance Levels

Dependent Variables*
Ay Ap R Ab

Ay 0.300000  0.700000 0.005000 0.018000
Ap 0.300000 0.000015  0.091000  0.180000
R 0.000016  0.035000  0.000000  0.000000
Ab 0.007800  0.008000  0.051000  0.000000
R2 0.300000  0.673000  0.930000 0.710000
SEE 0.008400  0.003900  0.950000  0.003700
Q 23.920000 38.910000 34.990000 29.880000
D.E 120 124 119 121

2Lags chosen by Final Prediction Error procedure (Judge, et al.
1985).

Simulations of Alternative
Target Variables=

1954.1—1989 4

RMSE Values

Real Business Vector

Targets Keynesian Cycle Autoregression
Nominal GNP x=0.25> 0.0268  0.0167 0.0237
A=0.75 0.0171 0.0115 Explosive
Price Level A=0.25> Explosive 0.0161 0.0293
A=0.75 Explosive 0.0080 0.0490
Modified A=0.25 0.0279  0.0317 Explosive
Nominal GNP A=0.75 0.0196  0.0240 Explosive

aShocks equal residuals in estimated model equations.
bSee Tables 1 and 2 in McCallum (1988b).
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Commercial banks are important intermediaries of
credit for the commercial and industrial sector. Their
power to finance commercial and industrial activity, how-
ever, is limited sharply by the restrictions imposed by law
and regulation. In particular, banks are limited in their
ability to hold corporate equity in commercial firms. The
author argues that these restrictions on banks’ commerce
powers likely impair the ability of banks to effectively
intermediate credit, particularly to risky firms. In addition
to a theoretical presentation, the paper provides empirical
evidence consistent with the importance of lender equity
powers.
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The powers of commercial banks in the United States
are circumscribed sharply by law and regulation. The main
source of these restrictions is the Banking Act of 1933
(“Glass-Steagall Act”). The act’s restrictions on bank
underwriting powers are its best known features. These
restrictions effectively separate investment banking from
commercial banking and limit the ability of banks to
operate mutual funds or issue other asset-backed lia-
bilities.

In addition to the underwriting limitations, however, the
act restricts a bank’s ownership of securities for its own
account. Specifically, most banks in the United States
generally may hold only debt securities of other com-
panies, unless otherwise authorized. This has come to
mean that banks may hold only smali amounts of nonfinan-
cial firm equity, and in no case may banks exercise control
over commercial companies.! Banks also generally may
not hold the debt and equity simultaneously of a client
commercial firm because of this restriction.? In general,
therefore, the Banking Act of 1933 confines banks to the
role of portfolio lender, and the ownership of shares in
commercial enterprises by banks is limited severely.

The separation of banking and commerce is a seldom
debated restriction on bank powers. While there has been
much debate in recent years over the investment banking
powers restrictions, removal of the commerce restrictions
is considered to be much more difficult politically. The
ownership and control of commercial enterprises by banks
raises questions of concentration of economic power. In
addition, in an environment of underpriced deposit insur-
ance, it raises important questions about propagation of the
safety net.

This paper argues that there are important arguments in
favor of the removal of the commerce restrictions. In
particular, it is argued that the ability to simultaneously
hold the equity of and lend to commercial firms is impor-
tant to successful intermediation of risky credits. To the
extent that banks are special intermediaries whose function
is not costlessly replaced by other types of firms, the
commerce restrictions may have significant macroeco-
nomic consequences.? In particular, costs of capital may
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be higher and total investment lower than would be the case
if banks were permitted to hold corporate equity.

In subsequent sections of the paper, the theoretical
analysis is developed using a simple theoretical representa-
tion of the firm in the context of information asymmetry.
(For exposition purposes, the analysis abstracts from prob-
lems caused by underpriced deposit insurance.) The paper
goes on to look for data verifying the theoretical notions.

Direct empirical verification of the effects of expanded
powers hypothesized is difficult because U.S. banking
exists in the context of restricted powers. However, inter-
national comparisons, and scrutiny of the contracting
processes of nonbank U.S. financial intermediaries pro-
vide anecdotal evidence that is generally consistent with
the hypothesized effects. The paper concludes with some
broad policy observations.

1. The Theoretical Advantages of Mixed Finance

In recent years, the finance literature has come to
recognize the importance of information asymmetries in
financial relationships. If one party is better informed than
another about events affecting the relationship, a financial
relationship may be infeasible or handicapped unless the
contractual agreement controls the ability of one party to
exploit the other.

A primary instance of such a problem can arise in the
context of a firm and its external financiers. It is probably
reasonable to assume that the insider/management of the
firm knows more than outside financiers about the firm’s
projects and prospects. This is likely because it is costly to
make the firm transparent to outside investors, and because
information is fungible, so that its general release would
dissipate rents enjoyed by the firm in its markets. In such
an atmosphere of information asymmetry, there is no
assurance that the self-interested behavior of the firm will
conform to that expected by iis outside financiers. The
result may be failure to fund socially desirable activities, or
financial contracts that do not allocate resources optimally.

In the following discussion, we demonstrate formally
that pure debt is not the socially desirable form of finance
under many conditions. Rather, outside financiers may
need to hold some form of equity claim on the firm
simultaneously with the debt claim if the firm’s value is to
be maximized. We will call this type of financing “mixed”
financing.

A Model of the Financing and
Strategy Choices of the Firm

We examine the financing arrangements for a firm that
faces uncertainty about its future payoffs.# Let P be the
nonnegative payoffs ranging from O to m and x be a
parameter representing different “strategies’ that indexes
various payoff distributions. Using Lucas/Breeden-type
capital asset pricing, the market value (in a competitive
market) of the firm can be derived from information on
the distribution of payoffs.> As Ross (1987) has shown,
a distribution function f(P,x) can be derived that has
the property
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| fpx)dpP = 1.6
0

Thus the discounted expected value of the firm, MV (x)
can be written as

MV(Px)=r-1 [ Pf(Px)dP
0

or

m
MV (x) = i J 1t = Fexdp

0
where r is the return on a certain payoff (the ‘“‘risk-free”
return) and F(P,x) is the cumulative distribution associ-
ated with f(P,x).” We assume that the firm has a maximum
discounted expected value at some strategy x*, and that its
value function is strictly concave in x. In addition, we
assume that the firm borrows in external debt markets an
amount equal to D.

The value of the firm can be partitioned into those
payoffs that accrue to debt holders, B(x), and those that
accrue to equity holders, V(x). Specifically, if the coupon
payment on the debt is R, the market value of the firm can
be partitioned as

R
MV(x) = B(x) + V(x) = —i— [ 11 - Fex)dp
0

1 m
+— [ 1 - FPx)]dP.
r R

That is, the discounted expected value of the payoffs
between 0 and R accrues to bondholders, while the portion
in excess of this accrues to equity holders.

Note that x indexes not only the firm’s value, but also the
“risk” of the strategy. Bankruptcy occurs if P < R. The
strategy x’ will be considered riskier than x if the probabil-
ity of bankruptcy is greater. That is, if F(R,x") > F(R,x).
If the distribution function has a single-crossing property,
then this also suggests that when x’ is greater than x, x’ is a
riskier strategy than x.8
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The Moral Hazard Problem

Having structured the basic valuation model, we can
now model how information asymmetry can influence the
viability of external finance for this firm. It is assumed that
only outside financiers hold the debt of the firm, and that
outside financiers are informationally handicapped relative
to the insider/equity holders of the firm. This information
asymmetry takes the form of uncertainty about the strategy,
x, that will be chosen by the insiders.

We look first at the case when outside financiers can only
hold the debt the firm (and thus the insiders hold all the
equity). For a given coupon, R, on the debt, insiders have
an incentive to chose a riskier strategy than the one
incorporated in R. This is because for x’ > x, for a
given coupon

J 1 = F@x)ldP > V(x)

Vix') = -
R
=~ [ [l = F(Px)ldP
R
and
R
B(x') = - [ [1 = FPx"))dP < B(x)
]
1 X
=- ) [1 = F(Px)ldP,

r oy

by the earlier definition of a riskier strategy. In essence,
riskier strategies add to the “upside” value captured by
equity holders while decreasing the value of the position of
the bondholders (for a given amount of outstanding debt).
This implies that oB (x)/dx < 0.

The Effect on Risk-Taking

The equilibrium effect of the moral hazard problem on
risk-taking and the value of the firm requires consideration
of how the parties to the transaction will respond to these
incentives. Since the value of the firm is assumed to be a
concave function of the strategy x, by definition it is
maximized when dMV (x)/dx = 0, which will occur by
definition at x*. The insider/borrower, however, will have
his equity stake maximized when the first order condition
for a maximum value of V(x) is met. This is when

aV(x) __aMV(x) B oB (x) _
ox a ox ox h

0,
at a given coupon rate, R. But since dB(x)/dx < 0, the

value of the first-order condition will be zero only for
strategies for which MV (x)/ox < 0. By the assumed
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concave nature of the firm value relationship, this requires
selection of a strategy, x*, that is greater than the value-
maximizing strategy, x*. Thus, the strategy, x*, that
would be chosen by the insider would result in a less than
maximum firm value, and strategies riskier than the value-
maximizing strategy.

A rational lender, of course, will anticipate the tendency
for the insider to take on riskier projects, and will charge a
risk-adjusted bond coupon rate that accommodates this
expectation. Thus, he will charge a risk-adjusted rate
R(x* ) so that the value of the debt is equal to D, the given
amount of outside debt financing obtained by the firm.
That is, in equilibrium R (x* ) will be chosen so that

R(x+)
B(x*) = p [1 — F(Px*)]dP = D.

This will be a higher coupon than at the value-maximizing
strategy, since for x* > x*, R(x+ ) must be greater than
R(x*) in order to make
R(x*)
- [ 11 - F@ext)lap

r
0

1 R{(x*)
== [ [l - F(Px*)ldP = D.

r
1]

In equilibrium, therefore, lenders price debt in the above
manner so that its discounted value is always equal to the
amount borrowed, D. As a result, if a strategy, x, is
pursued where x* < x < x™*, it is immediately im-
plied that

Vix*) = MV(x*) = D=V(x)=MVx) —D>V(ix+)
= MV(x*) - D.

That is, the value of the insider’s equity would be greater if
the strategy, x, which is less risky than the strategy x*,
were employed.

Mechanisms to Control Risk-Taking

Thus, the insider has an incentive to find some way to
persuade outside financiers that the riskiest strategies will
not be pursued. The mechanism could involve, for exam-
ple, covenants in the financial agreement to bind the
insiders’ behavior. Covenants that restrict additional bor-
rowing by the firm, or give borrowers seats on boards of
directors (thereby giving them access to inside informa-
tion) may be thought of in this light.

Alternatively, the outside financiers could be given a
share of the equity of the firm in return for their lending the
funds, D. Let us say, for example, that the insiders give
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away a portion, ¢, of V(x) so that the insider’s share is now
(1=-DHMV(x) — B(x)]; 0 =r<1.

The insider will now have to find a strategy, x* *+, to
maximize

WMV (x++)

OB (x++
A-=—— BT

dx 0,

which will have the same optimum for a given R as before
since it is just a scalar of the first order condition in the all-
debt finance case. However, the reaction of the bondholders
will change. Since they now hold a share of the equity of the
firm, everything else being equal, they will require a lower
coupon on competitively priced debt, D.°

It can be shown that the optimal strategy, x* +, in this
situation will be less risky than the strategy pursued when
only all-debt positions were permitted. That is, x+ + will
be less than x+. This can be demonstrated by recognizing
that if the new strategy, x+ *, is in fact better for equity
holders than x*, then V(x*++* , R+ *+*) > V(x*,R++). It
also must be the case that it was not the preferred strategy
when all-debt finance was used. That is, it must be the case
that V(x*,R*) > V(x+ * R*). With the knowledge that
R+ * is less than R+, these two relationships together
imply that

R+
J [F®x*t) — F(Px+*+)dP > 0.
R++

This will be the case only if x* * is a lower risk strategy
than x* .10 Thus, if outside financiers are offered the
opportunity to simultaneously hold the debt and equity of a
firm, the firm will adopt less risky strategies. These
strategies more nearly maximize the value of the firm.

The same result, it should be emphasized, can be
obtained by directly monitoring and controlling the firm’s
risk-taking via restrictive covenants, participation inside
the firm, and other techniques. Monitoring efforts are
costly, however, because they involve expenditure of re-
sources by the outside financier, and because they require
the firm to reveal information that it might otherwise prefer
not to circulate outside the firm. If the outside financiers
are given some confrol over the firm (through seats on
boards of directors, for example), there also may be a cost
burden in the form of less efficient management (because
the outsiders, by definition, may be less expert in the
business of the firm than the firm itself). Whether monitor-
ing and control approaches will be used with (or instead of)
mixed financing depends upon the balance of the costs and
benefits of each approach.

In summary, however, we have found that, for a firm with
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a given face value of debt, D, and a given distribution of
payoffs, allowing outsiders to simultaneously hold debt
and equity increases net firm value over all-debt finance.,
Thus, if an artificial restriction limits outside financiers to
all-debt claims, net social value of the firm’s activities will
be enhanced if nonzero equity shares are permitted. Since
the moral hazard problem is greatest in the case of a
borrower who has little equity at stake, or whose risk-
taking cannot be controlled or monitored accurately, the
remedy of mixed financial contracts likely is of particular
value in these cases.!!

Needless to say, various forms of mixed financing
besides the simple mixed finance form used here can
produce this result. Convertible debt, debt plus warrants or
rights, collateralized lending, and other forms of mixed
debt and equity financial structures are essentially ways of
sharing equity claims with lenders.

The Reole of Banks in Mixed Finance

Thus far, the discussion has emphasized the importance
of mixed financing generally in the relationship between a
firm and its outside financiers. An obvious question,
however, is whether mixed financing needs to be done by
financial institutions that accept deposits. There would
appear to be a simple answer to this question, one that
relies again on the notion of asymmetric information.

A bank is distinguished from other intermediaries be-
cause it issues debt, redeemable on demand, that may be
used in lieu of currency to effect household transactions.
The depositors of a bank thus are holders of par-value, de-
mand debt. Because depositors consist of ordinary house-
holds, they may be assumed to be informationally deprived
relative to the managers of the bank. Thus they, like the
outside financiers of our previous discussion, need to be
able to observe behavior on the part of the bank that is
consistent with control of risk-taking. In essence, this is an
extension of the argument made by Diamond (1984) and
Gorton and Haubrich (1987) that a bank has an incentive to
structure the portfolio so as to simplify the depositors’ own
monitoring problem.

From our earlier analysis, a bank that holds a pure-debt
position in firms has a claim that will be used to finance a
riskier strategy than it would be if it employed mixed debt
and equity finance. To the extent that such mixed financing
improves the lender’s control over the moral hazard prob-
lem, it is a superior claim to the pure-debt position. It is
likely that depositors, everything else being equal, would
prefer their deposits be invested in such superior claims.
Thus, depositors desiring a risk-free rate of return would
prefer banks with investments structured as mixed finance
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for the same reason that a lender would prefer such an
investment itself.

The Specialness of Banking

This line of reasoning suggests that banks with com-
merce powers would dominate banks restricted to all-debt
financial contracting with loan clients. It does not say,
however, that fully empowered banks necessarily dominate
other types of financial institutions with the ability to hold
the equity and debt of a firm. For this to be the case, there
must be something *“special”” about the banking firm in the
first place.

The “specialness” of a bank can be either on the assets
or liabilities side of its activities. That is, depository
institutions may be special because the provision of deposit
services lowers the cost of accessing the savings of certain
types of individuals in the economy. Households, for
example, may have little in the way of resources to devote to
financial management. Hence, they may seek demand debt
as an investment because it offers a bankruptcy covenant

that is inexpensive to exercise (they can just demand
repayment of their debt, without any legal costs), and
demand debt simultaneously provides liquidity and invest-
ment services.

Alternatively, banks may be special because they are
superior monitors of loan credits. This is an argument that
has been made by James (1987) and others. For this to be an
advantage of depository loan monitors, however, this tech-
nological advantage must flow from some advantage of
jointly providing this service and deposit services. Con-
ceptually, this could be because holding deposit accounts
provides monitoring information about loan clients, or
because banks enjoy scale economies because deposit
liabilities provide a large liability base.

Although economists continue to debate the issue, the
empirical importance of banking in virtually all finan-
cial landscapes strongly suggests that banks play special
roles.’? By extension, therefore, restricting the equity
powers of commercial banks will have important con-
sequences to the extent the powers restrictions have the
adverse effects modeled above.

I1. Empirical Support

The arguments made in this paper suggest a number of
testable hypotheses about the use of mixed financing and
the role of banks:

1. Mixed debt-equity financing will be used when the
riskiness of projects is difficult for outsiders to monitor
or control.

2. Preference for such financing also will be higher where
the equity stake of the firm is small or collateral is not
available.

3. Banks that must hold only debt will be dominated by
intermediaries without such restrictions. As a corollary
of this, banks will be more prominent intermediaries in
financial systems that grant banks equity powers.

4. Ineconomies where external finance is handicapped by
instrumentation powers, there will be greater reliance
on financing generated internally by the firm, despite
the inefficiency of such finance.

Because mixed debt-equity financing by banks is not
permitted in the U.S., however, it is necessary to look to
other financial sectors and other financial systems to see if
these hypothesized effects are observed.

Evidence from Venture Financing

Hypotheses 1 and 2 above can be tested by examining
financings that clearly involve risky projects and asym-
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metric information. Mixed debt-equity financing should
be prevalent in these types of circumstances.

The Nature of Venture Activity. An examination of
U.S. venture capital activity helps test these hypotheses.
The venture capital business in the United States provides
financing in an environment of particularly severe infor-
mation asymmetry on project risk. Venture projects, be-
cause of their novelty, are risky and difficult to evaluate
externally. In addition, venture firms, by definition, are
firms with low collateral and market value net worth.
Thus, start-up firms offer little in the way of receivables or
other sources of collateral to protect the financier’s posi-
tion; and the entrepreneur typically has little equity in the
enterprise to moderate the moral hazard problem faced by
the lender. As Table 1 demonstrates, the result is a class of
investments with very high risk, relative to other types of
assets in the economy.

The Type of Instrumentation. The type of financial
instrumentation typically employed in the high-risk setting
of venture finance as displayed in Table 2 supports the
theoretical notions offered earlier.!3 As is apparent from
this table, simple coupon debt instruments (“notes” in
Table 2) are very uncommon in venture financing.'* When
pure debt is used, it is typically very short term, usually to
provide a new firm with interim working capital or other
temporary needs. Consistent with the model above, both
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the monitoring problems and the high risk of the projects
predispose against the use of pure debt.

The most common form of venture finance instrument
appears to be convertible preferred stock, which is essen-
tially a mixed debt-equity position similar to the simpler
equity share modeled above. The preferred stock dimen-
sion gives the venture capitalist some debt-like returns,
while the convertibility feature provides opportunities to
enjoy the greater upside potential of common stock. Less
commonly, straight debt with equity conversion or detach-
able stock warrant features are employed. These, too, have
elements of a mixed financial structure.

The venture finance positions are augmented by other
covenants that serve the role of direct risk-capping, that is,
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permitting the financier to control his losses should he
perceive a deterioration in his position. The convertible
preferred positions, for example, often include liquidation
priority and redemption rights. Liquidation priority, pro-
vides the venture capitalist with a worst-case downside
protection; redemption rights require that the firm cash out
the venture capitalist at a premium over the value of the
initial investment if, by a certain time, performance has
been less than anticipated. In addition, various antidilution
and stock sale restrictions are frequently imposed to pre-
vent the firm from increasing its leverage or diluting the
claims of the venture capitalist. Table 3 presents the
frequency of such features from a survey of venture
partnerships.

In addition to embedding these control features in their
outside positions, venture capitalists often obtain inside
(management) rights in return for their significant outside
funding. These rights may include the opportunity to
appoint one or more directors or to serve as an officer of the
company. In addition, financing to venture firms usually is
provided in stages, to give the venture financier additional
control.

Evidence from Recent Changes in
Tax Law and Venture Activity

All of these contracting conventions observed in the
venture capital industry lend further support to the notion
that mixed debt-equity positions are useful in intermediat-
ing these types of risky credits. This observation is further
supported by the effect of recent changes in tax law on the
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level of venture finance activity. Recent changes in tax law
have increased effective capital gains tax rates and increase
the benefits of tax-deductible debt finance. Specifically,
with the passage of the Tax Act of 1986, personal income
tax rates were made lower than the corporate income tax
rate, and the rates at which capital gains and ordinary
income are taxed were equalized. Both have the effect of
favoring debt over equity finance.

In the venture capital industry, this appears to have
resulted in a reduction of venture commitment flows by
about 60 percent, and to have skewed venture finance
activity toward lower-risk, more conventional interme-
diation. !5 This recent experience underscores the selective
importance of equity and mixed finance positions in fi-
nancing risky ventures.

Evidence from Other Banking Systems

Hypotheses 3 and 4 state, respectively, that in economies
that do not restrict bank commerce powers, banks will be
the dominant form of intermediation and, by extension,
that external finance thus will be facilitated. Although the
commerce powers of commercial banks are limited today
in the United States, banks in some other countries enjoy
greater flexibility in this regard. This permits us to see
whether mixed financing emerges as a common financing
technique in such systems, and how banks fare versus other
intermediaries when these powers are available.

German and Japanese Banking. Commerce powers
are generally less restricted in most European countries
and in Japan as well. Of the major European countries,
Germany has the most liberal policies regarding com-
binations of banking and commerce. So-called universal
banking is practiced, and banks enjoy virtually complete
flexibility in the relationships that they may have with
commercial firms. !¢ These powers are of long standing in
Germany, having been acquired with the introduction of
joint-stock banking that occurred in 1848. These so-called
Kreditbanken enjoyed both investment and commercial
banking powers. In addition, historically there have been
no antitrust laws or restrictions against interlocking direc-
torates in Germany, and banks were permitted, as needed,
to require representation on supervisory boards of the firms
to which they lent funds.

Japanese financial regulation is nominally similar to the
U.S., since restrictions similar to Glass-Steagall were
imposed in the postwar period. In practice, however, as
Kim (1988) has pointed out, the keiretsu industrial rela-
tionships and mochiai cross-shareholding relationships
function to permit considerable exercise of mixed financ-
ing. Thus, both Germany and Japan offer interesting
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opportunities to examine the effects of liberal commerce
powers.

Dominance of Bank Intermediaries. In both countries,
commercial banks are the dominant intermediaries. In
sharp contrast to the U.S., the major share of external
finance is obtained in the form of bank loans, rather than
the direct placement of debt or equity securities. Chart 1
depicts the level and trend of bank loan share in the U.S.,
Japan and Germany.

The pattern of finance in both Germany and Japan
appears to emphasize mixed debt and equity finance.
Unlike banks in the U.S., banks in both Germany and
Japan hold major equity positions in their corporate credit
clients. In Germany, it is estimated that banks hold be-
tween 5 and 10 percent of total banking assets in the form of
corporate equity, or about 10 to 20 percent of total corpo-
rate equity in Germany. Complete data are not available on
the equity positions of German banks. Special antitrust
studies conducted in the 1970s, however, reveal the role of
German banks in large corporations. As Table 4 shows,
German banks have very significant positions in these
companies, with 28 percent of the largest companies
having 10 percent or more of their equity capital held by
financial institutions. Commercial banks appear to use this
practice the most, but a wide variety of universally em-
powered financial institutions hold corporate equity.

In addition to significant equity positions, German
banks obtain additional corporate control capability be-
cause of stock voting practices permitted in Germany. In
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particular, German banks also are the major provider of
stock brokerage and dealing services. As a result, most
shares are held on deposit by banks. German law and
regulation permits the shareholder to delegate voting au-
thority to the bank of deposit.

These delegated voting rights add to the ability of
German banks to control risk in the corporations to which
they have lent; in the parlance of our earlier model, they are
able to directly limit selection of risky projects through
their corporate affiliations. Referring again to Table 4, 90
percent of the large-company sample had 10 percent or
more of their equity voted by banks in 1974/75. These
control channels are further implemented through bank
memberships on boards of directors and management com-
mittees of commercial firms. A 1979 report by the German
Monopolies Commission, {Bericht der Studiet Kommis-
sion 1979) for example, found that banks had repre-
sentatives on the boards of two-thirds of the top 100
corporations.

For reasons given earlier, we would expect the use of
mixed financing to be less common in the financing of
well-established firms with substantial net worth since they
pose more modest monitoring and control challenges than
new, low-net worth firms. Indeed, over time the amount of
equity held by German banks in large corporations has
declined (Bericht der Studiet Kommission 1979).

Similar patterns of significant stock ownership and
control have been found in Japan in recent decades. As
Table 5 indicates, for example, the six major industrial
keiretsu all have had significant ownership by financial
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institutions. Although banks are nominally limited to 5
percent equity positions in nonbank corporations, through
cross-shareholdings with insurance companies and se-
curities firms, the effective position of the main banks of
keiretsu is enlarged considerably.

Alternative Explanations. It could be argued that the
dominance of banks in these two countries results not from
more efficient bank intermediation, but from less efficient
direct placement markets. Indeed, German stock and bond
markets in particular are notoriously undeveloped. (The
German stock exchange, for example, is open only 2 hours

=
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a day for public trading.) Similarly, corporate debt markets
in Japan are said to be poorly developed.

Poorly developed external financial markets however,
would lead us to expect to see relatively greater reliance on
internal financing. (As Myers and Majluf 1984 have sug-
gested, firms rely on internal finance when information
asymmetries cannot be managed by outside intermediation
processes.) Yet in both Germany and Japan, there is less
reliance on internal financing than in the United States, as
illustrated by Chart 2. The comparative reliance of U.S.
firms on internal finance is consistent with the notion that
bank intermediaries are handicapped in their ability to
manage risk in an information-asymmetric environment.

The relatively heavy reliance in the U.S. on a distinct
venture capital industry also suggests that banks may be
handicapped in financing certain types of credits. In es-
sence, in the United States, the venture capital industry or
some institution like it is necessary because of constraints
on mixed financing by banks. With no such constraints, we
would hypothesize greater bank involvement in venture
capital. Indeed, this appears to be the case in Germany,
where banks provide between 45 and 55 percent of all
venture capital. In fact, similar high percentages are
observed by Oohge, et al. (1989) in all other European
nations with liberal bank equity powers, such as France (35
percent) and Italy (70 percent). The fact that U.S.-style
venture capitalism has had difficulty operating in Japan
also may be consistent with this view.

Chart 2
The Use of External
Financing by Commercial Firms

(Percent of Financing
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Evidence from U.S. Bank Portfolio Behavior

The evidence above suggests that the presence or lack of
bank equity powers can have a significant effect on the
structure of financial intermediation. In particular, banks’
role in financial intermediation of risky credits is likely to
be less without equity powers. At issue, however, is not just
the specific institutional form of financial intermediation,
but rather the efficiency of its provision in the economy.

Portfolio Effects. To the extent that strip finance by
deposit-taking intermediaries is the most efficient form of
intermediation, of course, the market share implications of
powers restrictions have direct efficiency effects. More-
over, restricting the type of financial contracting that a
bank may use will result in a self-selection of the types of
credits able to be served by a bank. This reduces the
diversification opportunities that banks may enjoy, and
with it, the ability to attract (uninsured) depositors.

In the U.S. context, it seems clear that firms with
significant equity and relatively transparent portfolios are
increasingly able to go to investors directly to raise new
funds. Underwriting and information systems clearly have
improved in the computer age. Yet these are precisely the
types of credits that banks, under their current restrictions,
are best suited to serve. Without the ability to hold corpo-
rate equity, banks cannot reasonably expect to serve effi-
ciently firms with low net worth, low collateral, or novel
and risky projects. There seems no doubt that, in the
United States, the portfolios of commercial banks have
become less diversified, and more dependent upon “‘mid-
dle market” credits and remaining high collateral credits.

Having lost the short-term corporate debt market to the
commercial paper market in the 1970s, U.S. commercial
banks began losing other lines of industrial finance in the
1980s. Call report data reveal that the result has been a de-
cline in the share of commercial and industrial loans rela-
tive to total assets. In 1984, for example, C&I loans were
17.5 percent of total assets; as of the first half of 1990, this
had declined to less than 15 percent. In absolute, inflation-
adjusted terms, lending by U.S. banks to nonfinancial
corporations has declined by two-thirds since 1978.

In place of C&I lending, banks have increased substan-
tially their holding of real estate credits. The share of real
estate-collateralized loans in U.S. bank portfolios has
increased from 14 percent in 1984 to about 23 percent
today. In contrast, U.S. Flow of Funds data show that the
flow of directly placed corporate debt has increased 500
percent since 1978, and the real value of venture capital
commitments by a similar amount since 1980. In sharp
contrast to this experience of U.S. banks, real bank lending
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to business, in absolute terms has increased in the same
period in both Germany and Japan, according to flow of
funds data from those countries.

Mixed Financing and Corporate Discipline

An additional source of efficiency effects is the possibil-
ity that mixed financing provides a superior mechanism for
resolving intracorporate conflicts. In a financial structure
composed of separate debt or equity positions, conflicts
arise during times of financial stress between equity
holders and debt holders. No such conflicts arise, by
definition, in a mixed finance position. Workouts thus may
not need to result in bankruptcy, takeover, or other costly
external control mechanisms.

- The data on the incidence of corporate takeovers in
Germany and Japan are consistent with the view that
mixed financing affords an opportunity to effect significant
corporate change without formal bankruptcy or takeover
and the deadweight costs associated with such processes.
In Germany, forexample, where this phenomenon has been
studied in detail, there has been only one hostile takeover
(the takeover of Feldmuehle Nobel in 1989 by Flick), and
other types of takeovers have been similarly rare, when
compared to the U.S. and the U.K. Rather, the banks have
used their strip financier position to press for management
changes in advance of serious deterioration of the firm’s
condition. Similar practices are reported for Japan by
Kim (1988).

III. Concluding Observations

This paper has argued that restrictions on the instrumen-
tation powers of commercial banks is a potential handicap
to both the U.S banking industry and to financial inter-
mediation processes in our economy generally. The theory
presented in the paper argues that mixed debt-equity
finance is a potentially important means of resolving the
moral hazard problem that all outside financiers face. Only
casual data were presented in this paper, but the pattern of
instrumentation is consistent with that implied by the
model presented.

The more difficult issue is whether the lack of instru-
mentation powers of U.S. banks has any important macro-
economic consequences. For this to be so, one must first
accept the notion that the handicap of limited commerce
powers is significant and, second, that banks have special
capabilities not easily provided by other intermediaries. If
both of these observations are true, then the lack of
universal bank-like powers may result in a handicap to the
overall economy.

In concluding this paper, therefore, it is interesting to
offer additional, casual observations. The banking systems
in at least two major economies, Germany and Japan,
follow some variant of mixed finance. In both of these
economies, the introduction of bank equity powers is
associated with their rapid subsequent development.

In the case of Germany, the introduction of universal
banking in 1848 was followed by rapid growth through the
turn of the century and the advent of the First World War.
Historians and economists such as Riesser, Gerschenkron,
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and Schumpeter have attributed the rapidity of German
growth in this period in large part to the intermediation
services provided by the Kreditbanken universal banking
system. (See Pozdena and Alexander 1991.) The universal
banking system appears to have served modern Germany
equally well. The German economy has enjoyed higher
average real growth rates than the U.S. in the last three
postwar decades. In addition, spending on plant and equip-
ment in Germany is roughly twice as great (as a percentage
of GNP) in Germany as in the U.S. Nonmilitary research
and development expenditures in Germany also exceed
those in the U.S. by only a slightly smaller fraction.

In Japan, as Hodder, et al. (1985) point out, the prewar
zaibatsu and direct placement markets had managed to
provide a volume of external financing of only 2 to 4
percent of GNP. In contrast, the World War II and postwar
intermediation by banks is associated with a rate of exter-
nal finance of as much as 20 percent of GNP. Today,
investment in plant and equipment in Japan exceeds that of
the U.S. in absolute terms, and at 23.5 percent of GNP is
approximately twice the U.S. rate. Research and develop-
ment spending, at 3.1 percent in Japan, is 50 percent higher
than in the U.S.17

Obviously, considerable additional research is needed to
demonstrate more robustly the effects of restricted banking
commerce powers. In addition, before banks receive addi-
tional powers of any kind, powers reform must be coordi-
nated with the reform of the deposit insurance system.!®
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ENDNOTES

1. Section 16 of the Banking Act of 1933 prohibits national
banks from purchasing corporate stock [12 USC 24}, a
prohibition that has been extended to state-chartered
banks that are members of the Federal Reserve System
{12 USC 335]. Section 4 of the Bank Holding Company Act
prohibits a bank holding company (BHC) from owning or
controlling, directly or indirectly, the shares of any com-
pany that is not a bank [12 USC 1843]. The act exempts
investments by BHCs that involve less than 5 percent of
the voting shares of another company [12 USC 1843 (c)
(6)]. In addition, Congress at various times has made
exceptions that permit share ownership in selected or-
ganizations, such as Small Business Investment Corpora-
tions, which provide a limited form of debt financing to new
business ventures [15 USC 682(b)] and state housing
corporations [87 Stat. 269].

2. The Banking Act does not generate this restriction
specifically. It restricts equity ownership, but generally
allows incidental banking powers related to lending. The
Office of the Comptroller of the Currency has interpreted
this to mean that a bank may take as consideration for a
loan a portion of the company's profits or earnings, but not
shares of its stock [12 CFR 7.7312]. The Board of Gover-
nors of the Federal Reserve System typically has inter-
preted this restriction conservatively as well, and does not
permit & bank to be the lead lender to a commercial firmin
which it or other BHC subsidiaries hold shares, even if
those shares are nonvoting and thus do not constitute
controlling positions. See Taylor (1987) and Bostrom
(1989) for a further discussion of these issues.

3. The macroeconomic importance of banks as inter-
mediaries is emphasized by a number of authors studying
the relationship between banking activity and business
activity. See, for example, Bernanke and Gertler (1989)
and Greenwald, Stiglitz, and Weiss (1989).

4. This section draws very heavily on an approach sug-
gested by Roger Craine, and applied by Craine and
Steigerwald (1989). Craine and Steigerwald's approach
makes very compact a demonstration that otherwise is
quite cumbersome.

5. See, for example, Lucas (1978).

6. This need not be the underlying payoff distribution; that
will be the case only if agents are risk-neutral.

7. The discounted expected value of the firm is MV (P,x)
= r=1 [FPI(P,x)dP. However, this can be shown to be
equaltor=1f8[1 — F(P.x)]dP by apphcahon of the rule of
integration by parts. Specifically, suppressing the x index
for simplicity, letu = [1 — F(P)]and v = P. Then
b b
=t [ [ =FPx)aP = r-1 [ uav
0 0

b
= rtuwv|Bzm—r=1 [ vau
0

This can be written as
m

= {1t = FPNPYB2g—r=1 [ Pd[1 - F(P)]
0

m m
=—r-1 [ —PaF(Py=r-1 [ PHP)dP
0 0
since

{1 = FPIPH 27 = 0.

8. The single crossing property is that F(P,x?) > F(P,x)
for x1 > x. This ensures that a shift in the distribution has
an unambiguous effect on the weight in the tails of the
distribution.

9. That is, the R(x+* *+) needed to solve

1 R(x++)

- [ 11 = FPx++)]dP

0

m
+; [ [1 = FPx++)dP
R{x++)
1 R{x+)
= J 11 =FPx+)dp =D

0

islessthan R(x* ), if the expected value of the equity share
is positive.

10. And the two distributions behave so that F(P,x+) >
F(P,x++) for all P, the so-called “single crossing prop-
erty” of simple cumulative distributions.

11. The model presented above can be used to show that
bigger coupons (such as might arise as the firm eniarges
the amount of debt, D, it wishes to borrow) induce greater
risk-taking. Thus, the more leveraged a firm becomes, the
greater the moral hazard problem and the potential for a
significant effect of a mixed financing mechanism.

12. See, for example, Black (1985).

13. Venture firms may have other sources of finance as
well, such as funds raised from family or other direct
investor sources. Typically, however, the venture capitalist
is the major source of the funding of start-up industrial
firms. Because such firms usually are closely heid, data
are not publicly available to characterize accurately the
liabilities of the typical venture firm.

14. For a more complete description of venture financing
mechanisms, see Testa and King (1989).
15. See Pozdena and Martin (1990).

16. See Pozdena and Alexander (1991), for a more com-
plete description of the institutional features of the Ger-
man banking system. This section draws heavily on that
source.
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17. Restricted equity powers thus may be at the root of the
often lamented high cost of capital in the U.S. Indeed, in
their recent study of Japanese and U.S. costs of capital,
Ando and Auerbach (1990) conclude that the measured
Japanese cost-of-capital advantage may be due to the
“lower risk” of comparable investments in Japan. This is,
of course, simply another way of saying that Japanese
financial intermediation methods better accommodate
risk.

18. It is not clear, however, that expanded commercial
powers necessarily translates into expanded opportuni-

Federal Reserve Bank of San Francisco

ties-to exploit the bank safety net. Giving banks additional
tools to manage asset risk should offer them the opportu-
hity to enhance bank profitability and net worth, which in
turn quells the desire for risk-taking at the expense of the
deposit insurance fund. Even for banks with very low
market value net worth (and, hence, a strong preference
for.risk taking at the expense of the deposit insurer), a
method of controlling the cost of risky credits would be
used positively to enhance net worth.
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Can Bank Capital Regulation Work?
Research Revisited

Frederick T. Furlong

The following two articles are reprinted here because they provide important theoretical analysis
on the effectiveness of capital regulation. Over the past several years, regulatory policy has placed an
increasing emphasis on the adequacy of bank and thrift capital. The argument is that raising bank
capital is an effective way to protect the insurance system and taxpayers, since capital represents a
buffer for absorbing losses. With higher levels of capital, banks should be safer and pose less of a risk
to the deposit insurance system. This view is reflected in Modernizing the Financial System (U.S.
Treasury 1991). That study states that ““The single most powerful tool to make banks safe is capital.”

However, the capital position of a bank is only one dimension of risk. The safety of a bank and the
expected cost to the deposit insurance system also depend on a bank’s portfolio risk, which reflects
several factors such as credit risk, the degree of diversification, and interest rate risk. The controversy
addressed in the following two articles is whether banks, when forced to hold more capital, can be
expected to adjust their portfolio risk so as to offset, or even more than offset, the potential for higher
levels of capital to reduce the risk exposure of the deposit insurance system.

The first article, “‘Capital Regulation and Bank Risk-Taking,” concludes that when banks act to
maximize their value, forcing them to hold more capital should reduce the risk exposure of the deposit
insurance system. This is the case even though banks have an incentive to increase portfolio risk with
subsidized deposit insurance. As shown in the article, a solvent bank’s incentives to increase portfolio
risk to exploit the insurance subsidy decline as its capital-to-asset ratio increases. Therefore, as long
as the rise in the bank’s capital ratio is not accompanied by a relaxation of regulatory efforts to
constrain its portfolio risk, a higher level of capital at the bank should mean more protection for
taxpayers.

This conclusion for risk-neutral, value-maximizing banks is at odds with the conclusions reached
in earlier studies concerning the effectiveness of capital regulation on risk-averse, utility-maximizing
banks. These earlier studies use a mean-variance framework and conclude that banks might react to
more stringent capital standards by increasing portfolio risk to such an extent that the probability of
failure increases. That is, these earlier studies argue that forcing banks to hold more capital could be
counterproductive.




The second article, “A Reexamination of Mean-Variance Analysis of Bank Capital Regulation,”
demonstrates that the analyses in the earlier studies that rely on the mean-variance framework cannot
be used to support the conclusion that capital regulation could be counterproductive.! These studies
inappropriately apply the Markowitz two-period portfolio model, which assumes that the probability
of failure is always zero, to address the question of how capital regulation affects the probability of
failure. More specifically, the analyses in these studies leave out the option value of deposit insurance
and use an inappropriate measure of risk, and, thus, misrepresent the return frontiers facing banks.

The two theoretical articles on capital regulation in this Review support the view that capital
regulation can be effective. That is, banks operating with higher levels of capital should reduce the
exposure of the deposit insurance system to losses. Moreover, the authors are not aware of any other
theoretical or empirical studies that show that banks forced to hold higher levels of capital would

adjust portfolio risk so as to actually increase the probability of failure.2

NOTES

1. Keeton (1988) considers the effects of capi-
tal regulation on risk-averse banks in a more
_general framework. That study finds that for
poorly capitalized banks, increases in capital
ratios would be effective. For banks with rela-
tively high capital ratios, further increases in
capital could induce a bank to substitute asset
risk for capital risk. However, the analysis does
not indicate that the substitution would be such
that capital regulation would be counter-
productive.

2. Empirical work by the authors supports the
proposition that capital regulation is not coun-
terproductive. Furlong (1988) finds that for
bank holding companies in the 1980s whether
an institution was required to increase capital
in order to meet minimum regulatory require-
ments did not have a bearing on its change in
asset risk. Keeley (1990) finds that for bank
holding companies risk is negatively related to
the charter value of the holding company. This
is consistent with the view that banks with more
at stake tend to be less risky.
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Capital Regulation and Bank Risk-Taking: A Note

Frederick T. Furlong and
Michael C. Keeley

Federal Reserve Bank of San Francisco

Reprinted from Journal of Banking and Finance, 13(1989)
by permission of Elsevier Science Publishers.

This paper examines theoretically the effects of more
stringent capital regulation on bank asset portfolio risk.
The analysis shows that, for a value-maximizing bank,
incentives to increase asset risk decline as its capital
increases. Thus, as long as regulatory efforts to contain
asset risk and size are not reduced, more stringent capital
regulation unambiguously reduces the expected liability of
the deposit insurance system.
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Concern over the risk exposure of the federal deposit
insurance system has been a major factor behind the
increase in capital standards in banking in the 1980s. A
central issue in bank capital regulation is whether the
enforcement of higher capital ratio requirements gives
banks greater incentive to increase asset risk, thereby
partially or even fully offsetting the effect of a higher
capital ratio on default risk. Indeed a major criticism of the
regulatory attempts to raise bank capital ratios in the 1980s
is that these efforts “‘drove” banks to seek out more risky
activities. This view that more stringent capital regulation
will exacerbate the problem of risk-taking appears to be
held widely among commercial bankers and is evident in
the financial press as well as in the academic literature.!

In this note, we address the question of how more
stringent capital ratio requirements affect the incentives of
a fully insured bank to increase the riskiness of its asset
portfolio. The analysis builds on that of studies such as
Sharpe (1978), Kareken and Wallace (1978), and Dothan
and Williams (1980), which use state-preference models to
examine the effects of deposit insurance, and those such as
Merton (1977) and Pyle (1984), which model the deposit
insurance guarantee as a put option. These studies show
that, for a value-maximizing bank with subsidized deposit
insurance, regulations are required to control both leverage
and asset risk. What is not addressed fully is how a bank’s
incentives for increasing asset risk vary with changes in
capital ratio requirements. It is important to fill this gap in
order to assess the effect of bank capital regulation on bank
default risk and the risk exposure of the deposit insurance
system.
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1. A State-Preference Model

In this section, a state-preference model is used to
analyze the portfolio and leverage decisions of an insured
bank that maximizes its current value (the market value of
its equity). We use a two-period model with two possible
future states. The current prices of a dollar payout in the
future states are P, and P,, for State 1 and State 2,
respectively. These prices are taken as given and are
unaffected by the portfolio decisions of banks.

To fund its current assets, Ay, a bank has an initial
amount of capital, Cy, and issues insured deposits, D, so
thatA, = Dy + C,.2 A unit of deposits pays off $1 in each
state and is summarized as D(1,1). The current price of a
unit of deposits is:

o)) P,=P +P.

Deposits then earn the risk-free real rate, 1/(P, + P,) — 1.

A bank can invest in two risky assets, Security X and
Security Y. One unit of Security X represents a promise by
the issuer to pay x, dollars if State 1 occurs and x, dollars if
State 2 occurs, and is summarized as X (x,, x,). Security ¥

is summarized as Y(y;, y,). Security X is the riskier
security such that x; <y, and x, > y,. The current prices
of Securities X and Y are:

2) Py = Px; + Pox,
and
3) Py = Py, + By,,

respectively. Without Joss of generality, the payouts in each
state are defined to be such that the price of a unit of each
security is the same, that is,

@) Pp=P, =P, =P

The equalities in (4), along with the assumption that
Security X is riskier than Security Y, imply that x, <y, <
1 <y, <x,.

The share of a bank’s assets allocated to the riskier asset,
Security X, is S, and the share allocated to Security Y is
a- 9.

I1. Value of Deposit Insurance

For a bank that is capitalized such that it can meet its
obligations to depositors in all future states, deposit insur-
ance is redundant, and, thus, has no value. The current
value, V,, of a bank that can meet its obligations to
depositors in both State 1 and State 2 equals the sum of the
current value of the payoffs on assets in each of two states
minus the current value of depositors’ claims:

&) Vo = P [Sx; + (1 = Sy, 1P,
Co+D
+ 2 > 2[Sx, + (1 — S)y,IP, — D,

(5) simplifies to V,, = C,. That is, the value of a bank that
can meet its obligations to depositors in both states is equal
to its initial capital; there is no deposit insurance subsidy.

However, a bank that can fail—that is, one that cannot
meet its obligations to depositors in one state—benefits
from deposit insurance. Given that the initial capital posi-
tion and asset risk of a bank is such that bankruptcy occurs

Federal Reserve Bank of San Francisco

in State 1, and the deposit insurance premium rate is zero,3
the current value of the deposit insurance subsidy, 7, from
(5) is

D, Co+Dy
PO TP

In (6), (C, + Dgy)/P is the number of units of asset
securities held and P [Sx; + (1 — S)y,] is the current
value of the asset payoff in State 1 per unit of security.
(Dy/P)P, is the current value of depositors’ claims in State
1. For deposit insurance to have a value to the bank, the
value of the bank’s assets in State 1 has to fall short of the
claims of depositors. The current value of that short-fall,
which corresponds to the option value of deposit insurance,
is equal to the current value of the payout to depositors by
the insurance fund in the bankruptcy state. Given C, a
bank seeking to maximize the current value of its equity,
which is V;, = Cy + [, will try to maximize the value of
the deposit insurance option, /.

© I, = P [Sxy + (1 — Sy, ]>0.
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ITI. Leverage and Risk

It is well known that a bank can maximize I, by
maintaining the highest degree of leverage (the lowest ratio
of initial capital to initial assets) allowed by regulation and
by increasing asset portfolio risk as much as possible.
Under the traditionally invoked assumption that C, is fixed
(an assumption that will be dropped shortly) the effect of a
change in leverage (a change in Dy/A,) on the value of the
insurance guarantee is obtained by differentiating (6) with
respect to D,. Doing so yields

P i

(7) le, =5 {1 =[S + 1 =Sy} >0.
The partial derivative is positive since, as stated above,
x; <y, <1, which means that [Sx, + (1 — S)y,] < 1.
Thus, the current value of the deposit insurance subsidy
increases with leverage. With subsidized deposit insur-
ance, a value-maximizing bank would limit its leverage
only if forced to do so by regulation.

Constraints on bank asset risk also are required. In this
model, increased asset risk is associated with a higher
value of S. The effect of a change in risk-taking on /,, as
determined from (6), is

al, P,
(8) "6-5 = —AO‘F (xl —y1)>0.
The partial derivative is positive since x; < y;. The
positive relation between asset risk and the value of the
deposit insurance guarantee indicates that a value-max-
imizing bank with underpriced deposit insurance would
want to have § = 1. To prevent this, regulators would have
to control asset risk, which in this model could mean
limiting § to some maximum S or imposing regulatory
costs that are a positive function of §. For a bank to be at

S <1, regulatory cost would have to be such that the

marginal cost of exceeding that particular value of § was at
least equal to the marginal value (in terms of increased
value of deposit insurance) from doing so.

This condition for asset risk regulation to be effective is
precisely the reason that the question of how capital
regulation affects the incentives for increasing asset risk is
important. Those who maintain that capital regulation
leads to more asset risk implicitly argue that the marginal
value from increasing asset risk is negatively related to
changes in leverage (i.e., positively related to changes in
the capital-to-asset ratio). This position implies that for
higher capital standards to be fully effective they likely
would have to be accompanied by the imposition of higher
regulatory costs for violating asset-risk constraints. On the
other hand, if the marginal value is either not related to or is
positively related to changes in leverage, the enforcement
of higher capital standards would not lead to greater asset
risk, unless the restrictions on asset risk themselves were
relaxed.

(8) indicates that the gain from increasing asset risk
depends on asset size but not on the bank’s leverage per se.
Under the assumption of fixed capital, however, a change
in leverage directly affects the volume of assets. A reduc-
tion in leverage can only be accomplished by selling assets
and using the proceeds to retire liabilities. From (8), the
marginal gain from increasing asset risk is positively
related to a change in leverage. That is,

2
©) agag e,
0
This means that a reduction in leverage achieved via
retiring debt and shrinking assets would reduce the margi-
nal gain from increasing asset risk. In other words, a bank
would not be expected to respond to higher capital require-
ments by increasing the riskiness of its asset portfolio.

A
= —?)—(xl —y1)>0.

IV. Allowing Capital to Vary

While the assumption of fixed capital may be suitable
for certain banks, it is not appropriate for many larger
banking organizations with access to capital markets. The
ability of a bank to issue new capital is a potentially
important consideration since, as we show below, a bank
would prefer to do so when it reduces leverage in response
to more stringent capital requirements. The reason for this
preference is that, for a given degree of leverage, the total
value of the insurance subsidy, /,, is positively related to
the volume of assets, holding leverage constant. This can
be seen from the derivative of the value of the insurance

36

guarantee, in (6), with respect to assets, holding leverage
constant, which is

(10) '&{(’) } D/Ag)
1 D,

AO
—iph - p Al + (1-S)y, 1} >0.
0

The term in the braces is the expression for the value of the

deposit insurance, which is positive given the bankruptcy
conditions for State 1.

Economic Review / Summer 1991



(10) indicates that, when a bank reduces leverage, it
would receive a larger insurance subsidy by increasing C,,
than by selling assets and reducing deposits. This is
relevant to the analysis since the extent to which a bank
alters its leverage by issuing new equity affects the volume
of assets, which from (6) determines how the gains from
increasing asset risk are affected. As we show next,
however, allowing capital to vary does not change the
earlier conclusion from (9) regarding the effects of lever-
age on the change in the value of the insurance subsidy with
respect to changes in asset risk. The reason is that, even
when a bank can increase C,,, requiring the bank to reduce
leverage will result either in a net contraction in A, or no
change in A;.

To see why initial assets would not expand, first note
that from (10) a bank, as well as the banking industry as a
whole, will expand as A, much as possible, independent of
any requirement to reduce leverage. Specifically, a bank
would have expanded assets to the point where the margi-
nal gain from increasing assets was balanced by the
marginal cost of doing so. The main source of such a cost
would be regulatory constraints.

Next, assuming no change in the marginal cost of
increasing assets when leverage is reduced (that is, regula-
tory restrictions are not relaxed), a bank would expand
assets only if the change in the value of the insurance

subsidy with respect to assets declines as leverage in-
creases. However, from (10) the opposite is the case—that
is: [9%21y/0A d(Dy/Ay)] > 0. Therefore, a bank would not
hold more assets when required to reduce leverage, even if
the bank can increase C,.

Given this result, the effect of leverage on the gains from
increasing asset risk for a bank that can issue new capital
(increase C,) are similar to those for a bank with fixed
initial capital. That is, from (8),

n 1, L P
W) 5D Ay ~  aDyiAg) P T1TN ’

given that [0A,/d(Dy/Ay)] > 0, which holds if A, con-
tracts when a bank is required to reduce leverage. In the
limiting case in which A, is unchanged, the partial deriva-
tive in (11) is equal to zero. Therefore, the incentives for a
bank to increase asset risk do not rise as leverage falls.

The conclusion we draw from the state-preference model
is that, if the costs to a bank from expanding asset risk and
size are not reduced due to a relaxation of regulatory
constraints, a value-maximizing bank, whether or not it
can issue new capital, will not respond to more stringent
capital requirements by increasing the riskiness of its
assets. Thus, more stringent capital regulation unam-
biguously reduces the risk exposure of the deposit insur-
ance system.

V. Options Model

Options models also have been used to analyze the
effects of leverage and asset risk on the equity value of a
bank when deposit insurance is mispriced. One advantage
of options models is that they are more general than the
two-state model presented above. However, as with the
studies using state-preference models, the studies model-
ing deposit insurance as a put option do not address fully
the question of how capital regulation affects the gains
from increasing asset risk nor do they discuss why this
issue is important. In this section, we show that an options
model yields conclusions similar to those derived from the
state-preference model concerning the implications of
capital regulation for asset risk among value-maximizing
banks.

Following Merton (1977), the Black-Scholes formula for
a European put option can be adapted to apply to the
federal deposit insurance guarantee. Assuming all earn-
ings are retained and a zero insurance premium, the
current value of the insurance guarantee is

(12) I, = DoF(6Vi — X) — AF(—X)
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where:
I, = the value of the option.
D, = the current value of insured deposits, which are
assumed to constitute all deposits.
A, = the current value of assets (excluding the value of
the insurance option).
o = the standard deviation of the rate of return on
assets, which is the measure of risk.
t = the interval to the next examination.
log (22 4 ()
og (= —
Y = D, 2

oVt

F() is the standard normal cumulative dénsity function.

Assuming that capital is fixed, the familiar results
regarding the effects of leverage and asset risk on the value
of deposit insurance, the put option, can be derived from
(12) as follows:
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(13) aD l¢, = F@Vt = X) = F(=X) >0
and
(14) Ad _ AVt F'(X) > 0

Jo 0

where F'( ) is the standard normal density function.* From
(13), it follows that a value-maximizing bank will increase
leverage indefinitely unless constrained by regulation. (14)
indicates that a bank has an incentive to increase asset risk.

How the incentives for increasing asset risk, holding C,,
constant, would be affected by changes in leverage induced
by regulation can be determined by taking the partial
derivation of (14) with respect to the current value of
deposits. This yields the result:

(15) e, = AoVt F”(X)———

0
d5aD, aD,

+ F' OVt > 0.

As long as a bank has positive initial capital, this last
partial derivative will be positive because F"(X) < 0 and
0X/0Dy < 0 and F'(X) > 0. This result is qualitatively the
same as that obtained from the state-preference model. The
marginal gain from risk-taking increases with leverage,
holding capital constant. Therefore, higher capital stan-
dards by themselves would not increase the incentives for
insured banks to increase asset risk.

As in the state-preference model, this conclusion also

holds for a bank that can increase C; in order to reduce
leverage. Again, under the options model, a bank would
expand assets, holding leverage constant, as much as
possible, independent of any required change in leverage,
since from (12)

al,

aA ‘(DO/AO) > 0.

However, regulatory costs that are sufficient to limit Ay ata
given level of leverage will be sufficient at any lower level
of leverage since

. — N §
5Ay 5Dy A 0

Therefore, a reduction in leverage will not lead to an
increase in A,, everything else equal.

With an increase in A, ruled out, it follows from (14)
that the effect of leverage on the gains from increasing asset
risk is

16 o L BN F'(X
(16) 00 dDy/Ay)  d(Dy/Ag) )
., ol
+ AVt F'X) ——— DA > 0.

since [0A4,/0(Dy/Ag)] = 0. Thus, whether or not is C,
constant, higher capital requirements reduce the marginal
gains from increasing asset risk. This in turn means that the
risk exposure of the deposit insurance system is lower.

VI. Conclusion

This note analyzes the theoretical relationships between
capital regulation and bank asset risk. The key finding is
that regulatory increases in capital standards by themselves
will not require greater efforts to restrain asset risk. Higher
capital requirements reduce the incentives for a bank to
increase asset risk. Our results also indicate that a value-
maximizing bank prefers to meet higher required capital
ratios by raising additional capital, rather than merely by
selling assets and retiring deposits. In this way the bank
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maximizes its volume of assets and thereby the value of the
deposit insurance subsidy.

The implication is that regulatory efforts to raise capital
standards do not lead a value-maximizing bank to hold a
more risky asset portfolio, as long as regulators do not also
relax efforts to limit asset risk and size. Thus, a more
stringent capital regulation will reduce the risk exposure of
the deposit insurance system.
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NOTES

1. In a New York Times article on March 5, 1987, con-
ceming a Federal Reserve proposal to require banks to
hold capital in connection with interest rate and currency
contracts, William McDonough, vice chairman of First Na-
tional Bank of Chicago, is quoted as saying that “. . . the
proposal could lead banks to take on riskier business to
compensate for the lower returns they would almost as-
suredly get by having to maintain more capital.”

Inthe academic literature, studies such as Kahane (1977)
and Koehn and Santomero (1980), applying a mean-
variance model to utility maximizing banks, conclude that

higher capital ratios can lead to greater asset risk. In a
recent article in this journal, Keeley and Furlong show that
the previous studies using such a framework are internally
inconsistent and the models cannot be used to support
the conclusion that a higher bank capital ratio can lead to
greater risk-taking.

2. Thus, Ay and C, exclude the value of any deposit
insurance subsidy, which will be introduced shortly.

3. The conclusions from the analysis would be un-
changed if the rate were a positive, fixed-rate premium.

4. See Jarrow and Rudd (1983).
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The mean-variance framework has been used to analyze
the effects of bank capital regulation on the asset and
bankruptcy risk of insured, utility-maximizing banks. This
literature claims that more stringent capital regulation
will increase asset risk and can increase bankruptcy risk.
These conclusions are notable because they are opposite to
those obtained for insured, value-maximizing banks. In
this paper, we show that the utility-maximization literature
does not support its conclusions regarding the effects of
bank capital regulation because it has mischaracterized
the bank’s investment opportunity set by neglecting the
option value of deposit insurance.
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| of Bank Capital Regulation

In recent years, federal bank regulatory agencies have
increased reliance on bank capital regulation, in part,
because of heightened concerns over the risk exposure of
the deposit insurance system. Indeed, the primary ra-
tionale for existing capital regulations, as well as proposals
for more stringent capital regulation, is to reduce the
insurance system’s risk exposure by reducing leverage.

The idea that capital and other restrictions might be
needed by lability holders in general to protect themselves
from equity holders has been discussed extensively in the
theoretical corporate finance literature. For example, Jen-
sen and Meckling (1976), modeling the equity of afirm as a
call option on its assets, show that equity holders have an
incentive to increase the non-systematic risk of assets once
debt has been issued or to issue additional debt. The reason
is that increasing asset risk or issuing new debt increases
the value of their option on the firm’s assets and hence
decreases the value of outstanding debt. As a result,
bondholders often impose covenants constraining such
things as future debt issues, dividend payments, and
leverage.

In banking, the interests of the deposit insurance system
parallel those of a private bondholder because the deposit
insurance system, not the insured depositors, stands to lose
in the event of a bank failure. In this vein, regulatory
capital requirements and other portfolio restrictions could
be viewed as similar to private bond covenants.!

It is within this context that a number of articles have
analyzed the need for bank regulation. One strand of the
literature has shown that when deposit insurance under-
prices risk, banks seeking to maximize the value of their
stockholders’ equity will attempt to maximize the value of
the insurance subsidy by increasing asset risk and leverage
(see Sharpe 1978, Kareken and Wallace 1978, and Dothan
and Williams 1980). The reason is that the option value
of deposit insurance increases as leverage or asset risk
increases (see Merton 1977). As a result, with fixed-rate
deposit insurance both capital and asset portfolio reg-
ulation are needed to limit the liability of the deposit
insurance fund.

Moreover, as we have shown elsewhere (Furlong and
Keeley 1989), the marginal value of the deposit insurance
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option with respect to increasing asset risk declines as
leverage declines. Consequently, value-maximizing banks
would have less of an incentive to increase asset risk as a
result of more stringent capital regulation. Thus, more
stringent capital regulation will reduce the risk exposure of
the insurance system as long as the stringency of the
regulation of asset portfolio risk remains unchanged. (That
is, as long as the resources devoted to enforcing, and the
penalties for evading, asset regulations remain unchanged,
more stringent capital regulation will cause the probability
of bank failure to decline.)

In contrast, another strand of the literature focusing on
utility-maximizing banks questions the effectiveness of
capital regulation. The original contributions to this litera-
ture perhaps are best typified by Kahane (1977) and Koehn
and Santomero (1980), hereafter referred to as KKS.
Moreover, the basic framework developed by KKS con-
tinues to be used, as in the work of Kim and Santomero
(1988) and others.2 KKS claim to show that, in the context
of a Markowitz two-parameter portfolio model, more
stringent bank capital regulation will cause a utility-
maximizing bank owner-manager to increase asset risk and
may, as a result, increase the risk of bank failure (and thus
implicitly increase the expected liability of the deposit in-
surance fund).3 These results are notable in large part be-
cause they run counter to the general finance literature and
suggest that capital regulation may be counterproductive.4

In this paper, we show that KKS’s use of the Markowitz
two-parameter portfolio model to analyze the effects of
bank capital regulation on bankruptcy risk is inappropriate
because of the model’s assumption of constant borrowing
rates and costs independent of portfolio (default) risk.3
While this assumption is appropriate for certain invest-
ment decisions where the probability of bankruptcy (de-
fault on debt) is zero or can be ignored, it is logically
inconsistent to use it to analyze the effects of bank capital
regulation on bankruptcy risk.

First, in a world without deposit insurance when the
probability of bankruptcy is nonzero, the promised deposit
rate demanded by uninsured depositors will depend on the
risk of the bank’s portfolio, which in turn depends on
leverage and asset risk. Also, if default is possible, the cost
of deposits will be a random variable. Moreover, if deposi-
tors are risk-averse, the expected cost of deposits (per
dollar) will rise with risk. Thus, the models of KK S, which
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assume constant borrowing rates and costs, are not appli-
cable to uninsured banks.

Second, and more importantly, while it might appear
that the Markowitz assumption of constant borrowing costs
employed by KKS is applicable to insured banks since
insured depositors will supply funds at a constant risk-free
promised rate, we show below that it is not.® The reason is
that the expected net marginal cost (expected interest cost
plus an assumed fixed-rate premium) of deposits (per
dollar) to the bank declines as the quantity of deposits
increases, because the option value of the deposit guaran-
tee increases as leverage increases. In effect, KKS confuse
the expected cost of deposits with the promised return un-
der situations where the probability of default is nonzero.

By assuming that changes in the probability of bank
failure do not affect deposit rates or costs, KKS mischarac-
terize the risk-return tradeoff even for a bank with fixed-
rate deposit insurance by neglecting changes in the value of
the insurance subsidy that occur when leverage or asset risk
changes and by using an inappropriate measure of risk
when bankruptcy is possible. These oversights are crucial
since limiting the deposit insurance subsidy is the main
reason for capital requirements in the first place.”

In Section I we first construct a prototype of the Mark-
owitz portfolio model used by KKS to analyze the effect of
bank capital regulation on asset risk. We show that when
bankruptcy is not possible, and, thus, when there is no
deposit insurance subsidy, the results from our prototypical
model parallel those of KKS regarding the effects of
capital regulation on increasing asset risk. However, in-
creases in asset risk due to more stringent capital regula-
tion cannot increase the probability of bankruptcy under
the assumptions that KKS use to derive the model since
these assumptions imply that the probability of bankruptcy
must be zero.

In Section I1, we demonstrate that accounting for deposit
insurance and the possibility of bankruptcy markedly
changes the bank’s opportunity set. Moreover, the variance
of return no longer adequately characterizes risk. As a
result, KK S mischaracterize the risk-return tradeoff absent
capital regulation as well as the effect of capital regulation
on the risk-return tradeoff when bankruptcy is possible or
when deposit insurance is subsidized. Because of this,
KKS’s model cannot be used to support their results.

Section III presents our summary and conclusions.
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I. A Prototypical Model of an Uninsured Bank’s Portfolio Decisionmaking

KKS analyze bank risk-taking as a portfolio manage-
ment problem for a risk-averse bank owner-manager whose
entire net worth is invested in the bank. The owner
manager’s equity risk depends on the bank’s asset portfolio
risk and on leverage. We assume that, in the absence of
regulation, banks will leverage only efficient asset port-
folios (those with maximum expected return for any given
level of risk).® Given the owner’s preferences towards risk,
expected utility will be maximized subject to a constraint
that relates the gross expected return (one plus the expected
rate of return) on capital, E(Z), to the standard deviation of
that return, o(Z).

To derive this risk-return constraint, we assume that the
bank’s deposits are not insured but that the bank can attract
deposits at a fixed promised deposit rate unrelated to the
bank’s risk. This implies that the bank has to choose a
combination of leverage and asset risk to make bankruptcy
impossible (that is, the realized return on assets will be
such that the promised obligations to depositors always
will be met). With bankruptcy not possible, the gross return
on capital, Z, is given by the gross return on assets, A, P,
minus the promised (which equals the actual) obligation to
liability holders, LR, divided by initial capital, K|,, or

AgP — LyR
1 Z = ——
ey X, ,
where
A, = Initial assets,
L, = Iinitial liabilities (deposits),
K, = initial capital,
P = gross return on the bank’s portfolio of assets,

assumed to be random, which equals one plus the
rate of return,

Z = gross return on capital, which is random, which
equals one plus the rate of return,
R = promised (which equals actual) gross certain re-

turn paid on (and per dollar cost of) liabilities,
which equals one plus the rate of return.

(1) may be rewritten by noting that L, = A, — K, to give

AO
2) Z=[%1[P-Rl +R
0

The expected gross return on capital, E(Z), may be found
by taking expected values of both sides of (2). As long as R
is fixed and not random, which it would be as long as
bankruptcy were not possible, this gives:

AO
3 E@) = [ 1E®) - R] + R.
0
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Thus, increasing leverage, as measured by the asset-to-
capital ratio, increases the owner’s expected return on
capital linearly when default is not possible for any given
asset portfolio.

Similarly, the standard deviation of the return on capital,
o(Z), may be derived from (2). When bankruptcy is not
possible, the covariance of R and P is zero and

AO
) o(Z) = [ £ 1a(P).
0

so that the standard deviation of return on capital also
varies linearly with leverage for a given asset portfolio.

(3) and (4) may be jointly solved to eliminate the
[Ay/K] term to give

B(Z) = o(Z) R
) Z) =1 o(P) 1EP) I +R
In other words, the expected (gross) return on capital varies
linearly with the standard deviation of return on capital for
a given expected asset return and asset standard deviation.
This is a standard result in the CAPM models of the finance
literature on investment (see Sharpe 1970).

In general, it is assumed that a bank faces a variety of
different asset portfolio risk-return combinations (the asset
risk-return frontier). Asset portfolios with more risk are
assumed to yield larger expected returns and thus the asset
risk-return frontier is convex (see Figure 1). Moreover, it is
assumed that the banking sector is small enough that the
asset risk-return frontier is unaffected by banks’ behavior.
Thus, the frontier is taken as given by banks in their
optimizing decisions.

An unconstrained bank’s efficient investment frontier
consists of linear combinations of a particular asset port-
folio and the single risk-free liability. As is well known (see
Hirshleifer 1970, chap. 10, or Fama and Miller 1972, chap.
7), the most efficient asset portfolio is the one where a line
from the constant (gross) borrowing rate, R, is tangent to
the asset risk-return frontier. (This is depicted as point
E(P,), o(Py) in Figure 1.) By leveraging this asset port-
folio the bank can obtain the highest expected return on its
capital for any degree of risk. Since this tangency at point
E(P,), o(P,) does not depend on the bank owner’s risk
preferences, the asset portfolio chosen depends only on the
risk-free interest rate and the asset risk-return frontier.

An unconstrained bank’s optimal position on this linear
investment (or capital) risk-return frontier is the point at
which the marginal rate of substitution between risk and
expected return, do(Z)/dE(Z) | U= 1s equated with the
tradeoff between risk and expected return along the effi-
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cient investment portfolio frontier. Following Koehn and
Santomero, assuming the distribution of portfolio returns
(Z) is symmetric (as it would be for a diversified portfolio
in which bankruptcy was not possible), and taking a second
order Taylor-series expansion of the utility function, U,
around the initial capital, K,,, of the bank, and then taking
expected values gives:

(6) E(U) = UK,) +
U'(Kp) {E(Z) — bI(E@))? + oAZ)?]}
where
U)K,
2U'(Ky)
is the coefficient of relative risk aversion of the underlying
utility function and U’ and U” are the first and second

derivatives of U. For this utility function the marginal rate
of substitution is:

do*@) L orz) = mrs
aEZ) |v=0 T p T O =M

Thus, the optimal portfolio requires that MRS = A, where A
is the tradeoff between variance and expected return on the
efficient investment frontier. Thus, the degree of leverage
chosen is determined by the owner’s risk preferences,

b =

@)

although the assumption is that the unconstrained bank
would choose a degree of leverage for which bankruptcy is
not possible.

When capital constraints are imposed, the bank owner
generally will be able to increase utility by leveraging asset
portfolios with more risk than the one characterized by the
parameters E(P,) and o(P). The reason is that a binding
capital constraint changes the shape and location of the
capital risk-return frontier, making it convex once the
constraint becomes binding. The capital risk-return fron-
tier under binding capital regulation is convex because it
represents a linear mapping of the asset risk-return frontier
which is assumed convex.®

In Figure 1, the effect of such a binding capital con-
straint on the capital risk-return frontier is depicted. As
Koehn and Santomero point out, a reduction in permissible
leverage reduces expected return on capital and investment
risk over the entire constrained frontier for any given asset
portfolio. Moreover, A is larger on the constrained frontier.
Thus, if a binding capital constraint were imposed on a
previously unconstrained bank (at UQ), the bank would
choose a more risky asset portfolio (and move to U1). (The
bank could have chosen a less or equally risky asset
portfolio when not constrained, but did not, which pre-
cludes a new equilibrium on the old capital frontier.) It

E(2) Figure 1

E(PO) ............

Unconstrained Capital
Risk-Return Frontier

Constrained Capital
Risk-Return Frontier

More Constrained Capital

Risk-Return Frontier

Asset Risk-Return Frontier

o(PO)
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should be emphasized that this result of an unambiguous
increase in asset risk depends critically on the assumption
that capital regulation alters the bank’s risk-return frontier
from a linear to a convex constraint, thereby increasing A
and reducing expected return on capital. However, as we
demonstrate in the next section, in the absence of capital
regulation the capital risk-return frontier of a bank that can
fail is not linear; nor does leverage have a linear effect on
risk and return.1®

The effects of further reducing leverage through regula-
tion are ambiguous, however, and depend on the shape of
the bank’s (owner’s) utility function. The case depicted in
Figure 1 is one with constant relative risk aversion, where
increasing the stringency of capital regulation (lowering
the permissible degree of leverage) leads the bank to
choose a more risky and higher-return asset portfolio (by
moving to U2).1! This result too, however, depends crit-
ically on the assumption that leverage affects the risk-
return frontier linearly—a result that does not hold for
banks that can fail.

This basic result of increased asset risk caused by more

stringent capital regulation is one result emphasized by
KKS. More important is their claim that the increased
asset risk caused by more stringent capital regulation could
increase the probability of bank failure and thus could be
counterproductive. However, under the constant borrowing
cost assumption they use to derive their model, an increase
in asset risk due to more stringent capital regulation cannot
affect the probability of failure, which remains zero.

The reason is that the probability of failure must be zero
in order for borrowing costs to be constant and for the effect
of leverage on risk and return to be linear. As we show
below, neither insured nor uninsured banks that can fail
have constant borrowing costs, and thus there is not a linear
effect of leverage on risk and return as KKS suppose.
Moreover, with underpriced deposit insurance, the capital
frontier may be nonconvex. Thus, KKS’s model is not
applicable to assessing the effects of capital regulation on
the probability of bankruptcy. In the next section we show
how the constraint changes and why KKS’s analysis of
capital regulation is inappropriate when a nonzero proba-
bility of bankruptcy and deposit insurance are introduced.

I1. Introducing Bankruptcy and Deposit Insurance

The analysis above, which is consistent with KKS,
assumes that a bank always would make asset and leverage
choices such that bankruptcy could not occur. Such a bank
could attract deposits at the risk-free rate because it always
would make the payments promised regardless of the
return on assets realized. Consequently, the cost of depos-
its (per dollar) to such a bank would equal the promised
risk-free deposit rate and would not be a random variable
so that the capital risk-return frontier in the absence of
capital regulation would be linear.

In the absence of deposit insurance a bank’s expected
borrowing cost would rise as leverage (and thereby the
probability of bankruptcy) increases if depositors are risk-
averse. Thus, leverage does not have a linear effect on risk
and return for uninsured banks that can fail.

More importantly, even with fixed-rate deposit insur-
ance (under which a bank could attract deposits at a
promised risk-free rate even though bankruptcy is pos-
sible), the per dollar deposit cost is random and the
expected per dollar cost of deposits to the bank would vary
with default risk and would no longer be equal to the
promised risk-free deposit rate plus the deposit insurance
premium rate.'? As a result, leverage would not have linear
effects on risk and return. The reason is that a fixed-rate
deposit insurance guarantee represents an option to the
bank to put the bank’s assets to the insuring agency at a
striking price equal to the promised maturity value of its

liabilities. The value of the option (per dollar of deposits)
increases as leverage (deposits) increases, but its price (per
dollar of deposits) is fixed. This increase in the option’s net
value, in effect, lowers the expected marginal cost of
deposits. As a result, the expected cost of deposits to the
bank is less than the risk-free rate plus the deposit insur-
ance premium. Moreover, the expected cost of deposits is
not independent of the bank’s asset portfolio risk—in fact,
the expected cost of deposits also declines as asset port-
folio risk increases because the net value of the deposit
insurance option also increases as asset risk increases.

To demonstrate how the deposit insurance guarantee
affects the risk-return tradeoff, it is assumed that a minimal
form of capital regulation is in place (a bank owner must
invest his or her entire net worth in the bank), and that the
deposit insurance premium is zero.'3.14 The expected
gross return on capital, then, is given by:

°° AP — L,R
(8) E@Z) = f [2———1f(P)dP,

Ko
where
R = the promised gross rate on deposits,
f(P) = the probability density function of P,
P* [Lo/A]1R, which is the lowest asset return for

which depositors are repaid in full, that is, when
bank capital is exhausted.
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(8) indicates that the expected gross return on capital is the
expected value of gross asset returns minus liability obliga-
tions, conditional on nonbankruptcy. (If P << P*, bank-
ruptcy occurs and the gross return on capital is zero.) (8)
can be rewritten by adding and subtracting the same term
to give:

) E(Z) = f (2o ~LoR) cipyap

BY AgP—LyR
f [i—-m-]f(P)dP.

K,
Noting that L, = A, — K, and taking the integral of the
first term of (9) and rearranging terms in the second
integral gives:

AO
(10) E2) = {| -k-o- IIE(P) — R] + R}
P* I R—A,P
+ J [——0 X, 0 1fP)dP.

Note that the first term of (10) in braces is identical to the
right-hand side of (3), the formula for the expected gross
returns on capital of a bank that cannot go bankrupt.
However, the second term of (10) represents an integration
over bankruptcy states of the obligations to depositors in
excess of returns on assets, which, by definition, are
positive in each bankruptcy state (since if P < P*,L,R —
Ay P > 0). The value of this integral, however, depends
positively on leverage. (That is, the derivative of the
integral with respect to liabilities holding constant equity
is

j" [R - P]

e K,

f(P)dP

which is positive since R > P for P < P*.) This means
that the cost of an additional dollar of deposits holding
equity constant (which increases leverage), is not R, but is
R minus the increase in the value of the integral.

This second term of (10), the expected value (conditional
on bankruptcy) of the obligations to depositors in excess of
returns on assets per dollar of invested capital, corresponds
to the option value of deposit insurance as described by
Merton (1977). This is the term that is neglected by both
Kahane and Koehn and Santomero. By neglecting the
option value of deposit insurance per dollar of invested
capital, the linear relationship between expected return
and leverage assumed by KKS no longer holds, nor does
the linear relationship between risk and leverage.!S In
effect, the expected return on capital with deposit insur-
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ance is the sum of the expected return posited by KKS plus
the expected return of the option. Below, the implications
of these changed relationships for the effects of bank
capital regulation on the relationship between leverage and
expected return are explored.

Following Merton (1977), under the stochastic assump-
tions employed by Black and Scholes (1973), the value of
the integral neglected by KKS-—the option value of de-
posit insurance per dollar of capital invested—is:

LoF(oVt — x) — AgF(—x)
an Iy = ’
IKO
where
I, = the value of the option per dollar of capltal in-
vested, which equals
P LyR — AP
J 1= 11®) P,
0

L, = the current value of insured deposits, which earn

the risk-free interest rate and are assumed to
constitute all deposits,

A, = the current value of assets (excluding the value of
the insurance option),

o = the standard deviation of the rate of return on
assets, which is the measure of risk,

t = the interval fo the next examination,

10g(—~)+(—)
X = , and

oVt

F() = the standard normal cumulative density function.

First, consider how the value of the option varies with
leverage, holding initial capital constant. (We chose this
method of varying leverage since it corresponds to KKS’s
assumption that the bank owner’s capital is fixed.) Using
the results in Jarrow and Rudd (1983),

dl, _ al, 1
(12) =g~ g
or
dl,
(13) “ZZ'L‘;‘ ] Ko =

1
[F(lcVt — x) — F(-—x)][?—]>0
. 0
That is, increasing deposits, holding capital constant,

increases the option value of deposit insurance. Moreover,
the second derivate of I, with respect to L, is positive.
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Thus, the overall expected return increases more rapidly
and nonlinearly with leverage than the linear relationship
posited by KKS, thereby making the relation between
leverage and expected return nonconvex. Because of this,
risk-aversion would no longer necessarily constrain bank
risk-taking. In fact, as we have shown elsewhere (Furlong
and Keeley 1987), for a binomial asset return distribution,
as long as the bank owner is willing to risk bankruptcy,
absent regulation, optimal leverage is infinite even though
the bank owner is risk-averse.!6

Moreover, consider how the expected return varies with
increased asset portfolio risk. The value of the option
varies with asset risk as

Ay Vit F'
E_JI_Q:j.__l;___.(.i)_>O.

(14) do K,

Thus, independent of the positive market relationship
between asset risk and return presumed by KKS, the value
of the option also increases with asset risk, thereby chang-
ing the shape of the capital risk-return frontier holding
leverage constant. That is, the capital risk-return frontier is
no longer a linear mapping of the asset risk-return frontier.

Finally, as we have pointed out elsewhere (Furlong and
Keeley, 1989), the gain from increased risk-taking (in terms
of increased option value) increases as leverage increases
because:

d2I,

1 dx
dodL, |k, = Ao VI F'x) ——

15 dL,

+ FOVE k-l-] >0
0

(which is positive because F"(x) < 0, dx/dL, < 0 and
F'(x)>0). (15) implies that the gain from increased risk-
taking is not independent of leverage as KKS assume.!”

As the above results demonstrate, the relationship be-
tween expected return, leverage and asset risk is straight-
forward, but the relationship between true capital risk and
return is not. Although the variance of Z under subsidized
deposit insurance is easily calculated, o(Z) alone no longer
adequately characterizes risk for the bank owner when
bankruptcy is possible. Specifically, it is well known that
variance alone is an unreliable measure of risk for trun-
cated, skewed distributions such as that of Z when bank-
ruptcy is possible. Since the equity of the bank is a call
option on its assets at a striking price equal to the promised
maturity value of the deposits, the return on equity will
be positively skewed. As Cox and Rubinstein (1985,
pp. 317-342) show, for utility functions with constant
proportional risk-aversion, expected utility depends on the
skewness as well as the mean and variance of the return. By
neglecting the skewness of the return distribution, KKS
mischaracterize the shape of the capital risk-return tradeoff
absent capital regulation and how that shape is affected by
leverage and capital regulation.

Thus, KKS’s analysis does not demonstrate that more
stringent capital regulation would lead a utility-maximiz-
ing bank with fixed-rate deposit insurance to take on more
asset risk. Moreover, from the analysis above, risk-aver-
sion alone will not necessarily be sufficient to limit lever-
age and asset risk as is concluded by KKS. As a result,
KKS’s analysis cannot support their claim that more
stringent capital regulation will be counterproductive for
bank owners with certain preference structures. For exam-
ple, Furlong and Keeley (1987) demonstrate that for a
binomial asset return distribution, the probability of bank-
ruptcy declines as the stringency of capital regulation is
increased as long as the stringency of asset portfolio risk
regulation remains unchanged regardless of the bank
owner'’s preference structure.

III. Summary and Conclusions

Two inconsistent strands of the finance literature come to
opposite conclusions regarding the effects of capital reg-
ulation on bank risk-taking. On the one hand, the options
literature suggests that for risk-neutral or value-maximiz-
ing banks capital regulation will reduce the risk exposure
of the deposit insurance system under a given stringency of
asset regulation. On the other hand, the utility-maximiza-
tion literature utilizing the Markowitz two-parameter port-
folio model, as typified by KKS, claims that for risk-averse
banks more stringent capital regulation may increase the
probability of bank failure (and hence implicitly the risk
exposure of the insurance system) and thus be coun-
terproductive.
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In this paper we show that the KKS model does not
support its claimed results. KKS apply the Markowitz two-
parameter portfolio model to analyze bank risk-taking
under a nonzero probability of bankruptcy inappropriately.
Specifically they neglect the option value of the deposit
insurance subsidy and use an inappropriate measure of
risk, -thereby mischaracterizing both the risk-return fron-
tier absent capital regulation and the shift in the risk-return
frontier due to capital regulation. Because of these over-
sights, the models used by KKS are not applicable to
analyzing the effects of bank capital regulation on asset
risk and cannot be used to support their results.
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NOTES

1.. See Black, Miller, and Posner (1978) for.a discussion of
why bank regulation is analogous to the contractual en-
forcement of private lending agreements by private debt-
holders. Black, Miller, and Posner also argue, but do not
formally prove, that the less capital the bank has, the
greater its incentives for risk-taking. As aresult, they call
for .more stringent capital requirements to protect the
insurance fund.

2. Also, see articles by Wali (1985), Lam and Chen (1985)
and Hanweck (1985).

3. As Koehn and Santomero (1980, p. 1244) putit, “In fact,
a case could be argued that the opposite result can be
expected to that which is desired when higher capital
requirements are imposed.”

4. Although Kahane and Koehn and Santomero conclude
that both capital and asset regulation are necessary, as
does the value-maximizing literature typified by Sharpe,
Kareken and Wallace, and Dothan and Williams, it is
important to recognize that KKS’'s models cannot support
this conclusion. (It is true that, under the assumption of
value maximization, both capital and asset regulation are
needed to limit the liability of the deposit insurance sys-
tem.) KKS claim that both capital and asset regulation are
needed because more stringent capital regulation leads
1o greater asset portfolio risk, which in turn can increase
‘the probability of failure. However, as we show later, KKS's
models cannot be used tc show that more stringent reg-
ulation will lead to an increased probability of failure.

5. Keehn and Santomero explicitly assume a constant
‘deposit rate and corresponding constant borrowing cost
per dollar of liabilities. Similarly, Kahane, following Hart
and Jaffee (1974), assumes that the deposit rate is sto-
chastic but unrelated to the bank’s portfolio risk. For
example, Kahane (1977, p. 209) states that “. . . the dis-
tributions of the random variables (the returns on assets
and liabilities) must be exogenously given and indepen-
dent of the value of the vector x (the portfolio alloca-
tion). . . " (parenthetical statements added).

6. In private correspondence Anthony Santomero indi-
cated that the Koehn and Santomero model was properly
interpreted as applying to insured banks. Moreover, the
more recent Kim and Santomero (1988) model specifically
is claimed to apply to insured banks.

7. It should be noted that the analysis of KKS is not
applicable to uninsured banks either. To analyze unin-
sured banks, one would have to account for the increase
in expected borrowing costs as bank risk increased and
the variance of deposit returns increased, which would
result from the behavior of risk-averse depositors.

8. See Merton (1972) for a discussion of how quadratic
programming can be used to solve for the efficient asset
portfolio.

9. To derive the shape of the capital risk-return frontier,
the risk-return combination resulting from leveraging each
asset portfolio to the maximum degree allowed may be

Federal Reserve Bank of San Francisco

traced out. As (3) and (4) show, both expected return,
E(2), and risk; R;, are linear functions of leverage. Thus,
the risk and return on capital for a given asset portfolio and
leverage can befound geometrically by extending a ray
from the :constant borrowing rate through the particular
asset portfolio up to the maximum leverage allowed. The
locus of such points is the constrained capital risk-return
frontier. Also, note that a particular point on a capital risk-
return frontier has-greater asset risk than another point on
the same oron a different frontier if the slope of a line from
R through the point is smaller.

10. Althoughthe shape of the risk-return frontier depends
onwhetherthe bank’s deposits are insured at a fixed rate,
neither insured nor.uninsured frontiers are linear.

11. ‘For a formal proof see Koehn and Santomero (1980).

12. An anonymous referee noted that once it is realized
that the deposit rate (from the bank’s perspective) is
random, the nonlinearity of the investment frontier is self-
evident since it is simply a combination of positive and
negative risky assets. While this is true, our point is that a
fixed-rate deposit insurance guarantee alters the risk-
return frontier in a specific way so as to subsidize risk-
taking.

13. The assumption implicit in the utility maximization
framework is that a (potential) bank owner has an ex-
ogenously given initial capital (wealth) Kg, all of which
must be invested in the bank in order to obtain deposit
insurance. However, this assumption implies some form of
capital regulation since a risk-averse bank owner gener-
ally would prefer to segregate his capital (and make a
relatively safe investment) and start a bank with no capital,
thereby acquiring an option of potentially unlimited value.
This suggests that the utility-maximization model may not
be applicable to many actual banks since even owners of
small banks have limited liability, and, absent capital
regulation, would not have to risk ali of their own funds. It
also suggests that this limited form of capital regulation
must reduce the probability of bank failure—a result
opposite to KKS.

14. Since we are interested in fixed-rate deposit insur-
ance systems, the analysis of a zero-premium rate system
is essentially the same as a positive fixed-rate system.

15. With fixed-rate deposit insurance, a more risky asset
portfolio, even if it has-the same expected return, in-
creases the expected return on capital because the op-
tion value of deposit insurance increases. Similarly, by
increasing leverage, the owner can increase without limit
the expected return on capital as long as some part of the
asset distribution exceeds the promised rate. Under these
circumstances, even if the expected rate on assets were
less than the promised rate on deposits, -a bank with
underpriced deposit insurance would gain from leverage.
This is in sharp contrast to the results without deposit
insurance when bankruptcy is not possible. In that case,
leverage can increase expected return only if the ex-
pected return on assets exceeds the expected cost of
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deposits (see (3)). Thus, the provision of underpriced
deposit insurance can cause risk-averse bank owners to
assume more risky portfolios.

16. Rationality implies that a lottery that costs $1 and pays
$100 with a 50 percent chance and $0 with a 50 percent
chance will be preferred to one that also costs $1 but pays
$10 with a 50 percent chance and $0 with a 50 percent
chance, even though the variance of the first lottery's
outcomes is higher. Thus, for some asset distributions,
such as the binomial, a bank owner's true risk is limited (for
sufficiently high leverage there is a constant probability,
which is invariant with greater leverage and is less than
one, that he will lose his capital), but his (certain) return if
failure does not occur (and thus his expected return) is
unlimited as leverage increases. (That is, as leverage
increases, end-of-period capital increases without limit as
long as bankruptcy does not occur and is zero if bank-
ruptcy does occur. See Furlong and Keeley (1987, p. 39)
for a more detailed discussion.)

Thus, even a risk-averse bank owner (willing to risk
bankruptcy in return for a sufficiently high payoff) might
prefer unlimited-leverage. A similar result applies to asset
risk. In contrast, KKS argue that risk-aversion necessarily
limits bank risk-taking. While this may be the case in the
absence of subsidized deposit insurance, it need not be
so with subsidized deposit insurance. It may be the case
that even a risk-averse bank owner-manager will try to
maximize the option value of deposit insurance. Thus, in
general it is not meaningful to analyze the effects of capital
regulation absent asset regulation as do KKS.

17.(15) also implies that, for value-maximizing banks,
more stringent capital regulation will reduce the risk ex-
posure of the deposit insurance system as long as the
stringency of asset portfolio regulation is not reduced.
See Furlong and Keeley (1989) for a more complete
discussion.
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