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The United States remains mired in the worst
peacetime inflation of its entire history, follow-
ing a 90-percent upsurge in the general price level
over the past decade, and many other industrial
nations exhibit similar records. We must careful-
ly examine the causes of this severe problem, and
then determine the best way of returning the
nation to relative price stability—hence this issue
of the Review. The first article evaluates the
theoretical and empirical evidence on the causes
and costs of inflation—as well as the costs of
anti-inflation policy—as a means of determining
which policy has the most reasonable chance of
sustained success against inflation. The next two
articles provide a rationale for the Federal Re-
serve’s October 6 shift in monetary policy—a
shift which promises greater control over price
fluctuations, through its increased emphasis on
the control of the monetary aggregates. The final
article utilizes the experiences of Japan and three
other fast-growing Far Eastern economies to
examine the relationship between exchange-rate
policy and inflation.

Michael Bazdarich, in the first article, employs
a simple macroeconomic analysis to present
statements of both monetary and cost-push (or
income-share) theories of inflation. He con-
cludes that all these theories require an accom-
panying increase in the money supply to provide
a consistent account of continuing inflation. “It
follows that the various theories can explain
sustained inflation, such as we have experienced,
only to the extent that they can explain systemat-
ic increases in the money supply.”

Turning to the formulation of an effective
anti-inflation policy, Bazdarich notes several
questions which policymakers must face. First,
should inflation in fact be slowed? “We argue
that the costs of inflation are considerable and
recurring, whereas the output costs of stopping
inflation, while considerable, are temporary, and
would be almost wholly absorbed by the econo-
my within a three-to-five year period followinga
sustained effort to reduce the rate of inflation.”
Next he asks, what policy instruments should be
used if we decide to slow inflation? “The import-

ance of monetary factors in initiating and/or
sustaining inflation implies that an effective anti-
inflation policy must include a sustained reduc-
tion in the growth rates of the monetary aggre-
gates. This is true even if one holds to a strict
cost-push view of inflation.”

Finally, he asks, how rapid a reduction in
inflation should policymakers try to attain?
“Though political forces may push for a ‘quick
fix’, the lags from monetary policy to inflation
make it impossible to achieve an immediate
reduction in the inflation rate. Moreover, at-
tempts to eliminate inflation quickly would
make a deep recession inevitable, which would
tend to shift political sentiment from fighting
inflation to reducing unemployment, and thus
could lead to stimulative policies and another
inflationary cycle.”

John P. Judd and John L. Scadding next turn
to the crucial role of monetary policy, specifical-
ly to consider the implications of the recent
major shift in the focus of short-run policy
procedures. First there is the strategic question
of translating ultimate stabilization goals, such
as price stability and full employment, into
intermediate targets for the monetary aggre-
gates. Next, there is the tactical question of
choosing an operating instrument as a means of
reaching the desired monetary targets. Until
recently, this two-step procedure consisted for-
mally of a Federal-funds rate operating instru-
ment designed to achieve intermediate targets for
the monetary aggregates. But the authors con-
tend that the reality of policy differs significantly
from itsappearance. Specifically, they argue that
the Federal Open Market Committee (FOMC)
operates in such a way to ensure the linkage of
operating instrument and intermediate target, so
that they cannot in practice be separated in the
way suggested by the formal description. This
reflects the fact that there are two dimensions to
the operating-instrument decision—the choice
of instrument, and also the choice of methods of
employing the chosen instrument.

Judd and Scadding argue that the FOMC is
likely to control whatever operating instrument



it chooses in a cautious manner. This rational
approach follows naturally from apparently
unavoidable uncertainties about the actual state
of the economy and the impact of policy actions.
This cautiousness means that the choice of ope-
rating instrument largely pre-ordains the effec-
tive choice of intermediate targets. Cautious
control of the funds rate means that the FOMC,
in effect, uses interest rates as its intermediate
target, whether or not it has official aggregates
targets. An interest-rate approach is most nearly
optimal when real-sector disturbances are small-
er than monetary-sector disturbances, and when
inflation is not a major problem. Cautious con-
trol of reserves means that the FOMC uses the
monetary aggregates as its intermediate target,
which is most nearly optimal when real-sector
disturbances are larger than monetary-sector
disturbances, and when inflation is a serious
source of concern. These conclusions thus sug-
gest two guidelines: 1) Choose the most nearly
optimal intermediate target, on the basis of the
available empirical evidence; and 2) Choose the
operating instrument which, when controlled
cautiously, orients policy as much as possible
around the chosen intermediate target.

“Monetary policy”, they conclude, “should
lean more toward a pure aggregates strategy than
a pure interest-rate strategy. Given the uncer-
tainties and other constraints on FOMC actions,
the reserves approach recently adopted will
automatically imply an aggregates orientation of
monetary policy. This will be a distinct improve-
ment over former policies which, despite official
aggregates targets, were really oriented around
interest rates.”

Kenneth C. Froewiss and John P. Judd next
consider whether it is wise to single out one
variable—the money supply-—from among all of
those on which the Fed might focus its attention.
“Indeed, to confer primacy on ‘money’ goes
against a long Fed tradition of ‘looking at every-
thing’ in attempting to gauge the direction of the
economy and the correspondingly appropriate
monetary policy.” Moreover, that tradition has
some support in the theory of “optimal
control”—a theory which implies that monetary
policy is unlikely to be optimal if available
information about goal variables is not used.

Froewiss and Judd agree that the optimal-

control argument is theoretically unassailable,
but argue that it cannot be considered relevant to
policymakers without reference to a related
empirical question: which variables, if any, con-
tain information about aggregates in addition to
the policy variables on which policymakers natu-
rally rely? Froewiss and Judd reply, “The statisti-
cal tests indicate that, once policymakers take
account of growth in money (especially M;), they
can gain little additional information about
aggregate demand from such variables as bank
credit (and its components), interest rates, and
flow-of-funds variables.”

Generally speaking, Froewiss and Judd find
little evidence to support the view that the Feder-
al Reserve should not target money because this
involves “throwing away” significant financial-
market information. “Furthermore, these results
reconfirm the robustness of the association be-
tween money and aggregate demand.”

Hang-Sheng Cheng, in a final article, analyzes
the relationship between exchange-rate policies
and domestic inflation. He shows that, in an
open economy, any inflationary disturbance
from whatever source always manifests itselfasa
pressure in the foreign-exchange market, in the
form of a reserve change or an exchange-rate
adjustment (or a combination of the two). He
also shows that the essence of an exchange-rate
policy lies in a deliberate policy choice regarding
the distribution of the “exchange-market pres-
sure” between reserve changes and exchange-
rate adjustments. From this analysis, he derivesa
policy rule for minimizing domestic inflation—
permit exchange appreciation and resist depre-
ciation, regardless of the source of inflationary
disturbances.

Cheng then applies this rule to assess the
actual exchange-rate policies and inflation expe-
riences of Japan, the Philippines, Korea and
Taiwan during the 1968-78 period. “All four
countries exhibited a strong aversion to currency
appreciation and a strong preference for curren-
cy depreciation—an attitude exactly opposite to
what our policy rule would prescribe.” Cheng
notes that this attitude may have stemmed from
other policy objectives, such as export competi-
tiveness and income growth. “A ‘sub-optimal’
exchange-rate policy incurs a cost in terms of a
higher-than-necessary inflation rate.”



Michael Bazdarich*

Inflation is currently judged to be the Ameri-
can economy’s number-one problem by Presi-
dent Carter, Chairman Volcker, and most other
prominent government officials, not to mention
the American public. And reducing inflation, of
course, is a primary goal of Federal Reserve
policy. Clearly, then, the development of an
effective anti-inflation policy is a crucial issue.

In order to address this issue, one must first
analyze the nature of the inflation process itself,
as well as the underlying economic causes of
inflation. This is the aim of the present paper. We
will evaluate the available theoretical and empir-
ical evidence on the causes and costs of inflation
as well as on the costs of anti-inflation policy. We
will then use the results of this analysis to deter-
mine which anti-inflation policy has the most
reasonable chance of sustained success.

To this end, in Section 1 we employ a simple
macroeconomic analysis to present comparable
statements of both monetary and cost-push (or
income-share) theories of inflation. On the basis
of that analysis, we conclude that all these
theories require an accompanying increase in the
money supply in order for them to provide a
consistent account of continuing inflation. It
follows that the various theories can explain
sustained inflation, such as we have experienced,
only to the extent that they can explain systemat-
ic increases in the money supply.

In Section II, we use these points to discuss
what a meaningful test of the competing theories
of inflation should show, and evaluate the empir-
ical evidence on these terms. We see ample
evidence there of a strong positive effect of the
monetary aggregates on the price level, but find
very little evidence that U.S. monetary policy has
systematically reacted to accommodate cost-

*Fconomist, Federal Reserve Bank of San Francisco

push or monopoly-pricing factors. Also, despite
mixed evidence, we find some signs of effects of
government spending and federal deficits on the
monetary aggregates. These results suggest that
U.S. fiscal and monetary policies have had a
substantial role in initiating and sustaining infla-
tion over the last two decades.

In Section III, we discuss the economic costs
of inflation. Besides increasing uncertainty and
redistributing wealth, inflation also causes peo-
ple to shift out of holding money balances into
shopping more often, stockpiling goods, and
making speculative investments—all of which
lead to inefficient allocations of resources. Also,
because of government tax regulations written in
terms of nominal amounts, inflation distorts
private decisionmaking. We conclude, then, that
the costs of inflation are indeed significant.

The rest of our analysis concerns the costs of
anti-inflation policy and the choice of the best
policy to achieve that end. In Section IV, we
discuss the output-employment costs of anti-
inflation policy by considering current evidence
on the Phillips curve inflation-unemployment
tradeoff. The available evidence suggests that
significant amounts of output and unemploy-
ment would be lost under any anti-inflationary
fiscal and monetary policy. Still, it is doubtful
that alternative or additional policy actions can
avoid such costs while still slowing inflation.

In Section V we consider the implications of
this analysis for the formulation of an effective
anti-inflation policy. Here we attempt to answer
three questions facing the policymaker: . 1)
Should inflation in fact be slowed? 2)What
policy instruments should be used if we decide to
slow inflation? and 3) How rapid a reduction in
inflation should policymakers try to attain?

The answer to the first question might seem to
be a foregone conclusion, yet it’s useful to con-



sider the pros and cons formally. We argue that
the costs of inflation are considerable and recur-
ring, whereas the output costs of stopping infla-
tion, while considerable, are temporary, and
would be almost wholly absorbed by the econo-
my within a three-to-five year period followinga
sustained effort to reduce the rate of inflation.!
In this light, the costs of stopping inflation do not
appear to outweigh the costs of inflation itself.
Also, given the substantial responsibility of fiscal
and monetary policymakers for originally caus-
ing inflation, it can be argued that they should
direct their efforts toward reducing the inflation
problem today.

With respect to the second question, the im-
portance of monetary factors in initiating and/ or
sustaining inflation implies that an effective anti-
inflation policy must include a sustained reduc-
tion in the growth rates of the monetary aggre-
gates. This is true even if one holds to a strict
cost-push view of inflation. At the same time, we
argue that tighter fiscal policy and the removal or
easing of governmental regulatory burdens may
successfully augment monetary policy by miti-
gating its contractionary effects on various sec-
tors of the economy. However, we see no useful
role for incomes policies in our anti-inflation
strategy, partly because there is no clear evidence
that wage and price restraints can mitigate cost-

push forces, and partly because such policies
have historically tended to substitute for rather
than complement monetary restraint.

Finally, with respect to the third question, the
crucial issue in deciding how quickly to stop
inflation is how the costs of stopping inflation
can be least painfully imposed. Though political
forces may push for a “quick fix”, the lags from
monetary policy to inflation make it impossible
to achieve an immediate reduction in the infla-
tion rate. Moreover, attempts to eliminate infla-
tion quickly would make a deep recession inevi-
table, which would tend to shift political
sentiment from fighting inflation to reducing
unemployment, and thus could lead to stimula-
tive policies and another inflationary cycle. This
strongly suggests that restrictive policies should
be implemented slowly enough to avoid a deep
recession, but resolutely enough to have some
lasting effect on inflation. That is, policymakers
must avoid expansionary temptations once their
policies begin to work in slowing inflation.
Naturally, such a passive policy course could be
politically unpopular, and thus hard to maintain.
Nevertheless, it may be the only course of action
that can generate a sustainable reduction in
inflation without severely distorting or disrup-
ting the workings of the American economy.

I. Inflation in Macroeconomic Theory

For our purposes, theories of inflation can be
divided into two.major groupings: monetary
theories and cost-push—or more precisely, what
Charles Schultze has called “income share”—
theories of inflation.? Monetary theories cite
accelerations in the growth of various monetary
aggregates as the primary inciting and sustaining
factor in inflations. Cost-push or income-share
theories, on the other hand, stress the impor-
tance of supply factors, such ‘as autonomous
increases in important wages or prices, in gene-
rating continuing wage-price spirals. Usually,
such autonomous increases are said to- occur
when firms or labor unions exercise their per-
ceived monopoly power in an attempt to increase
their profits or wage incomes, ' respectively.?
Their- actions subsequently lead to price and
wage increases throughout the entire economy.

As stated here, both types of inflation theories
provide only partialexplanations of the inflation
process. Monetary approaches provide a reason-
ably complete description of how the money
supply operates through demand-and supply to
effect an increase in the price level. However, the
pressures—political or otherwise—which cause
policymakers to allow the money supply to
increase in the first place often are not described
or documented as fully as are the effects  of
money on prices. On the other hand, income-
share theories generally provide descriptions of
the economic and sociological forces leading to
cost-push behavior. However, most of these
discussions do not provide a cogent enough
analysis of how the momentum of cost-generated
wage-price spirals can continue without severe
disruptions of output and employment. These



respective analytical problems are discussed
further below. .

Economists typically define inflation as a
sustained increase in the average price level, and
thus in the money price of virtually all goods.
However, industry-specific phenomena—such
as bankruptcies, mergers, technological develop-
ment, and changes in consumer tastes or supply
conditions—typically change prices in one in-
dustry relative to another, but do not have much
effect on the price level in general. Rather, such
relative price changes serve as signals to the
economy to shift resources among industries—
and to shift consumption habits among goods—
in order to promote economic efficiency. Some
prices will rise and others will fall, but prices on
average need not change at all. Under inflation,
however, the dominant characteristic is an in-
crease in virtually all money prices, with resource
shifts either non-existent or primarily due to
factors unrelated to the inflation itself. Thus,
there is a fundamental conceptual difference
between factors which lead primarily to relative
price changes and those which lead primarily to
absolute price-level changes, or inflation.4

There is also a distinction between factors
which cause continuing inflation and those
which cause only one-time movements in the
price level. Thus, some factors can have a broad
enough impact to raise the general price level
once-and-for-all, but cannot cause continuing
price increases. Therefore, these factors cannot
seriously be considered as causes of sustained
inflation such as the United States and other
countries have experienced.

Inflation has been linked to increases in the
money supply at least since the writings of David
Hume some two hundred years ago.’ The reason
is that increases in currency and deposit holdings
by the public serve to increase demand--and so
money prices—for all goods rather than to shift
demand from one good to another. Moreover,
an increase in the money supply serves to. in-
crease nominal demand for goods:but does not
change underlying real supply conditions (i.e.,
technology and factor supplies). Such an in-
crease ultimately affects only prices, without
necessarily inducing resource shifts from one
industry to another.

Of course, in the short-run, before prices have
adjusted fully, a higher money supply will induce
higher output and employment, and other real
effects. However, these will disappear once the
economy has adjusted fully to the higher money
supply.6 Furthermore, continuing increases in
the money supply will exert continuing upward
pressure on nominal demand, and so can cause
continuing inflation.

In the days of the gold standard, monetary
analyses explained secular increases in the sup-
ply of specie {(gold)—and thus inflation—largely
through expropriations or discoveries of gold
and silver. In modern economies with fiat mon-
ies, the supply of currency and deposits is largely
under the government’s control, so a complete
monetary theory of inflation must explain why
the government would, in effect, choose to inflict
inflation on an economy by expanding the mon-
ey supply.

One obvious explanation is the political press-
ure to maintain high-employment and output
conditions. Since prices and resources are not
perfectly flexible in the real world, central banks
are constantly under pressure to insure that their
domestic money supply grows at least as fast as
money demand. (Otherwise, there would be
general downward pressure on prices, which
could lead to depressed business conditionsif the
economy did not react immediately.) In such a
case, the money supply inevitably would grow
faster than money demand, and thus impart an
inflationary bias to the economy.

Also, the lags from monetary expansion to
inflation are longer than those from monetary
expansion to increases in output. This naturally
causes conflict between those with short-term
time horizons, who are concerned with output
and employment here and now, and those with
longer horizons, who are more worried about
long-term problems such as inflation and stable
growth. When short-term problems are especial-
ly pressing, or when those short-run concerns
gain superior political force, monetary expan-
sion will accelerate, thus leading to accelerated
inflation later on.

Another oft-cited explanation of inflationary
monetary expansion is the tendency for higher
government expenditures to be financed by



money creation rather than by higher taxes or
bond sales to the public. The higher spending
therefore leads to faster money-supply growth,
which then eventually leads to accelerated infla-
tion. It is important to realize that the same level
of government spending would be much less
inflationary when financed fully by taxes or
bond issues to the public. Higher taxes would in
effect shift demand from the general public to the
government, so that the higher spending could be
accomplished with a small one-time increase in
the price level. Public bond issues would either
shift demand from investors to the government,
or would tend to increase interest rates in credit
markets, in either case mitigating price rises.’
However, when money creation finances govern-
ment spending, this serves to augment rather
than offset the higher government demand for
goods. What’s more, the money supply will tend
to continue growing as long as spending remains
at a high level, so that a continuing inflation can
occur.

In summary, increases in the monetary aggre-
gates can be seen to lead to the general type of
price increases which we have defined as infla-
tion. Monetary theories also cite various politi-
cal factors which can lead to the initial excessive
monetary expansion.

Income-share theories attribute inflation to
the struggles of business firms, labor unions, and
other groups to increase their share of the eco-
nomic pie. Initially, these groups attempt to
exploit their perceived monopoly power to raise
the prices of their goods or services. When higher
wages raise costs and prices in an industry
and/or when higher commodity prices raise the
costs of producing other goods and of maintain-
ing living standards, other firms and unions
attempt to keep pace by raising their own prices,
which can then cause a wage-price spiral to
emerge. Various versions of this approach in-
clude cost-push, wage-push and sellers’ inflation
theories, as described in the writings of John
Kenneth Galbraith, Abba Lerner, Edward Bern-
stein, and others. Similar theories cite shocks to
particular industries—such- as the OPEC oil
price hike of 1973 or various crop failures—as
the first causes which raise costs and so generate
continuing inflationary spirals.?

All the phenomena discussed in this context
are primarily sources of relative price change. By
themselves, they represent, at most, temporary
or one-time pressures on the price level. The
typical problem for these theories is to explain
how such one-time, industry-specific factors can
induce a continuing, general inflation without
disrupting equilibrium levels of output and em-
ployment.

Consider, for example, an increase in wages in
an industry due to union demands. If all other
wages and prices in the economy then increase by
like amounts in order to maintain real incomes,
real wealth will decline due to the lower purcha-
sing power of cash and other assets with fixed
money values. Therefore, demand would be
insufficient to maintain full-employment output,
so that either the price level would fall towards its
previous level or the economy would go into
recession. In other words, if all prices rise, but
aggregate demand conditions remain un-
changed, the new set of prices could not be an
equilibrium and so could not be sustained.

Thus, for cost-push types of disturbances to be
a source of continuing inflation—but not of
continuing unemployment—there must be an
accompanying stimulus to aggregate demand, as
would be provided by an increasing money
supply. Accommodative monetary policy in such
a situation might occur if policymakers increased
the money supply in order to avoid even the
temporary losses in output and employment
resulting from inflexible prices and inputs.
Equilibrium output levels could then be main-
tained, because the increased money supply
would serve to increase the equilibrium price
level up to the level of actual prices, and thus to
validate the higher prices.

This type of accommodating increase in the
money supply must occur to sustain any inflation
triggered initially by cost-push influences. An
income-share struggle or supply shock would
provide the initial spark, and the increasing
money supply would provide the fuel to support
the continuing inflation. Though analyses of this
type emphasize various conflicts and shocks, and
hardly even mention the money supply, an ac-
commodative monetary policy nevertheless
plays an essential role in sustaining such wage-
price spirals.



The debate between monetary and income-
share theories of inflation can therefore be
couched in terms of which is more effective in
explaining the actual expansion of the monetary
aggregates. That is; does the money supply
typically increase because of fiscal-and
monetary-policy decisions, with wage and price

increases merely symptoms of a general infla-
tionary situation—or are wage and price in-
creases typically autonomous forces, with faster
money growth validating higher prices in order
to prevent business stumps?® An analysis of the
empirical evidence can provide some evidence on
this issue.

Ii. Inflation in Fact

Since 1964, consumer-price inflation in the
United States has averaged 5.75 percent per year,
and has tended to accelerate, and manufacturing
wage rates have shown much the same behavior
(Chart 1). Relative price changes have indeed
occurred over this period, but, as documented in
Fama and Schwert (1977), they apparently have
not been systematically related to observed infla-
tion.!? Nor have business slumps and unemploy-
ment followed every wave of price increases, or
worsened as inflation continued. Rather, the

price level has moved inexorably upward
throughout the period, during booms and seri-
ous recessions, and during shortages and sur-
pluses for important commodities like food,
steel, and oil. In other words, we have experi-
enced a classic inflation, with actual price behav-
ior generally characterized by accelerating rates
of increase of all prices rather than by periodic
changes in a few dominant commodity prices.
Again, relative price changes and inter-industry
shocks have occurred, but have not represented a
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dominant characteristic of the continuing U.S.
inflation.

Over this same period, the monetary
aggregates—such as M, and M, —have also
grown at an accelerating rate (Chart 2), as has
virtually every nominal variable that one could
name. This concomitant increase in money and
prices is consistent with our argument that the
money supply must increase for inflation to
continue. What is more impressive is the massive
amount of statistical evidence which documents
a systematic link between various money-supply
measures and price levels over a wide range of
economic experiences. For example, a recent
study found that fluctuations in the M, measure
were able to explain over 60% of quarterly
fluctuations in U.S. consumer prices over the
1959-78 period.!! Thanks to such results, econo-
mists nearly unanimously acknowledge the im-
portance of money-supply growth in sustaining
inflation.

As discussed earlier, however, these results do
not explain what factors lead to the initial mone-
tary expansion, and so do not necessarily rule
out cost-push-cum-accommodation theories.
Still, some studies have directly addressed these
issues.

But first, it may be usefui to consider some of

the more traditional evidence used to support
income-share inflation hypotheses. Over the last
few decades, several articles have documented a
relation between various factors (such as wage
increases and changes in industrial concentra-
tion) and inflation rates, both secularly and at
various points in the cycle.12 As Levy (1979)
points out, however, all these studies have two
serious defects: their results are not shown to be
inconsistent with a monetary theory of inflation,
and the phenomena they cite are not shown to be
sources of autonomous shocks rather than reac-
tions to already existing inflationary forces. In
any inflation, as we have seen, all nominal
variables inevitably rise together. Therefore,
merely documenting a statistical correlation
between, say, wages and prices, does not rule out
the possibility that both are being driven by a
third factor, such as the money supply. In the
jargon of statistics, tests of the cost-push theory
have been of very low power, with little or no
ability to rule out competing hypotheses.

A meaningful way to test between monetary
and income-share theories would be to acknow-
ledge the long-run monetary nature of inflation,
and then to analyze the factors which cause
monetary expansion, and so serve to generate or
perpetuate inflation, as the case may be. If
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income-share or cost-push factors have typically
been the initial causes of inflation, then there
should be a systematic effect of these factors on
monetary policy—and so on the money supply-—
if the process is to continue. On the other hand, if
ambitious  political  programs—operating
through increased government deficits or expan-
sionary monetary policies—have typically been
the source of money-supply growth and infla-
tion, this link too should be identifiable.

These issues have been addressed in independ-
ent work by Gordon and Bazdarich, with much
the same results. Gordon (1977) tested for causal
effects from various cost-push or supply-shock
variables to the money supply, using data from
seven major industrialized countries over the last
two decades. Only for the United States did he
find any systematic evidence of monetary accom-
modation, and even this evidence was extremely
weak.!3 Over a similar period, Bazdarich tested
for monetary accommodation of wages and
prices in the Pacific Basin (1978), and for mone-
tary accommodation of a range of cost-push or
supply-shock variables in the United States
(1979). He found no significant evidence that the
narrow money supply (M,) or the monetary base
systematically reacted to any of these factors.
The wider money-supply measure (M,) reacted
systematically only to a few highly cyclical vari-
ables, such as steel prices, which may have
tracked the cyclical nature of M, due to disin-
termediation and similar effects. For an over-
whelming majority of the variables, the typical
result was strong effects from the various mone-
tary aggregates to the “cost-push” measure, but
virtually no reverse effects.

In other work on the U.S. economy, Gordon
(1978) concluded that only the acceleration of
inflation in 1974 could be attributed to non-
monetary factors—in this case to food and oil-
price shocks. Still, Bazdarich (1979) found that
even this period could be reasonably well ex-
plained by 1971-75 money-supply growth and by
the 1972-73 removal of wage-price controls.!

One might argue that the twenty-year data
periods used in these studies are too long to pick
up the possibly temporary effects of various cost-
push factors. Yet it is also true that such effects
lose reliability and applicability if they do not
hold up over extended periods of time. For
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example, a statement that monetary policy react-
ed to wage pressures, say in 1964, is not testable
at all, since we have only one observation—and
that was in fact already used to formulate the
hypothesis! Futhermore, even if we could prove
this assertion, it tells us little about what caused
inflation in 1978, or what will cause inflation in
1981. In other words, a theory must be general
and have predictive power if it is to have any
practical applicability, and the tests of various
versions of cost-push inflation have revealed
little evidence of these qualities.

As for the effects of government spending and
deficits, Gordon (1977) found evidence that
Vietnam War financing in the U.S. could ex-
plain some of the money-price phenomena in the
U.S. and abroad in the late 1960’s. Bazdarich
(1979) also found evidence of systematic effects
of both government spending and government
deficits on M; and M; as suggested by Chart 2,
although these results had some unsatisfactory
features.!® In unrelated attempts to measure
money-supply “reaction functions,” Barro
(1976) and others have found effects of fiscal-
policy measures and monetary-policy goal vari-
ables on various money-supply measures.

These studies identify systematic effects trans-
mitted from various measures of fiscal and
monetary policy to money-supply growth, and
thence to inflation. Yet on the same terms, they
generally fail to find such effects for cost-push
variables such as wages, unit labor costs, and
various commodity prices. Obviously,
monetary-oriented theories cannot explain every
wiggle in money supplies and prices, but over
extended periods of time—over all phases of the
business cycle—they appear to have significantly
greater explanatory power for inflation than
cost-push or income-share theories.

Still, the question may arise whether there
really is a basic distinction between the two
theories. While income-share theories cite busi-
ness and labor pressures on the central bank as
creating expansionary policies, monetary the-
ories cite political pursuit of economic goals as
leading to monetary expansion. Given the simi-
lar political undertones, does it make much
difference which description is most accurate? If
nothing else, the way in which we have contrast-
ed these theories helps to illuminate the impor-



tance of the money supply and monetary policy
in the inflation process. Moreover, the evidence
suggests that Congress and the Federal Reserve
have been more than merely passive agents swept
along on a wave of inflation. These institutions

and the political process in which they operate
have served to generate as well as perpetuate
much of our recent inflation, which is an import-
ant consideration in our later discussion of anti-
inflation policy.

ill. Economic Costs of inflation

Economists are often criticized, and rightly so,
for underestimating the costs of inflation. This
reflects the fact that most of the “costs” of
inflation recognized by the public either repres-
ent redistributions of wealth among different
groups, with little net cost to society, or arise
from popular misconceptions. For example, if
an increased money supply leads to higher prices,
people on fixed nominal incomes, holders of
cash, and creditors will lose. On the other hand,
debtors will gain, as will also the beneficiaries of
government activities financed by the money
creation. Similarly, if inflation were caused by a
wage-push-cum-accommodation set of events,
those negotiating the higher settlement would
gain, while creditors and those on fixed incomes
would suffer. These direct gains and losses in
wealth due to inflation roughly offset each other,
leading to a redistribution of income, but not
necessarily to a decline in national income.

Similarly, the public tends to perceive infla-
tion as causing a decline in living standards as
household incomes apparently fail to keep up
with rising prices. Again, however, real incomes
do not typically decline during inflations, and so
no loss in real purchasing power occurs for the
economy as a whole. Rather, perceived losses
typically occur because consumers believe their
nominal incomes are rising because of their own
merit, and not because of any general inflation-
ary phenomena. Thus, they believe their $20,000
incomes would have accrued to them even.if
prices had not risen, so that they see a loss in
purchasing power compared to what they would
have had with $20,000 incomes but lower prices.
This naturally-leads them to feel that they have
been cheated, despite the inconsistencies of their
underlying reasoning.

Economists often neglect the redistributions
of wealth and increased misperceptions that are
inherent in any real-world inflation, because
these phenomena are not important in theoreti-
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cal analyses of inflation. Still, wealth redistribu-
tions due to inflation represent returns based on
chance rather than effort. These therefore distort
the public’s psychological incentive to prosper
from thrift and hard work, rather than from
speculative ventures. Similarly, the “losses” in
purchasing power are real enough to families
with expectations of future prosperity. These
costs are very real to the voting public, and
cannot be as easily dismissed by policymakers as
they are by economists.

Furthermore, there are very real economic
costs imposed by inflation, some of which show
up even in theoretical analyses, and some of
which are endemic to real-world economies with
laws and contracts written in nominal terms. For
example, inflation causes individuals: to econo-
mize on cash holdings, and thus to substitute
more time shopping and bartering for the conve-
nience of using cash or financial instruments.
The faster that prices rise, the faster money loses
its value, and so the more costly it is to hold. This
causes individuals to utilize inefficient means of
transaction in order to hold as little money as
possible.!® These phenomena have been deemed
“shoe leather costs of inflation”, as the public
spends more time (wearing out shoes) in stores,
between stores, or waiting in line, rather than
holding more cash and spacing shopping trips
farther apart.

Similarly, -businesses . typically attempt to
avoid taxes on inflation-expanded profits by
hiring extra accountants and tax consultants to
devise (say) exotic depreciation or tax-shelter
schemes. Furthermore, as inflation rises; the
public experiences greater losses from not antic-
ipating it correctly, and thus devotes more re-
sources to research and information on inflation
prospects and less to the production of tangible
goods. The growth of T-bill futures, GNMA
futures, and the gold market, and the growth of
various forecasting services, are testimony tothe



vigor of attempts to learn about and hedge
against inflation. These efforts largely stem from
the increased variabiliry of the inflation rate,
more than from an increased level of inflation,
but typically, higher inflation is accompanied by
a higher variability of inflation as well.!” These
phenomena may not lower measured GNP, but
they reduce living standards by drawing valuable
resources (viz., leisure and financial expertise) to
socially less efficient uses.

How important are these costs? Rose (1979)
cites estimates that every one-percentage-point
rise in the inflation rate costs between $1 to $3
billion in current dollars per year in extra trans-
action costs, or between 0.1 to 0.2 percent of real
GNP per year. Moreover, these costs continue to
accrue with continuing inflation. If we discount a
permanent flow of such costs at a 2-percent real
rate,!8 the present value of the costs of each
permanent percentage-point increase in the in-
flation rate would approximate $100 billion, or 5
percent of GNP. These are very rough estimates
of the real costs involved. Still, these costs can
clearly be enormous—probably on the same
order of magnitude as the temporary losses in
employment and output caused by an anti-
inflationary monetary policy.

Perhaps the most controversial question
about the costs of inflation concerns its effect on
economic growth. Some economists have con-
cluded that inflation speeds growth by reducing
money holdings and so encouraging saving and
investment. Such results have typically been
obtained in models where all unconsumed out-
put necessarily went to productive investment.
However, in the real world, when' inflation
causes consumers to decrease cash balances and
consumption, they often substitute inventories
of storeable commodities or precious metals
rather than productive investment.- Thus, the
growth process might be unaffected or even
impeded by inflation.?? -

The behavior of stock prices and commodity
prices provide some evidence ‘on this-issue. If
higher inflation increases the demand for capital
investment, we would expect strong prices in
periods of accelerating inflation. However, if
higher inflation merely encourages commodity
speculation, we would expect weak stock prices
and volatile commodity prices duringsuch peri-
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ods. Gorham’s (1979) findings were mixed on the
relation between commodity prices and infla-
tion. However, they showed a strong negative
effect of inflation on stock prices, and no reliable
sign of a positive effect of inflation on invest-
ment. Moreover, a casual look at the numbers
suggests that the decade-long acceleration of
inflation has coincided with slower growth in
output and productivity.

All these costs occur even in simple theoretical
analyses of inflation, but many more costs of
inflation occur due to the nominal-value orienta-
tion of the U.S. legal system. A prominent
example is the progressive income tax, where
marginal tax rates are calibrated by dolar incre-
ments of income. If a worker’s salary rises to
“keep up” with inflation, the higher salary pushes
him into a higher tax bracket, so that a larger
fraction of his pre-tax income goes to taxes.
Thus, he is left with a lower after-tax real income
despite the “cost of living” adjustment. Since
actual tax rates are not indexed regularly, infla-
tion therefore can reduce after-tax real income
for extended periods of time. Similarly, if the
nominal value of productive capital rises due to
inflation, the nominal rise will be treated as a real
capital gain by the tax system and taxed accor-
dingly. Therefore, inflation systematically low-
ers the after-tax real rate of return on capital.?
Since the government receives these extra tax
revenues, there is no immediate social loss.
However, the tax system together with inflation
lowers the effective returns to labor and capital
investment—so that this lowers the incentives to
work and invest, lowers the supplies of laborand
capital to the economy, and so putsa dragonthe
growth of domestic output.?!

Similar effects can occur because of deposit
interest-rate ceilings (Regulation Q). When infla-
tion pushes up nominal interest rates on other
investments, interest-rate ceilings ondeposits cut
off funds for deposit institutions. This serves to
restrict financing to sectors, such as housing,
which depend on a steady flow of funds-to
deposit institutions. The interaction of rate ceil-
ings and inflation thus impedes the efficient
functioning of these sectors.

To summarize, even in an ideal economy with
full information and perfect flexibility, inflation
imposes significant costs by discouraging the use



of money in financing transactions and other-
wise encouraging socially inefficient use of re-
sources. In addition, real-world impediments—
such as laws.written in nominal terms——combine
with inflation to further distort the-allocation of

resources. These costs, together with the psycho-
logical strains caused by inflation, make infla-
tion a very expensive experience for the national
economy.

IV. The Inflation-Unemployment Trade-off

Numerous and diverse costs are incurred by an
economy during inflation. On the other hand,
the costs of stopping inflation can be character-
ized mainly by the losses in output and employ-
ment which anti-inflation policies are likely to
impose. These costs can be discussed in terms of
the current economic wisdom.on the Phillips
curve—the supposed inverse relationship -be-
tween unemployment and inflation.

Samuelson and Solow (1960) first proposed
the Phillips curve as an instrument of policy,
partly in the belief that higher rates of inflation
would allow the economy to achieve permanent
reductions in unemployment.?2 This belief
stemmed from the then-observed empirical sta-
bility of the Phillips relation, despite the fact that
economic theory had never achieved a satisfacto-
ry explanation of why such a trade-off should
exist. However, once policymakers started to
exploit this relationship, its stability began to
disappear. High inflation rates failed to prevent
higher and higher unemployment rates from
occurring.

Friedman (1968) argued that no permanent
trade-off actually exists between inflation and
unemployment. Rather, he asserted that higher
inflation temporarily leads to higher output and
lower unemployment solely because, during any
inflation, prices initially rise faster than people
expect them to. This causes the publicto confuse
the general inflation process with a higher de-
mand and higher relative prices for the goods
they produce, so that they respond by increasing
output-and hiring more workers. Once the public
has' adjusted to the ‘higher rates- of inflation,
unemployment will return to its “natural rate”,
or perhaps even to a higher natural rate due to
the distortions discussed above. At that point; an
even higher level of inflation will be required to
again confuse the public and thence reduce un-
employment.
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Friedman asserted that a fully anticipated
inflation will not cause unemployment to drop
below normal levels, so that there is no trade-off
between anticipated inflation and unemploy-
ment, and no sustainable trade-off between
actual inflation and unemployment. These. in-
sights explained not only the Phillips curve
trade-off, but also the deterioration in the trade-
off over time. Furthermore, the subsequent
acceleration in U.S. inflation concurrent with
rising unemployment insured the existence of a
receptive audience for his ideas.

Following ten years of research on this
“natural-rate hypothesis,” the economics profes-
sion has largely agreed on the importance of
inflation expectations in correctly specifying the
Phillips curve relation.?* Economists also widely
acknowledge that no permanent inflation-
unemployment trade-off exists. The remaining
debate centers on three issues affecting the na-
ture of the short-run Phillips trade-off: first, how
quickly expectations adjust to new phenomena,
specifically to changes to policy; second, how
quickly unemployment returns to its natural rate
once expectations-have adjusted; and third, how
much the natural rate varies in response to
exogenous shocks.?

The first two issues are clearly concerned with
the extent of short-run gains or losses in output
and employment that would accrue from a shift
in monetary and fiscal policy. The third issue is
also related, since higher (or lower) unemploy-
ment levels may persist for long periods of time
following policy shifts if the unemployment
changes represent shifts in-the natural rate as
well. Therefore, estimations-of adjustment lags
which do not allow for shifts in the natural rate
could conceivably be biased upward.

Unfortunately, because expectations cannot
be observed directly, we cannot easily distinguish
among the three types of adjustment lags consid-



ered here. Most studies merely atteémpt to esti-
mate the lag from changes in prices to changes in
output or employment. Pigott (1979) and McEl-
hattan (1979), in evaluating these studies, both
conclude that the empirical evidence roughly
supports the long-run natural-rate hypothesis
(i.e., that there is no long-run trade-off between
unemployment and inflation), but they also find
substantial lags from changes in policy to
changes in inflation.? ‘

Pigott, however, also presents a somewhat
conflicting analysis of recent international expe-
rience. Germany and Japan’s slow growth during
the 1970’s has commonly been attributed totheir
anti-inflationary policies, whereas. the U.S.
faster-than-normal growth has been attributed
to a weaker anti-inflation policy. Yet Pigott finds
output actually high in the German and Japanese
economies, when compared to that in the U.K.,
Sweden, Canada, and Italy, even though these
other industrialized countries have made little or
no inroads into inflation. In other words, a
comparison of Germany and Japan with the
U.S. alone suggests that large output costs are
associated with slowing inflation. However, a
comparison with a number of other industrial-
ized countries leads to a less forthright conclu-
sion. Persistent slow growth abroad may have
been due to anti-inflation policies, or perhaps
more likely, to some common occurrence such as
the rising relative price of energy.

Still, studies involving U.S. data have typical-
ly found that a contractionary monetary and
fiscal policy will reduce output and raise unem-
ployment over a subsequent three-to-five year
period. Perry (1978) concludes that a contrac-
tionary policy which increased unemployment
by one percentage point will require three years
to shave one percentage point off the inflation
rate.26 Perry attributes these long lags to rigidi-
ties in nominal wages and prices; slowness in the
adjustment of expectations, and the existence of
cost-push factors prolonging inflation.. Conse-
quently, he suggests the need for some-sort of
incomes policies to retard the cost-push process
and so ameliorate the output costs of slowing
inflation.

Perry’s analysis can be questioned on several
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points. For one thing, his estimates of the length
of the adjustment period following policy
changes are longer than those in many monetary
analyses, although his lags are similar to those
found in other studies.?’” A more vulnerable
conclusion is his argument that incomes policies
can mitigate the output effects of tighter policy.

Presumably, the wage-price rigidities causing
Perry’s long lags could result from monopolistic
behavior by firms and unions. Yet incomes
policies would not directly attack these monopo-
ly powers. For example, a union might exert
monopoly power by controlling the supply of
skilled labor that a manufacturer needs, or by
persuading (contractually) a manufacturer to
eschew non-union sources. An incomes policy
might moderate the explicit wage that the union
could charge the manufacturer, but it would not
prevent the union from exploiting its monopoly
power by demanding a myriad of non-wage
benefits, including better health and pension
plans, longer vacations, stricter seniority rules,
etc. These would serve to increase unit labor
costs as much as equivalent wage increases, and
so would have much the same effects on output
and employment under an anti-inflation mone-
tary policy.

Therefore, just as price controls do not prevent
queuing and other implicit costs from equilibrat-
ing supply and demand, incomes policies need
not prevent firms or unions from exercising their
monopoly power in other ways. Thus, they may
not help—and may even hurt—the adjustment
process to slow inflation.?8 Advocates of income
policies virtually ignore these issues, but they can
present a damaging argument against the effica-
¢y of such policies.

The evidence on balance suggests that a sub-
stantial period of slow growth will-follow any
serious attempt to slow the rate of inflation.
Furthermore, it is not clear whether incomes
policies or the like can shorten this period. While
the seriousness of these output costs varies across
different studies, it would be hopelessly optimis-
tic to believe that inflation could be slowed
without some temporary losses in production
and jobs.



V. Stopping Inflation—Odysseus at the Helm

Our conclusions can be used to discuss three
basic policy issues: 1) Should inflation be re-
duced; 2) what instruments should be used in an
anti-inflation policy; and 3) how quickly should
we attempt to slow inflation.

With respect to the desirability of reducing
inflation, a rough cost-benefit calculation can be
devised. The costs of slowing inflation include
the temporary declines in output and employ-
ment discussed in Section IV. The benefits in-
clude the removal of the recurrent costs of
inflation discussed in Section IIL.

Perry’s. (1978) analysis suggests that one
percentage-point higher unemployment for three
years would be needed to slow inflation by one
percentage point. Even if we assumed that each
unit of labor contributes a constant share to
GNP, these losses in present-value terms amount
to less than a 3-percent reduction in GNP to slow
inflation by one percentage point. Yet the losses
from the continuing inefficient allocation of
resources (“shoe leather costs,” etc.) due to
inflation were estimated at S percent of GNP for
one percentage point of inflation, in present-
value terms.

Consider also the likely sources of error in
these calculations. Again, Perry’s lags from tight
policy to lower inflation are longer—and so his
implied output losses from slowing inflation are
higher—than those in monetary analyses of
inflation. Moreover, it may be incorrect to as-
sume that each percentage-point change in un-
employment means a constant one percentage-
point effect on GNP. This assumption abstracts
from the productive input of capital and other
factors in GNP, and also ignores the lower
productivity of marginally employed labor,
which would be the first to become unemployed.
Thus, the output costs of slowing inflation are
probably overstated. It could be argued in rebut-
tal that the costs of inflation are also overstated.
However, our calculations included- only effi-
ciency losses and ignored other costs of inflation.
Also, a 5-percent after-tax real rate of return was
used to obtain our 2-percent discount rate, which
is absurdly high, and so further understates the
costs of inflation.? '

To be sure, these are very rough estimates of
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the costs and benefits of slowing inflation. Ne-
vertheless, they cast substantial doubt on the
argument that inflation is best left alone—that
the “cure is worse than the disease.” Moreover,
given our earlier conclusion that Federal govern-
ment and Federal Reserve actions have been
responsible for much of the problem, and given
the public’s increasing distaste for inflation, it
would seem incumbent on policymakers to face
up to the task of slowing the price spiral.

If, then, we conclude that a serious attempt
should be made to slow inflation, what instru-
ments should be directed to the task? Our earlier
analysis clearly implied that slower growth in the
monetary aggregates is a necessary part of any
anti-inflation strategy. This is true whatever
inflation theory one holds, since no type of
inflation can continue without a sustaining
monetary expansion. Deregulation of various
industries, liberalization of tax laws, or even
lower government spending financed by lower
taxes (leaving money growth unchanged) would
allow one-time declines in the pricelevel, but by
themselves could not permanently overcome
persistent inflation such as the nation has recent-
ly experienced.

The evidence does not indicate which mone-
tary aggregate the Federal Reserve should focus
on. M, M, and the monetary base all display
similar statistical effects on prices. What would
seem more important is that the Federal Reserve
concentrate on a particular aggregate of its
choice and not switch among aggregates when
they give conflicting signals.3 Otherwise, the
Fed might be tempted to choose whichever
aggregate was displaying the most convenient
signal at a given time.

Actions to reduce government regulations, to
liberalize (or index) tax laws, to reduce protec-
tive tarriffs, and other such moves could help
mitigate the contractionary effects of slower
money growth, and could also provide a quick
(albeit temporary) reduction in inflation. These
steps thus could serve a useful role in augmenting
or complementing an anti-inflationary monetary
policy. But since these are supplementary ac-
tions, the basic question about them is whether
they would be intrinsically good for the econo-



my, rather than how much of a temporary
reduction in inflation they could effect.

A more vital supplementary policy would
involve lower government spending and deficits.
As we have seen, federal spending and deficit
increases historically have apparently helped
stimulate monetary expansion through the
monetization of federal debt. A slower money-
growth rate unaccompanied by lower deficits
would eventually depress the whole economy,
but would initially affect housing and similar
sectors most heavily because of their vulnerabili-
ty to high interest rates. Lowering the deficit
along with money growth would reduce the
strain on credit markets, and would probably
allow a smoother approach to lower inflation
rates.

A case could be made for incomes policies if
one could show that cost-push factors: have
played a major role in generating inflation, but
there is little compelling evidence on that score.
Moreover, there is no evidence that incomes
policies could successfully counter true monopo-
ly power wherever such occurs. Finally, history
suggests that incomes policies, when employed,
have tended to license renewed growth in the
money supply.’! The proponents of such policies
usually emphasize that they are intended as a
complement to slower money growth. Neverthe-
less, as a practical matter, policymakers typically
become tempted to expand monetary policy
when incomes policies can be relied upon to hold
down prices temporarily. For these reasons,
incomes policies apparently can do little:good
but much harm, and so probably should be left
unused in formulating plans to slow inflation.

Finally, how fast should we try to reduce
inflation? Recent history suggests that a policy of
rapid reduction in money growth and inflation
cannot be maintained for very long. A drastic
reduction in money growth can cause a quick
and deep recession. Once the resulting unem-
ployment becomes severe, political sentiment
shifts from concern about inflation to worry over
unemployment. In that situation, policymakers
may yield to short-run pressures and expand the
money supply anew. After a brief decline, infla-
tion would then accelerate once more and the
situation would'become as bad as (or worse than)
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before.

This apparently is what happened in 1974-76.
With inflation at 12 percent in 1974 (see charts),
the decline in M, growth to 7 percent signified
very restrictive policy. This shift, together with
the oil-price hike, plunged the economy into a
deep recession in 1975. But shortly thereafter,
following public consternation over high unem-
ployment, M, growth began to accelerate
again—and it has since been the prime factor in
causing the currently high rate of U.S. inflation.

In sum, the temporary costs of slowing infla-
tion, and the temptation to avoid these costs
through expansionary means, provide strong
enticements to abandon anti-inflationary
policies—even when these are seriously installed.
Like the Sirens of the Odyssey, the short-run
trade-offs facing policymakers with short-term
horizons have a call that requires more than
good intentions to resist.3?

It would seem that the surest way to reduce
inflation on a permanent basis is to avoid the
large cyclical swings in policy that create swings
in public opinion as well. Thus, the rate of
growth in the FOMC’s chosen aggregate should
be lowered slowly, say by 1 to 114 percentage
points per year, over a four-to-six year period.?3
Though increases in unemployment would still
occur, these would be smaller than under a more
drastic policy, and so would be less unpopular.

Of course, the gains in inflation would also
come more slowly. Also, even during a mild
slowdown, policymakers might be tempted to
expand policy and so accelerate output growth.
These pressures are not easy to abide, but they
are nevertheless inevitable under any serious
attempt to slow inflation. Like Odysseus, the
policymaker will have to “tie his hands to the
mast” until the progress of his policy takes him
safely away from the “Siren’s call.” Reductions
in inflation come slowly under such a policy, but
they will not come at all unless the policy is
maintained steadfastly for an extended period of
time. Perhaps the pressures to “reflate” can be
mitigated by introduction of supplementary
measures such as those discussed above, which
would likely reduce the output costs of slowing
inflation.

In a sense, such a policy would involve some of
the worst of both worlds. It will not achieve the



rapid declines in inflation which are politically
desirable, and unfortunately it will create some
losses in jobs and production which are political-
ly painful. Yet as we have seen, a “quick fix” to
inflation is unlikely to be maintained, while a
“do-nothing” policy leaves inflation at levels that
increase with each cyclical expansion. A gradual

but steadily maintained attempt to slow inflation
runs the middle ground, and should elicit grow-
ing support as the public perceives that it is being
followed. Although not a happy alternative, it
appears to present the best choice available to the
Federal Reserve, the Congress, and the Execu-
tive Branch.

FOOTNOTES

1. We say “permanently” here, because temporary
attempts to reduce inflation that are rescinded by
subsequent policy changes would periodically subject
the economy to slow growth and lost jobs every timea
tight policy is imposed.

2. See Schultz (1959), as well as the reference to this
designation in Levy (1979).

3. We say “perceived” monopoly power, because in
many studies it appears to make little difference wheth-
er the monopoly power actually exists or not. Given a
slow reaction of demand to higher prices, as well as
downward price rigidity elsewhere in the economy, a
price increase even in a competitive industry could
generate the type of inflation spiral propounded by
cost-push theorists.

4. As shown in Section i, real-world inflations have
typically been characterized by such general absolute
price increases.

5. In fact, inflation traditionally has been defined as an
increase in the money supply, and only recently have
rising prices been associated with the word. Thus,
Webster's New International Dictionary, 2nd Edition,
1936, defines inflation as a:

Disproportionate and relatively sharp and sud-
den increase in the quantity of money and
credit, or both, relative to the amount of ex-
change business. Such increase may comeas a
result of unexpected additions to the supply of
precious metals, as in the period foliowing the
Spanish congquests in Central and South Ameri-
ca or the period following the opening up of
large new gold deposits; or it may comein times
of business activity by expansion: of credit
through the banks; or it may come in times of
financial difficulty by governmental issues:of
paper money without adequate metallic re-
serves and without provisions for conversion
into standard metallic money on demand. In
accordance with the law of the quantity theory
of money, inflation always produces a rise in
the price level.

Whatever the quality of economic analysis in-this
definition, it is interesting to note that:it describes
inflation as causing an increasing price level. The
definitional association of inflation with rising prices, as
documented in newer editions of Webster’s dictionary,
has apparently arisen in English usage primarily
through historical experience.

6. This assertion embodies the concept of “neutrality of
money.” The idea is that the nominal supply of currency
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does not intrinsicaily affect real factors like tastes,
industrial capacity, or demographics, and that a equi-
proportional change in the magnitudes of all nominal
assets and prices would leave real conditions un-
changed. Therefore, in the long run, the level of the
money supply should have no effect on real magni-
tudes, but only on prices.

7. Theory specifies that in a full-employment economy,
equal increases in government spending and taxes
would raise prices, mainly because the lower after-tax
level of private wealth would lower money demand.
This higher price level would be consistent with the fact
that, because of higher government spending, less
goods would be left over for private consumption.
What's more, this is a once-and-for-all increase in the
equilibrium price level, rather than a continuing infla-
tion.

Barro (1974), reflecting David Ricardo, also asserts
that bond finance of a deficit is merely a substitution of
future taxes for present taxes, since future taxes will
need to be higher in order to service the government
debt. Therefore, bond financing of spending should
have identical effects as tax financing. Bailey (1971, p.
60 ff) and Buchanan (1976) also discuss these issues.
While most economists do not accept this extreme
specification, it's reasonable to believe that bond issues
do raise expectations of future taxes somewhat, in
which case they would stili be less inflationary than
monetization of government debt.

8. For further documentation and discussion of these
analyses, see Levy (1979) or Bronfenbrenner and Holz-
man (1963). Gordon (1977) also discusses the possible
effects of 1973 oil-price increases and crop failures on
prices.

9. It may appear that income-share conflicts and politi-
cal pressures for higher growth and employment are
only slightly different manifestations of the same socio-
logical forces, and that the various theories are there-
fore little different. Nevertheless, the different ap-
proaches to inflation do make a difference, as is
discussed toward the end of the next section.

10. They found a predominantly uniform effect of
inflation on prices in various commodity groups. That
is, movements in the consumer price index had syste-
matic effects on prices in individual commodity classes
that were generally not significantly different from
unity. Therefore, CPl movements do not appear to be
related systematically to relative price changes: The
exceptions to this result were in the categories of rent,
homeownership, and utilities prices. These exceptions
were found by the authors to be due to special factors,
such as measurement problems (rent), as well as non-



market pricing of property taxes (homeownership) and
of government-regulated monopolies (utilities prices).

11. This quantitative result is from Bazdarich (1979). As
for the traditional work on money and.prices, two
halimark works are the empirical studies by various
authors in Friedman (1956) and the study by Friedman
and Schwartz (1963). Important work canalso be found
in Meiselman (1970) and in a series of articles by Kari
Brunner and Allan Melizer, as well as many other
monetary studies. Our emphasis on recent monetary
work is not meant to downplay the importance of earlier
analyses by Clark Warburton, Lioyd Mints, and many
others, but to concentrate on the more sophisticated
statistical analyses of the last twenty years.

12. Early empirical research was done by Means (1935),
among others. More recent studies are found in Means
(1972), the Cabinet Committee on Price Stability
(1969), Wachtel and Adelsheim (1976), Eckstein and
Brinner (1972), and Perry (1978). Levy (1979) surveys
most of these resuits.

13. Gordon’s technique used a Granger causality-test
which measured the effects of wages on money-supply
growth at lags of one to four quarters. Only at the third
lag was the estimated effect significant for the U.S.
Taken as a whole, these results did not show a signifi-
cant effect. The one significant lag would be reliable
evidence only if Gordon were testing the hypothesis
that wages affect money at the third lag and at no other.
The weaker hypothesis, that wages have some effecton
money, however, is not supported by these results; that
is, its alternative hypothesis that wages have no general
effect is not refuted by this evidence.

14. While it's true that world crop failures occurred in
1973 and that oil prices jumped astronomicaily in: 1974,
it's also true that monetary expansion accelerated in
1971-72 in the U.S. and elsewhere. Also, in the U.S,,
price controls in 1971-73 served to suppress much of
the inflationary pressure of this fast money growth,
postponing it until after the controis were lifted in mid-
1973. Bazdarich (1979) estimates that most of the
inflation postponed by the controls should have oc-
curred by late 1975. Consequently, he estimates the
consumer price level for late 1975 using only money-
supply data through 1975. This estimate differed from
the actual price level by only three percentage points,
suggesting that money-supply behavior couid explain
much of the total movements in prices over that four-
year period.

15. Though government spending had significant ef-
fects on money-supply growth, the effects did not
become positive until the fifth-quarter lag. Yet one
would expect spending financed by money creation to
have a much quicker effect on the money supply.
Simiiarly, for statistical reasons (the use of seasonally
adjusted data), the results for the effects of the govern-
ment deficit on the money supply, though ostensibly
significant, may not be reliable. See Bazdarich (1979)
for details.

16. As evidence of the empirical importance of these
phenomena, Gorham (1979) points to a 7-percent de-
cline in real balances (i.e., the M1 money supply deflat-
ed by prices! in the U.S. over the period 1973-78.
Keynesian economists have generally taken this as a

sign of tight monetary policy over this period (e:g.,
Heller 1977 and Ackley 1979). Yet over such a long
period of time, with the large price-level increases
experienced, it seems more realistic to regard ‘this
phenomenon as largely induced by the demand for real
balances. Thus, in a period where real GNP grew 20
percent, which by itself would suggest a rise in real-
balance demand, the acceleration in inflation and:in
inflation expectations apparently led to a much larger
drop in real-balance demand than would have occurred
otherwise. Using regression analysis, Gorham also
finds systematic evidence that inflation has lowered
real balances (demanded) in the U.8. economy.

17. If an acceleration in inflation meant that the average
rate of inflation increased, but that the variability of
inflation around that average stayed much the same,
then inflation would not imply anincrease in uncertain-
ty. In fact, however, the historical incidence of inflation
is as described in the text. Sjaastad (1975) presents a
theoretical explanation of this coincidence in the mean
and variability of inflation.

18. Rose obtains the 2-percent discount rate in the
following manner: He assumes a 5-percent after-tax
real rate of return (clearly a very high estimate) and then
subtracts an assumed 3-percent annual rise in “shoe
leather” costs, reflecting a 3-percent expected annual
rise in real GNP. Thus, present costs should be dis-
counted at a 2-percent (5-3) rate. A lower real rate of
return would result in a lower discount rate, which
would result in even higher present values of these
shoe-leather costs for each percentage point of infla-
tion.

19. Tobin (1965) analyzed the general effects of infia-
tion on growth. Using a consumption function that
depended on the rate of inflation, rather than prices, he
reached a presumption that inflation speeds growth.
Sidrauski (1967), using utility maximization to derive
consumption behavior, found no such effect. These
and other studies are summarized in Dornbusch and
Frenkel (1973).

" 20. Suppose a unit of capital yields a real rate of returnr
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based on productivity, depreciation, etc. With an infia-
tion rate , the price of the good that the unit of capital
produces wil rise, as will the nominal value of the capital
itself. Abstracting from relative price changes, then, the
combination of real returns and inflation premiasumto
a total pre-tax nominal rate of return of r+, so that the
pre-tax real rate of return (r+m-n =r) is unchanged by
inflation. However, the inflation premia and the real
return are both treated as income and so-taxed by the
government. With a tax rate t, then, the after-tax nomi-
nal rate of return is (1-(r+). If we then subtract the rate
of inflation, the after-tax real rate—or ‘the effective
rate—of return of capital is (1-tr-nt, which declines as
inflation rises (or 7 increases). Thus, because of the tax
on inflationary capital gains, effective returns to capital
will fall as inflation rises, thus discouraginginvestment.
Of course, the investor can postpone payment of these
inflationary capital gains, but he must eventually pay
them.

21. The Council of Economic Advisors (1979} itself has
recognized a slowdown in the U.S. sustainable rate of
growth. The Council cites as contributing factors the
declines in productivity growth and in research and



development, both of which clearly could be reactions
to unfavorable changes in after-tax returns due to
higher inflation.

22. Discussion of these and other points in this section
can be found in McElhattan (1979) and in Pigott (1979).

23. See Pheips et al. (1970) for seminal work on the
expectations explanation of the Phillips curve.

24. In this respect, the existence of long-term contracts
and other fixed commitments could allow unemploy-
ment to differ from the natural rate for a while even after
expectations adjust. See Poole (1974) as well as McEI-
hattan (1979). By the same token, however, these
factors could also be seen as sources of changes in the
natural rate.

25. Also, see Gordon (1976) for a detailed survey of the
theory and evidence on the Phiilips Curve.

26. This estimate is provided by William Poole, in the
discussion following Perry (1978): “If Perry’s estimates
are taken at face value, a monetary policy that kept the
unemployment rate 1 percentage point above the natu-
ral rate would be consistent with a decline in the
inflation rate by 0.3 percentage point each year.”

27. In Perry’s analysis, the lag from unemployment to
inflation is based on a “mainline” structural model
involving aggregate demand, supply, etc. Policy vari-
ables affect inflation and unemployment in this model
only through their effect on aggregate demand and
supply. This framework is unquestionably correct in
theory, but such an indirect method of estimation
conceivably could bias the estimated reduced-form
effects of the money supply oninflation and unemploy-
ment. That is, if Perry’s hypothesized reduction in
unemployment is to be effected through slower money
growth, it's likely that a direct, reduced-form estimation
of the effects of money on inflation and unemployment
would produce shorter estimates of the lags than are
contained in Perry’'s analysis. This is because the
reduced-form effects are combinations of a number of
structural effects. By estimating each structural effect
individually, Perry may be introducing extra sources of
error in estimating the reduced form than if he had
estimated it directly. Thus, Bazdarich (1979), for exam-
ple, finds much shorter lags from money to inflation and
unemployment. The latter are more consistent than
Perry's with the common “monetarist” dictum that

slower money supply growth will affect inflation with a
lag of generaily two years.

28. Incomes polices could hurt the adjustment process
because the fringe benefits or tie-in schemes unions
and firms might pursue are generally inefficient means
of exploiting market power, compared to explicit wage
or price increases. Thus, by fostering inefficient,
second-best types of arragements, the effects of mo-
nopoly power could be even worse under incomes
policies.

29. See footnote 18 for details.

30. The question arises as to whether current Federal
Reserve operating procedures should be relied upon to
effect this slower growth in the FOMC’s chosen aggre-
gate, and/or what alternative operating procedures
would be suitable. These questions are addressed in
Judd and Scadding’s article in this issue of the Review.

31. In the United States, money-supply growth actually
declined in 1970 and early 1971, but then accelerated
shortly after the imposition of price controls in August
1971. At the present time, also, it would be hard to argue
that the Administration’s wage-price guidelines have
induced any significant slowing in the growth of My or
Ma.

32. In Homer’s Odyssey, Odysseus and his men prepare
to pass through the straits of the Sirens, whose call no
man can resist. He ties rags around his men’s ears so
that they won't be able to hear. Since someone must be
available to signal to his men when it is safe, he leaves
his own ears unbound, but has his arms tied tightly to
the ship’s mast, where he has to endure the agony of
being unable to answer the Siren’s call.

33. At present, underlying rates of change appear to be
about 7 percent for M, and 9 percent for M,, although
historically M, has tended to grow about 3 percentage
points faster than M. Also, available existing money-
price evidence suggests that growth rates of zero for M,
and 3 percent for M, are roughly consistent with the 3-
percent per year inflation suggested by the Humphrey-
Hawkins bill. Therefore, if we take this level as a goal,
and reduce M, and/or M; growth by 1to 114, percentage
points a year, zero M, growth and 3-percent M, growth
would be achieved in four to six years, with 3 percent
CPl inflation achieved in about six to eight years.
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John P. Judd and John L. Scadding*

_ Events have a way of carrying things before them. The following article is a case in point. Its
purpose originally was to make the case for why we thought monetary control would be improved
by the Federal Reserve concentrating on bank reserves rather than the Federal-funds rate in the
day-to-day conduct of monetary policy. On October 6, even while our paper was being prepared
Sfor distribution to the Federal Open Market Committee, the Federal Reserve announced in a press
release that it would place “a greater emphasis in day-to-day operations on the supply of bank
reserves and less emphasis on confining short-term fluctuations in the Federal-fundsrate.” We are
heartened by this step and believe it will prove ultimately to make a significant contribution to
economic stability. In the meantime, we think it is important to understand precisely what the
move entails, and why it is potentially fundamental and far reaching. This article is designed to

provide just such an understanding.

It is now generally recognized that an effective
monetary policy is a crucial element in control-
ling inflation and avoiding recessions. This can
be seen clearly in the large body of theoretical
and empirical work which addresses the question
of what makes for “effective” policy. Until re-
cently most of this work distinguished two separ-
ate points. The first, broader, issue was whether
the impact of monetary policy on ultimate tar-
gets, like prices and employment, could be more
accurately gauged by movements in interest rates
or in the monetary aggregates. This is often
referred to as a problem of strategy, because it is
concerned with the appropriate general frame-
work within which monetary policy should oper-
ate. The second, seemingly narrower, issue was
whether, with a given monetary-aggregates
strategy, the Federal-funds rate or reserves
would allow more accurate control of the aggre-
gates. This is a problem of ractics—of how to
choose an operating instrument to best carry out
the desired strategy.

Current Federal Reserve procedure formally
reflects this compartmentalized approach to
monetary policy. Official Federal Reserve proce-
dure consists first of translating ultimate stabili-
zation goals, such as price stability and full

*The authors are, respectively, Senior Economist, Federal
Reserve Bank of San Francisco, and Economist, Federal
Reserve Bank of San Francisco.
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employment, into intermediate targets for the
monetary aggregates, and then of choosing an
operating instrument as a means of reaching the
desired targets. Until recently, the Fed used the
funds rate for this purpose; in other words, the
procedure consisted formally of a funds-rate
tactic designed to achieve a monetary-aggregates
strategy.

We have been careful to insert qualifiers like
“formally” and “officially” throughout the last
paragraph, because we believe that the reality of
Federal Reserve policy is different from its
appearance. Specifically, we argue that the Fed-
eral Open Market Committee (FOMC) operates
in such a way to ensure the linkage of tactics and
strategy, so that they cannot in practice be
separated in the way suggested by formal de-
scription. This is because there are really two
dimensions to the tactics decision. The first is the
choice of operating instrument—Federal-funds
rate or reserves. The second, and equally impor-
tant decision, is choosing the method of employ-
ing the instrument.

The point is illustrated by the cautious way in
which the FOMC formerly moved the funds rate:
it moved the rate only slowly, or by small
amounts, when confronted with less than com-
plete evidence that policy should be changed. Of
course, cautious control of the operating instru-
ment (whether funds rate or reserves) represents



a rational response to the considerable uncer-
tainty which FOMC members face in conducting
policy, and to certain institutional factors which
constrain their actions. But our main point is
this: given a procedure of cautious control; the
FOMC’s choice of the funds rate as its operating
instrument effectively represented a commit-
ment to an interest-rate strategy. But the reverse
is also true. With the FOMC’s adoption of a
reserves operating instrument (with a wide-band
Federal-funds rate constraint), it is likely to
pursue something close to a monetary-
aggregates strategy. Thus, the choice of operat-
ing instrument dictates the choice of strategy,
and in this sense it is impossible, as a practical
matter, to compartmentalize Federal Reserve
policy.

Two further implications are worth consider-
ing. First, the pertinent tactical question is not
whether interest rates or reserves allow more
accurate control of the monetary aggregates.
Given the feasibility of using either reserves or
the funds rate in an aggregates strategy, the
choice of an operating instrument depends on
whether an aggregates or interest-rate strategy
comes closer to achieving the Federal Reserve’s
ultimate stabilization goals. Second, it misses the
point to say that the compartmentalization of
Federal Reserve procedure prevents it from
carrying out policy as effectively as it might with
so-called optimal control policies. We have al-
ready argued that policy is not in practice com-

partmentalized. Additionally, in view of the
effective linkage of tactics and strategy (through
cautious control), feasible policy alternatives are
likely to exclude the optimal-control solutions.!

The plan of the paper is as follows. In Section
1, we review the problem of choosing the right
strategy, because of the importance of that issue
in determining whether policy will be effective or
not. Next, in Section II, we show how and why
the FOMC typically used the funds rate in a
cautious manner in the past. On the basis of that
evidence, we conclude that cautious control is
independent of the choice of operating instru-
ments, and hence that the FOMC is likely to
control reserves cautiously in the future. Also,
we present evidence to show that cautious con-
trol of the funds rate has most of the hallmarks of
an interest-rate strategy as far as its impact on
money and GNP growth is concerned. We then
argue that a reserves operating instrument would
have produced something close to an aggregates
strategy, which leads back to the original point—
namely, that operating procedures must be eval-
uated in terms of which entails the more approp-
riate strategy. In Section III, we survey the
evidence on alternative strategies, which sup-
ports the choice of an aggregates strategy overan
interest-rate strategy. This leads to our conclu-
sion, in Section 1V, that the use of reserves as the
operating instrument is likely to improve the
effectiveness of monetary policy.

I. Choice of Strategy—Basic Conceptual Issues

The following discussion summarizes in non-
technical terms the basic conceptual issues in-
volved in choosing a strategy for monetary
policy. The reader who is familiar with the
literature on this topic can safely skip to Section
I without losing the thread of the argument.2

A strategy is defined as an overall plan de-
signed to accomplish some ends. In the case of
monetary policy, the ends, called ultimate targets
or goal variables, are the traditional ones—
stable prices, full employment and stable ex-
change rates. The aim of monetary policy is to
keep departures in prices, employment (or out-
put) and the exchange rate from their desired
levels as small as possible—to stabilize those
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variables about their targets, in other words. To
do that effectively requires: (a) being able to
monitor closely the goal variables for any indica-
tion that they are going off track, so that remedi-
al action can be taken before the departure
becomes serious; and (b) being able to gauge
quickly and accurately whether the monetary-
policy actions taken are having their desired
effect. However, data on the ultimate targets are
not received quickly enough for them to be used
directly in the formation of policy. Instead, some
intermediate variables must be found, which are
available on a more timely basis, and which also
contain enough information about the ultimate
targets for use in monitoring indirectly what is



happening to those ultimate targets. The choice
of strategy is simply a decision about what
intermediate variable(s) is (are) best for this
purpose.

We can illustrate these rather abstract points
by focusing on the problem of stabilizing real
GNP, as most of the academic debate has done.
Within this context, the choice of strategy has
typically been cast in terms of whether to use
interest rates or the monetary aggregates to
gauge the influence of monetary policy on real
GNP. In some ways this is a useful approach; in
other ways, not. On the plus side, this approach
has a great deal of practical relevance, given the
very real concern of monetary policy with the
problem of promoting high and stable levels of
output and employment. Moreover, the problem
can easily be analyzed with the use of standard
macroeconomic theory. On the minus side, how-
ever, by concentrating exclusively on real magni-
tudes and thereby largely ignoring prices, this
approach slights what has become a serious
threat to macroeconomic stability—a stubborn-
ly high and disturbingly erratic rate of inflation.
In so doing, it tends to misrepresent those strate-
gies which are effective in promoting overall
stability—that is, stability of both output and
prices. This point is of more than academic
interest, because of the two strategies typically
considered—interest rates and aggregates—only
the latter has been seriously advocated as a viable
strategy for containing inflation. Thus, by focus-
ing on real GNP and ignoring inflation, we can
bias the analysis against an aggregates strategy.’

A strategy problem exists, as we have seen,
because data on the ultimate targets are collected
with too long a lag to permit direct monitoring of
those targets. For example, monthly data on real
GNP do not exist, while preliminary quarterly
data are not available until nearly a month after
the end of the quarter, and often these prelimi-
nary estimates are significantly revised over a
period of three years or more. Ideally, policy
actions should respond quickly to unforeseen
events which push GNP away from its target.

However, the long lag and preliminary character
of initial GNP data make it difficult to detect
such occurrences. In lieu of up-to-date or “time-
ly” data on GNP, policymakers must try to infer
what is happening to GNP by using indirect,
readily available evidence. Theoretical discus-
sion has focused almost exclusively on two such
intermediate - information variables — interest
rates and monetary aggregates. Clearly, both of
these variables have considerably smaller data
lags than GNP, Interest-rate data are available in
published form daily. Money-stock data are
available on a somewhat unreliable basis with a
one-week lag, and with considerably more relia-
bility with a lag of less than a month. Additional-
ly, interest rates and the monetary aggregates
provide information about future GNP as well,
since changes in GNP typically react withalagto
changes in current interest rates and money
stock. Hence they are doubly timely, in the sense
that they provide information about values of
GNP which will not be observed until much
later.

Besides their timeliness, candidates for strate-
gy variables must bear some systematic and
predictable relationship to the goal variable;
otherwise they would be incapable of providing
information about the latter, which is, after all,
their raison d’etre. Again, both interest rates and
monetary aggregates are natural candidates on
this criterion. First, both theory and evidence
point towards interest rates as an important
determinant of real aggregate demand, and
therefore of the level of output. Thus, ceteris
paribus, it is possible to associate with each level
of interest rates (i) a level of output (y); and
conversely, to associate with each level of output
a level of interest rates that would produce just
the right level of real aggregate demand. This
relationship between interest rates and real GNP
is enshrined in the standard IS curve of macroec-
onomic theory, or less formally, by the dual-
direction arrow between i and y in Figure 1
below.

Figure 1
Intermediate Targets and Strategy Choice

Strategy (Intermediate Target)
(a) Interest Rates (i)
(b) Monetary Aggregates (M)

~¢————— Aggregate Demand (IS)
e  Money Demand (LM)
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——— GNP (y)



Money and real GNP are connected through
the money-demand function, which posits that
(ceteris paribus) for each level of the money
stock (M), a level of real income exists at which
the public is willing to hold that stock:. Con-
versely, each level of real income determines-an
amount of money demanded. This relationship
between money and real GNP is embodied
formally in the standard LM curve, or less
formally, by the two-way arrow between M and
y in Figure 1.

This stabilization model requires modifica-
tion in one respect. In Figure 1, we assume that
the relationships between interest rates and
money, on the one hand, and GNP on the other,
are completely predictable, so that it is possible
to associate with each level of i or M a unique
level of v, and vice versa. In practice this is not
so because {a) we only have estimates of the
relationships, and these are subject to sampling
error, and because (b) the relationships depend
on other variables which our imperfect know-
ledge does not allow us either to specify or
predict precisely. Hence it is more accurate to
think of the relationships as specifying. a link
between ranges of possible outcomes for i and
M and ranges of possible outcomes for y. This
idea can be seen by associating sets of intermed-
iate and final targets rather than single points, as
illustrated in Figure 2, where the circles denote
sets of outcomes.

Consider the problem of using observations
on i and M to predict and attempt to control
what is happening to y. Let y* be the target for
GNP, and let i* and M* be the interest rate and
money stock, respectively, that are most likely
to be associated with y*. These “best guesses”

are shown as points in Figure 2. Now suppose
that policy successfully operates to achieve i*
but that the money stock turns out to be lower
than M*. How do we interpret this result? Two
extremes bound the possibilities:

e The aggregate-demand relationship is
“tight,” so that for given i*, the range of possible
outcomes of y is relatively small. On the other
hand, the money-demand relationship is rela-
tively “sloppy,” so that an outcome for M is
consistent with many different outcomes for y.
In this case, it is rational to assume that M is
lower than expected because money demand
has unexpectedly fallen, not that GNP is too
low. The appropriate response is to keep i at i*
and allow money to remain at its new lower
level.
® The money-demand relationship is relatively
exact, while the aggregate-demand relation is
susceptible to frequent and significant distur-
bances which greatly weaken the link between
interest rates and output. In this case, it is
sensible to treat the observation on M as strong
prima facie evidence that y is weaker than
desired, and to operate to bring M back to M*,
even though this will mean lowering interest
rates.

This example clearly shows that policy choices
are determined by one’s view of the world—in
particular, by how one regards the relative tight-
ness of the two (interest rate and money) links to
income. A choice of interest rates as the interme-
diate target implies that policymakers are pursu-
ing an interest-rate strategy, while a concentra-
tion on the aggregates implies an aggregates or
money-supply strategy. The issue at root is an
empirical one: Which relationship is the more

Figure 2
Unpredictability and Strategy Choice
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stable in the sense of yielding a small predicted
range for GNP? In the extreme cases outlined
above, where instability (unpredictability) is
confined entirely to either one or the other of the
relationships, the instability criterion by itself is
sufficient to determine the choice of strategy.
Thus an interest-rate strategy dominates where
money demand is unstable, while an aggregates
strategy dominates where the instability is in the
aggregate-demand relation. In the general case,
where both relationships are unpredictable, the
criterion must also take account of the interest
sensitivity of money demand and aggregate
demand, because these considerations affect the
extent to which (unexpected) shifts in money
demand or aggregate demand translate into
changes in real GNP. As a general rule, the more
interest sensitive aggregate demand is, and the
less interest sensitive money demand is, the more
likely is it that an aggregates strategy will domi-
nate.

Neither strategy, as a theoretical matter,

necessarily produces the smallest possible varia-
tion of GNP around its target that policymakers
could attain. Each is essentially a defensive
strategy, designed to prevent the intermediate
variables from straying too far from preassigned
targets. In general this is not a fully efficient
procedure, because evidence that the intermedi-
ate variable is going off track provides useful
information that the intermediate targets them-
selves need to be revised. Strategies which use
this “feedback principle”—optimal control or
combination policies—generally produce grea-
ter stabilization than the so-called “pure” strate-
gies that we have examined.* However, these
more efficient strategies typically require more
aggressive manipulation of interest rates and the
aggregates than we think is feasible, given the
FOMC’s cautious-control procedures. We have
concentrated on the pure strategies because, as
we argue below, the FOMC’s operating proce-
dures are more likely to lead to a pure strategy
than to an optimal combination strategy.

Il. Impact of Operating Instruments on Strategies

Given our choice of strategy, the problem of
tactics asks how we can operate to keep our
intermediate target on track. Typically the lit-
erature on this subject makes no distinction
between interest rates at the strategy level and
interest rates as an operational variable (the Fed
funds rate), so that the tactical problem of
implementing an interest-rate strategy would be
trivial. The literature suggests that the same
would not be true for an aggregates strategy,
since the money stock can be targeted either
with interest rates, operating through the de-
mand function for money, or with reserves,
operating through the supply of money. Hence
the tactical question generally has focused on
whether interest rates or reserves are the better
operating instrument for controliing money.

In this compartmentalized view, the tactical
question is treated as subsidiary and subordi-
nate to the question of strategy (Figure 3A). But
we argue here that this approach gets things
backwards—that because of cautious control of
the operating instrument, the choice of tactics
determines the choice of strategy (Figure 3B).
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Cautious Funds Rate Control

According to Federal Reserve public state-
ments as well as empirical evidence, the FOMC
attempted as far back as 1970 to control money
growth by changing the Federal-funds rate.
This attention to the aggregates has been for-
malized into explicit longer-run target ranges,
which are reported periodically to Congress.t
But the evidence also shows that the FOMC
generally has moved its funds-rate operating
instrument very cautiously in attempting to
achieve these targets. In other words, funds-rate
changes have generally not been large enough
nor timely enough to stabilize money growth
(Chart 1). Except in 1970 and mid-1973, growth
in the funds rate and money were highly corre-
lated, and both were positively associated with
the business cycle.

It should be noted that, ceteris paribus, mon-
ey demand is influenced negatively by the funds
rate and positively by GNP. Thus if the FOMC
actively moved the funds rate to hit its money
targets, we would observe a positive association
between funds-rate movements and the business



cycle, together with fairly constant money
growth, as interest rates rose and fell enough to
offset the cyclical effect of income on money.
Instead, we observe that money growth has
been procyclical, increasing and decreasing with
GNP. Although the funds rate also has risen
and fallen with GNP, these changes have not
usually been large enough to stabilize money
growth. Two exceptions may be noted: the
rapid drop in the funds rate in the 1970 reces-
sion, which caused Mi to accelerate, and the
rapid rise in the funds rate in the mid-1973
boom, which caused Mi to decelerate. But
otherwise, throughout the rest of the 1970,
procyclical changes occurred in both the funds
rate and money growth.

An analysis of the timing of funds-rate rever-
sals also shows that this operating instrument
has primarily followed the business cycle rather
than counteracted it. As shown in Chart 1,
changes in direction of funds-rate movements
have usually been delayed until after a new
phase of the business cycle was underway. The
funds rate was still being sharply reduced in the
first quarter of the 1971 and 1975 recoveries,
when an aggregates strategy would have called
for a less expansionary policy, given the resur-
gence in the demand for money and credit as
business improved. By the same token, the
funds rate was being increased sharply just prior

Figure 3A
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Chart 1

Changes in the Federal Funds Rate
and in the Narrow Money Supply (M-])
(Annual rates, 1970-79)

to and shortly after the business-cycle peak in
1973/Q4, when an aggregates strategy would
have produced an “easier” policy.

A recent econometric study has also found
evidence of cautious funds-rate control during

Figure 3B
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the 1970-74 period.7 This research involved
directly estimating the FOMC’s funds-rate reac-
tions to deviations of Mi from its targets. The
results indicated that the FOMC, while attempt-
ing to control the growth in the money stock,
actually moved the funds rate by only 8 to 9
basis points per month in response to undesired
money growth.

This conclusion is reinforced by evidence that
the FOMC has been more successful in keeping
the funds rate inside the boundaries of its
tolerance limits than it has been in keeping Mi
growth inside its short-run and/or long-run
ranges. Each month the FOMC Directive to the
Trading Desk has specified both a funds-rate
range and so-called tolerance ranges for Mi and
M2 growth over the current and following
months (e.g., at January meetings, tolerance
ranges would be specified for the January-
February period). Thus the tolerance ranges
would express the FOMC’s short-run aggre-
gates objectives, as distinct from the longer-run
objectives expressed by the longer-run target
ranges. During the January 1975-April 1979
period, the funds rate almost always remained
in the center of its target ranges, on a monthly
average basis, but Mi growth often fell outside
both its short-run and long-run ranges (Chart
2). This tendency of the funds rate to remain
within range may be attributed partly to the fact
that the FOMC sometimes adjusted the range
when market pressures drove the funds rate to
either limit on a weekly basis. Nevertheless,
changes in the funds rate have frequently been
too small to keep the aggregates on target.

Constraints on FOMC Actions

There are a number of reasons why the FOMC
stabilized the funds rate when it was used as an
operating instrument, and why it is likely to
stabilize reserves now that a reserves regime has
been adopted.8 The FOMC s faced with a good
deal of uncertainty concerning the current condi-
tion of the economy and the precise timing and
impact of policy actions. Uncertainty governs
the linkages, first, from money and interest rates
to the economy, and second, from reserves or the
funds rate to money and other interest rates. This
uncertainty reflects the current state-of-the-art in
the economics profession, and is not likely to be

29

Chart 2

Short-Run Tolerance Ranges, Longer-Run Targets, and Actual Values

for Mj Growth and the Federal Funds Rate
Percent

an Mj Growth
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Note: For quarterly Mi growth (top panel), dashes represent
actual growth rates; for bimonthly Mi growth (middle
panel), dots represent overlapping two-month growth rates,
and solid lines represent overlapping tolerance ranges; and
for Federal funds rate (bottom panel), dots represent actual
monthly rates.
eliminated in the near future. Under these cir-
cumstances, the rational policymaker, even with
the best available information, should react
cautiously in changing the operating instrument
when money appears to be off target.9Since the
impact of potential policy actions is uncertain,
the fact that the economy functioned “tolerably”
well last month is an important piece of evidence
in favor of not substantially changing the operat-
ing instrument this month. In this way, large
swings in policy are quite rationally delayed
“until next month.”

Several institutional factors also have contri-



buted to cautious control of the Committee’s
operating instrument. First, in addition to its
stabilization goals, the FOMC may quite reason-
ably desire to provide a stable policy framework,
one which causes as little disruption of ‘the
private economy as possible. Changesin Federal
Reserve policy have profound implications for
private-sector planning and forecasting. Thus,
the Fed tends to avoid making frequent changes
in policy direction because such changes increase
the frequency and uncertainty of private-sector
decisions and are detrimental to aggregate eco-
nomic performance.!?

Second, policy is made by committee, and the
inevitable compromises that result sometimes
lead to only modest changes in the operating
instrument. The need for compromise will often
be greater near business-cycle turning points,
when uncertainties about the current and imme-
diate future condition of the economy are great-
est. At such a time, opinions regarding the
proper setting for the operating instrument may
vary widely. Thus the Committee’s compromise
decisions may be biased toward no substantial
reversal until the economy is already in a new
phase of the business cycle.

Third, the FOMC is appropriately sensitive to
Congressional and public opinions about the
effectiveness of monetary policies. In fact, Con-
gress has mandated such a concern, through
Joint Resolution 133 in 1975 and the Full-
Employment and Balanced Growth Act of 1978
(the so-called “Humphrey-Hawkins Act”). Un-
der this legislation, the Federal Reserve Chair-
man goes before Congress periodically to ex-
plain and justify past and future monetary
policies. In this highly visible forum, mistakes of
commission elicit larger negative reactions than
mistakes of omission—perhaps because such
errors can be more easily identified with the
FOMC. For example, if the discount-rate in-
crease of November 1978 had not been sucha
success, Congressional and other- complaints
would have been much louder than if the dis-
count rate had wrongly been left unchanged.!!
For these reasons, the FOMC quite naturally
may tend to pursue a status quo policy until
considerable evidence is available to justify a
change. ‘

Each of these reasons for cautious control of
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the funds rate applies also now that the FOMC
uses reserves as its operating instrument. Thus
the FOMC is likely to control reserves cautiously
under its new operating procedures.

Interest Rate Variability

It may be argued that operating-instrument
stability was pursued to a greater extent under
the funds-rate regime than it will be now undera
reserves regime, on the grounds that the FOMC
has an ultimate objective of avoiding “excessive”
interest-rate variability. Interest-rate variability
would, of course, increase with a cautiously
controlled reserves operating instrument, and
several econometric studies suggest that the
added variability would be substantial.!?

However, these estimates may have substan-
tially overstated the problem. First, the data
unavoidably came from an environment where
the funds rate had been stabilized by the Federal
Reserve. But we know that rational financial-
market participants will smooth short-term rates
to some extent in a reserves-targeting environ-
ment. For example, banks may learn to borrow
in advance of periods of heavy seasonal demand,
while lenders may delay supplying funds to
coincide with periods of heavy expected demand.
Both kinds of actions will dampen shori-term
interest-rate fluctuations.

More importantly, under a reserves operating
instrument, funds-rate fluctuations will proba-
bly not be transmitted to other money-market
rates to the same extent as before.!® New York
Trading Desk operations under the funds-rate
regime produced a close association between the
(overnight) Federal-funds rate and longer-term
money-market rates. The Desk rarely missed its
funds-rate targets, and rarely reversed the direc-
tion of funds-rate changes, so that the current
funds rate provided substantial information
about its future levels. In this regard, it should be
noted that longer-term rates tend to equal
weighted averages of expected shorter-term rates
over the life span of the longer-term instruments.
The 90-day Treasury-bill rate;, for example;
should equal some weighted average of 90 future
one-day funds rates (plus or minus adjustments
for risk, liquidity, and other factors). Since
former Desk behavior allowed market partici-
pants to forecast future funds-rate levels on the



basis of current rate movements, short-term
changes in the funds rate almost immediately
became reflected in “longer” term money-market
rates.  But now, under the reserves operating
instrument, day-to-day and - week-to-week
changes in the funds rate should convey less
information about its future levels, and should
have a smaller impact on longer-term money-
market rates.

German. experience. confirms this
hypothesis—for example, during the January
1973-June 1974 period, when the central bank
did not peg very short-term interest rates. In that
period, absolute weekly changes in the interbank
(overnight) call-money rate varied by an average
of 345 basis points, while the (longer term) three-
month interbank loan rate varied by an average
of only 39 basis points (Chart 3).!4

A second piece of confirmatory evidence
comes from recent U.S. data on'daily rate move-
ments (Table 1). Under the funds-rate regime,
the Trading Desk pegged the Federal-funds rate
to the target rate every day of the week except
Wednesday, which is reserve-settlement day for
member commercial banks. Since the funds rate
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Table 1
Average Absolute Day-to-day Changes,

1977-78
(in basis points)
Federal 90-Day Treasury
Funds Rate Bill Rate
Monday 7.4 7.6
Tuesday 8.3 5.5
Wednesday 20.5 5.0
Thursday 16.9 44
Friday 5.2 5.9

~ primarily reflected private market forces on

Wednesdays, the large changes which often
occurred on those days were not perceived by
market participants as containing significant
information about FOMC intentions. Since
these changes were not very useful in forecasting
future funds-rate movements, Wednesday varia-
bility was not in general transmitted to longer-
dated money-market rates. The funds rate and
the 90-day Treasury-bill rate showed similar
variability on Monday, Tuesday, and Friday,
but funds-rate variability was significantly larger
on Wednesday when this rate often diverged
from its target, and on Thursday when it re-
turned to target. ;

Finally, under the funds-rate procedure, the
FOMC was in the position of being publicly
responsible for interest rates. It thus came under
considerable pressure to keep rates down, espe-
cially when they were near Regulation Q ceilings
and might trigger disintermediation. But while
the FOMC can keep interest rates down in the
short-run, this is not true in the long-run. At-
tempts to lower rates in the face of strong money
and credit demands result in fast money growth
and ultimately inflation.!s Indeed, with nominal
interest rates reflecting a premium for inflation,
attempts to resist interest-rate increases in the
short-run often cause higher rates in the long-
run. But now, by targeting reserves, the FOMC
may be able to divest itself of part of this
publicly-perceived responsibility for interest
rates, and thus promote a more accurate public
perception of the extent to which it can, in fact,
control these yields. With the funds rate being
more clearly “endogenous” in the reserves re-
gime, the FOMC can more convincingly argue
that it is just one of many factors (including
private behavior) causing variations in money-
market yields.



Strategy Outcomes

The FOMC is likely to use either type of
operating instrument cautiously in controlling
money, so that the choice of operating instru-
ment effectively determines the more important
choice of monetary policy strategy. It would be
theoretically possible, of course, to control the
money supply as accurately with a Federal funds
rate as with a reserves operating instrument
(Figure 4). As income rises during recoveries and
falls during recessions, money demand also rises
and falls procyclically. An increase in money-
demand in a cyclical expansion, illustrated by the
shift from Md to Md ,can be fully offset either by
raising a funds-rate target or reducing a reserves
target, as represented by the shift from Ms to
MS* (point S to M in both panels). The use of
either instrument to eliminate deviations of
money from target would constitute the pure
aggregates strategy discussed in the preceding
section. Alternatively, a pure interest-rate strate-
gy, which involves pegging the funds rate and
thus accommodating all deviations of money
from target, could in theory be achieved with
either a funds-rate or a reserves approach.

As we have argued above, the FOMC is likely
to follow neither of these “pure” strategies pre-
cisely, but rather to move its operating instru-
ment cautiously. To see what this means for
monetary control, assume that each operating
instrument is moved only one-fourth of the way
to levels which fully offset cyclical movements in

money demand—which means a shift from Ms
to M2 (points Sto CR in panel 1, and Sto Cl in
panel 2). In this case the procyclical error in the
money stock (M-M*) is much larger if the funds
rate is used than if reserves are used. The reasons
are clear: under a funds-rate target, money
demand is fully accommodated at that funds
rate, while under a reserves target, demand is
accommodated only to the extent that the behav-
ior of banks and the public partially offsets
Federal Reserve behavior.

Thus, under the FOMC’s former tendency to
make only cautious movements in the funds rate,
deviations of money from target were largely
accommodated—which is characteristic of an
interest-rate strategy. This strategy is most near-
ly optimal when money is deviating from target
mainly because of disturbances in the monetary
sector of the economy. Now that the FOMC is
using a reserves operating instrument, its partial
responses will result in a strategy which is close to
a pure aggregates approach, where money is not
allowed to deviate from target. This strategy is
most nearly optimal when the disturbances are
coming mainly from the real sector.

In view of the likelihood that the FOMC will
continue its rational approach of cautiously
using its operating instrument, the two con-
strained policies just described are the feasible
alternatives for monetary policy. While neither
of these strategies is optimal in the theoretical
context of optimal control, they represent the

Figure 4

Monetary Control Errors Under Alternative Operating Instruments

1 Reserves
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alternatives from which rational policymakers
normally choose in practice. Thus the FOMC
must decide which of these two constrained

ill. Empirical Issues in

The question of the optimum strategy—
interest rates or monetary aggregates—is ulti-
mately an empirical one. Theory can point to the
relevant issues—the relative unpredictability of
the aggregate demand and money-income rela-
tions and their interest elasticities—but it cannot
itself resolve them. Our intention is not to'give an
exhaustive catalogue of relevant empirical re-
sults, but instead to survey briefly what we think
are the major areas of investigation and their
major conclusions.!” As one might expect, much
of the empirical evidence is indirect, suggestive
rather than definitive, and seldom totally unam-
biguous. Nevertheless, given the variety of ap-
proaches and data sources involved, the sum of
evidence may be considered more compelling
than the individual parts if it shows any sort of
consensus. Such is the case here, we believe, with
the evidence arguing for an aggregates strategy.

The first piece of evidence is the large accu-
mulation of statistical work, covering the pre-
1974 period, showing a highly stable relation-
ship between the demand for money and GNP
and interest rates (Item 1b, Table 2).!® This
work draws on a long historical record for the

policies leads to the most nearly optimal results
for the economy.

the Choice of Strategy

U.S. as well as many other countries. It is hard
to think of another macroeconomic relation-
ship, with the possible exception of the con-
sumption function, which has stood up to such
exhaustive and intensive scrutiny.

Since mid-1974, the demand function for M;,
the narrowly-defined money supply, has appar-
ently shifted, and the continuing uncertainty
about the cause of this shift has obviously
increased its unpredictability.!® Consequently,
some observers have concluded that an aggre-
gates strategy is no longer appropriate, what-
ever the case might have been for it previously.
This seems to us an extreme position. In the first
place, the instability in M; does not appear to
have infected M, and the other aggregates
nearly as severely.?® Many people appear
wedded to the idea of M, as the definition of
money, and resist the idea of conducting policy
in terms of M;. Nevertheless, until 1975, it has
been difficult to detect any differences in the
stability of demand functions for M, and M;,
and thus in their respective abilities to predict
GNP (Item 3b). Hence, pursuing an M, strategy
may not produce seriously inferior results com-

Table 2
Major Issues in Survey of Empirical Evidence

(a) For an Interest Rate Strategy

(4a) . ‘How well does the aggregate-demand rela-
tion by itself predict GNP?

(5a) How well do interest rates predict GNP?

(6a) Do policy wvariables. which operate
through the aggregate-demand relation,
‘such” as ‘government  spending, éXert a
significant and predictable impact on
GNP?

(7a) Do simulations of an interest-rate strategy
show that it contributes to stabilizing
GNP?

versus

versus (5b)

versus

versus (7b)

(b) For an Aggregates Strategy
(1b). Is the demand function for money stable?

(2b) Is the interest elasticity of demand for
money low?

(3b) What is the appropriate definition of
money?

(4b) How well does the money-demand relation
by itself predict GNP?

How well do the aggregates predict GNP?

(6b) Do such variables provide any help in
predicting GNP, above and beyond what
the monetary aggregates tell us?

Do simulations of an aggregates strategy
show that it contributes to stabilizing
GNP?



pared to what M; would have yielded had it
continued to be well-behaved.

The well-documented finding of a low
interest -elasticity of money demand (Item 2b)
predicts that money is capable of exerting a
significant effect on prices and output. This
expectation has been amply confirmed in exten-
sive single-equation tests, which have shown
that current and lagged changes in money exert
a sizable and predictable influence on GNP
(Items 4b, 5b, and 6b). In contrast, similar
attempts to explain GNP using interest rates
and or measures of autonomous spending fre-
quently (in some instances, almost uniformly)
yield inferior results (Items 4a, Sa and 6a).2!
Again, as Froewiss and Judd show in this issue
of the Economic Review, interest rates contain
little or no information about GNP over and
above that contained in M, or M; (Item 5a).
Furthermore, these findings have not been
contradicted by simulation experiments, using
both small- and large-scale macroeconomic
models, which indicate that the money stock
provides a more reliable indicator of the thrust
of monetary policy than interest rates, and that
an aggregates strategy produces smaller varia-
tion in GNP than an interest-rate strategy
(Items 7a and 7b).22

Other evidence, of a more inferential nature,
tends to question the supposed stability of the
aggregate-demand relation. One piece of evi-
dence is the rediscovery of Irving Fisher’s dis-
tinction between the nominal and real rates of
interest, which explains the difference by the
anticipated rate of inflation.23 This reempha-
. sizes ‘the point that aggregate demand is a
function of real rates of interest, which are
unobservable. Hence attempts to predict GNP
using interest rates run up against the problem
of how to measure real rates of interest. This in
turn. requires making some estimate of the
anticipated rate of inflation—a difficult task in
a world where current inflation rates are sub-
stantially different from most of our historical
experience, and where the problem has wors-
ened considerably over the past decade. The
failure to resolve this question in a conclusive
way has added to our uncertainty about the
relationship  between aggregate demand and
market rates of interest, and in so doing has
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reduced the predictability of the aggregate-
demand relation.

The successive oil-price shocks experienced
since 1973-74 have also served to underline the
point that the aggregate demand (and supply)
relation is vulnerable to large unpredictable
shifts. The vagaries of international politics can
have an important impact on domestic infla-
tion, and we still do not fully understand how
oil price increases work their way through prices
and the real economy. This suggests that pre-
dicting GNP through the aggregate-demand
relation is going to be a chancy exercise for the
foreseeable future.

These doubts about the stability of the
aggregate-demand relation should be remem-
bered when so much attention has been focused
on alleged recent instability in the demand for
money. The preoccupation with money-demand
instability has tended to obscure one important
point: what matters is not whether the predicta-
bility of money demand has deteriorated per se,
but rather whether it has deteriorated enough to
make a money-stock strategy no longer approp-
riate. To do that would require showing that
aggregate demand and supply are stable enough
to make an interest-rate strategy workable. So
far this has not been demonstrated.

Moreover, the evidence of current instability
in the demand for M, should be placed in its
proper context. Surely the massive evidence for
the historical stability of money demand counts
for something. In particular, it argues for a
skeptical attitude toward new and still inconclu-
sive evidence that money has suddenly begun to
behave quite unpredictably. Uncertainty argues
for cautious changes in a policy when policymak-
ers are confronted with fragmentary evidence, as
past experience demonstrates. In 1971, for exam-
ple, it was widely claimed that the demand for
money had shifted. Subsequent analysis showed
that this had been a false alarm-—that the putat-
ive shift was well within the normal range of
historical experience.¢

And finally, as mentioned earlier, an aggre-
gates strategy clearly has an edge when we turn
our attention from the problem of income stabi-
lization to the problem of combatting inflation.?
While some evidence indicates that market rates
of interest contain information about future



inflation,?¢ it does not follow that an interest-rate
strategy—especially the usual type of cautious,
defensive strategy—will help to keep inflation
under control. Indeed, a telling criticism against
an interest-rate strategy is its tendency to accen-
tuate or prolong inflation by (inadvertently)
setting up a vicious spiral. The spiral may begin
with inflation éxpectations stimulating rising

interest rates, which the Federal Reserve initially
attempts to resist. The result is faster money
growth and eventually even more inflation. In
contrast, an aggregates strategy dampens infla-
tionary impulses by refusing to finance the in-
creases in expenditures that are necessary to keep
inflation going.

IV. Policy Implications

From this analysis, we may conclude:

e The FOMC is likely to control whatever
operating instrument it chooses in a cautious
manner. This rational approach follows natu-
rally from apparently unavoidable uncertainties
about the actual state of the economy and the
impact of policy actions.

® Cautious control of the funds rate means that
the FOMC, in effect, pursues a strategy which is
most nearly optimal when real-sector distur-
bances are smaller than monetary-sector distur-
bances, and when inflation is not a major
problem. Cautious control of reserves means
that the FOMC pursues a strategy which is most
nearly optimal when real-sector disturbances
are larger than monetary-sector disturbances,
and when inflation is a serious source of con-
cern.

These conclusions suggest the

monetary-policy guidelines:

following

® Choose the most nearly optimal strategy on
the basis of the available empirical evidence.

® Choose the operating instrument which, when
controlled cautiously, brings policy as close as
possible to the chosen strategy.
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This decision-making sequence should be
followed unless monetary control were seen to
be technically infeasible with the chosen operat-
ing instrument. Since empirical evidence indi-
cates that both reserves and funds-rate operat-
ing instruments represent technically feasible
alternatives,?’ the crucial decision should be
based on which operating instrument produces
the most nearly optimal strategy.

We have argued that monetary policy should
lean more toward a pure aggregates strategy
than a pure interest-rate strategy. Given the
uncertainties and other constraints on FOMC
actions, the reserves approach recently adopted
will automatically imply an aggregates orienta-
tion of monetary policy. This will be a distinct
improvement over former policies which, de-
spite official aggregates targets, were really
oriented around interest rates.

With the switch to a reserves operating instru-
ment, the Federal Reserve has made a serious
attack on inflation while promoting the stabili-

zation of the business cycle. The new operating

procedures mean that the FOMC’s rational
responses to the uncertainties it must face will
translate into a more effective monetary policy.



FOOTNOTES

1. An excelient exposition of the argument that a two-
stage procedure is inefficient can be found in Benjamin
M. Friedman, “The Inefficiency of Short-Run Monetary
Targets for Monetary Policy,” Brookings Papers on
Economic Activity (1977): 293-335. It is perhaps worth
repeating here the point we argue iater on, that given
considerable uncertainty about the precise impact and
timing of FOMC actions on macroeconomic activity, it
is not clear that the cautious strategies we concentrate
on are necessarily suboptimal.

2. The classic work in this field is William Pooie, “Opti-
mal Choice of Monetary Policy Instruments in a Simple
Stochastic Macro Model,” Quarterly Journal of Econ-
omics, 84 (May, 1970): 197-216. A good summary of
relevant issues in the literature can be found in Benjam-
in M. Friedman, “Targets, Instruments and Indicators of
Monetary Policy,” Journal of Monetary Economics, 1
(1975): 443-473.

3. Michael Bazdarich, in his contribution to this issue of
the Economic Review, has documented the important
role for the aggregates in effectively fighting inflation.
The reader should keep in mind that this evidence
makes a case for an aggregates strategy independent of
the evidence we discuss here.

4. A good exposition of the issues involved here can be
found in Stephen LeRoy and David L. Lindsey, “Deter-
mining the Monetary Instrument: A Diagrammatic Ex-
position,” American Economic Review, 68 (Dec, 1978):
929-934.

5. In early 1970, the language in the FOMC'’s published
directives to the Federal Reserve Bank of New York’s
Open Market Trading Desk switched from emphasizing
conditions in the credit markets to focusing on the
monetary aggregates and the funds rate. See Richard
G. Davis, “Implementing Open Market Policy with
Monetary Aggregates Objectives,” Monetary Aggre-
gates and Monetary Policy, Federal Reserve Bank of
New York, 1974, pp. 7-18. in addition, econometrically
estimated Federai Reserve reaction functions appearto
have shifted in 1970. See Paul DeRosa and Gary H.
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Optimal Control and Money Térgets: Should the Fed Look At

“Everything™?

Kenneth C. Froewiss and John P. Judd*

Target rates of growth for the monetary aggre-
gates have played an increasingly prominent role
in discussions of Federal Reserve policy over the
last decade. The Federal Open Market Commit-
tee (FOMC) first incorporated the notion of
monetary targets into its policy directives in
1970. More recently, the establishment of such
targets has been mandated by Congress, first in
Joint Resolution 133 in 1975 and then in the Full
Employment and Balanced Growth Act of 1978
(the so-called “Humphrey-Hawkins Act”).

While virtually all economists agree that the
behavior of the money supply has an important
effect on economic activity, many question the
wisdom of singling out this one variable from
among all of those on which the Fed might focus
its attention. Indeed, to confer primacy on mon-
ey goes against a long Fed tradition of “looking
at everything” in attempting to gauge the direc-
tion of the economy and the correspondingly
appropriate monetary policy. Fed spokesmen
have, in fact, maintained that they do not inter-
pret the announced monetary targets in any
rigid, mechanistic way.! Rather, they view these
targets as broad guides to policy which may be
revised as necessary in the light of new economic
information. ‘

The intuitive argument that the Fed should
“look at everything” in setting policy instead of
slavishly aiming at preannounced monetary tar-
gets has found support in the theory of “optimal
control”.2 Described in more detail below, the
optimal-control literature essentially criticizes

the use of targets as being wasteful of informa-
tion, which, if properly employed, would permit
policymakers to be more successful in the pursuit
of their economic goals. While we do notdispute
the theoretical basis of this optimal-control
position, we intend to assess its empirical signifi-
cance within the context in which it is likely to be
used. Specifically, we ask this question: Do those
financial-market variables which are frequently
cited as being important for the determination of
monetary policy convey reliable information
about aggregate spending in the economy be-
yond that contained in the movements’of the
money supply?

In Section I, we set out the basic principles of
optimal-control theory, and then review how
these ideas have been used to criticize a policy of
monetary targeting. Also, we examine the use of
information in the context of “real-world” poli-
cymaking. In Section II, we translate these
theoretical considerations into econometric tests
of the information about aggregate demand
contained in a large number of financial-market
variables—bank credit and its components, in-
terest rates, and flow of funds—over and above
monetary policy aggregates targeted by the Fed-
eral Reserve. From these tests, we conclude that
once policymakers look at a monetary aggregate,
they can gain little additional information about
nominal GNP by also looking at other financial-
market variables. These conclusions, as well as
some limitations of the study, are summarized in
Section II1.

I. Optimal Control and Monetary Policy

Although the theory of optimal control has its
origin in the engineering literature, its funda-
mental ideas can be easily explained in terms of
*The authors are, respectively, Associate Economist, Mor-
gan Guaranty Trust Company of New York, and Senior
Economist, Federal Reserve Bank of San Francisco. Patrick
Weber, Ladan Amir-Aslani, and Thomas Klitgaard provided
research assistance for this study.

38

the problems confronted by economic policy-
makers. The most inexorable problem is uncer-
tainty. In theory, we can think of the economy as
being accurately described by a large number of
so-called structural equations. This “true model”
of the economy includes equations specifying all
of the relationships which make up the structure



of the economy—such as consumption behavior,
the demand for money, and so on. Even if
policymakers were confident that they knew the
“true” model of the economy, in the sense of
knowing which variables belong in each equa-
tion, the equations of that model would still
contain random components which cannot be
empirically estimated with complete precision.
In fact, policymakers’ problems are com-
pounded by a lack of certainty about the under-
lying structure of the economy.

Another problem is the general inability of
available policy tools to affect directly the vari-
ables of ultimate concern, such as employment,
inflation, and real-output growth. In the lan-
guage of optimal control, the policy tools are
known as “instruments” and the variables such
as employment are known as “goal variables.”
The policymaker, then, chooses settings for the
instruments believed consistent with the desired
values of the goal variables, while recognizing
that the link between the two is uncertain.

The situation is further complicated by the fact
that the resulting actual values of the goal vari-
ables may not be immediately observable. There
may be lags in the transmission of policy. For
example, a change in the rate of growth of the
money supply may not be fully reflected by a
change in the rate of inflation for a period of up
to two years.? Moreover, there may be further
fags in the gathering of data. Figures for GNP are
not available until after the end of the quarter to
which they refer, and the initial figures are
routinely revised, often by substantial amounts.
As a result of these lags, the economy could veer
off course for some time without policymakers
being aware of the situation. Indeed, this possi-
bility is not purely hypothetical. In 1974, a large
revision in the inventory-valuation adjustment
sharply changed perceptions regarding the over-
accumulation of inventories and, hence, the
likely severity of the ensuing recession. It is
conceivable that, had policymakers access to
better information in 1974, their decisions would
have been different.

Of course, policymakers need not wait for the
release of GNP data to learn about the economy,
because monthly figures on personal income,
industrial production, retail sales, etc., provide
clues as to how the economy is evolving. Based
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on the observation of these “information vari-
ables,” they can draw inferences about the unob-
served goal variables, and reset instruments if
that appears warranted. “Optimal control”
makes an important contribution by showing
policymakers how to make the most effective use
of the feedback from information variables when
deciding whether to change the setting of the
instruments. The process is “optimal” in the
sense of minimizing some measure of the devia-
tion of the actual paths of the goal variables from
their desired paths.*

The formal mathematics of optimal control
theory is complex and will not be presented here.
But the underlying logic is simple: In order to
achieve optimal settings of the policy instru-
ments, it is necessary to utilize all available
information on the unobserved goal variables.’
Thus, the adherents of an optimal-control ap-
proach argue that a policy of monetary targeting
inherently wastes information. We now turn to
an appraisal of that criticism.

Monetary Policy Targets

As mentioned at the outset, the Federal Re-
serve has repeatedly stressed in official state-
ments that it does not formulate short-run mone-
tary policy mechanistically, according simply to
the criterion of whether the money supply is
growing on target. Thus, although we present
here a highly stylized representation of monetary
targeting, we do not intend this to be used as a
description and assessment of how the Fed
currently conducts its affairs. Instead, we intend
it simply as an expositional device to help high-
light some of the key issues in the debate over the
virtues of formal money targets.t

Consider the situation faced by monetary
policymakers at the time targets are initially
established. They wish to see the goal variables of
unemployment, inflation, and real income
growth follow certain desired paths over the
planning period for which targets are to be set.
For simplicity, these three distinct goal variables
can be grouped under the single rubric of “in-
come.” On the basis of historical empirical
relationships, policymakers then choose growth
targets for the monetary aggregates which they
believe will be consistent with achievement of the
desired path for income.



However, the money supply is not a variable
over which the Federal Reserve has direct con-
trol, i.e., it is not an “instrument.” The Fed can
control directly the availability of reserves to the
banking system or alternatively it can influence
even this variable indirectly by setting a value for
the Federal funds rate and providing whatever
quantity of reserves is necessary to maintain that
rate.8 Under present Federal Reserve regula-
tions, member banks must hold certain percen-
tages of their various deposit categories in the
form of reserves. This means that deposit growth
is ultimately constrained by the rate at which
reserves are allowed by the Fed to expand. On
October 6th, the Fed announced a change in its
operating procedures which would involve di-
rectly setting the volume of bank reserves (rather
than the previous method of using the Federal-
funds rate) to attempt to achieve its monetary-
aggregates targets. Thus the Fed is now using
reserves as its instrument, whereas up to October
6th the instrument was the Federal-funds rate—
see the article by Judd and Scadding in this issue.
But it would not be appropriate to call money the
instrument under either regime.

In the terminology of optimal control, money
is an information variable. Observations on the
money supply are available on a more timely
basis than are observations on income. More
importantly, changes in the rate of growth of
the money supply tend to lead changes in
overall economic activity. If the rate of money
growth is observed to be deviating from its
target, we may assume that income is (or will
be) deviating from its desired path, since the
money target was expressly chosen to be con-
sistent with the latter. In this situation, strict
adherence to a policy of monetary targets would
require that the supply of bank reserves be
altered to bring money growth back on target.

This simple description of the workings of a
money-targeting policy begs a host of real-world
issues. For example, what is the proper time
period over which to compare actual and target-
ed money growth? One week? One month? Fur-
thermore, what should the policy response be
when one measure of the money supply is ex-
ceeding its target while another is below target?
And should forecasts of money growth be given
any weight, or only acrual money growth?
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While all of these questions are important for
the implementation of a targeting procedure,
they can be safely ignored for purposes of this
study. Here, the concern is with two more
fundamental issues. First, can a policy which
relies solely on the information contained in
money to infer the behavior of income ever be
optimal? And second, would a policy which
consisted of mechanically moving reserves to
bring money back on target whenever it went
off track represent an optimal use of the infor-
mation in money itself? According to the adher-
ents of the optimal-control approach, the an-
swer to both of these questions is, “No.”

The logic of the response is intuitively appeal-
ing in the case of the first question. Data on a
whole host of economic variables other than
money are available on a more timely basis than
are national-income statistics. For example, the
Federal Reserve publishes weekly numbers on
bank loans at the same time that it releases its
money-supply figures. A large body of economic
literature suggests that these numbers should
provide important clues to the strength of econ-
omic activity.® Similarly, interest rates on a wide
range of securities can be monitored on a contin-
ual basis (as the Open-Market Desk of the
Federal Reserve Bank of New York indeed
does). To the extent that interest rates are an
important link in the transmission of monetary
policy, they presumably provide another valu-
able source of information about income. A4
priori, it is hard to understand why policymakers
should choose to ignore such information.

The reasoning behind the optimal-control
position on the second issue raised above—
whether automatically bringing money back on
track, once it has strayed, represents the best use
of the information conveyed by the money
supply—is less obvious though easily explain-
able. We look to money for information on
income because of the assumption that there is a
stable relationship between the two through the
money-demand function. If money demand is
subject to random disturbances, however, devia-
tions of money from target may merely reflect
these random influences, and need not indicate
that income is off its desired path. If, for exam-
ple, the Federal Reserve were to offset a random
downward shift in money demand that was




unrelated to income, the result would be an
excess of money supply over demand, which if it
persisted would lead to inflation. If, on the other
hand, the drop in money were caused by a
random decrease in real economic activity, an
increase in the money supply by the Federal
Reserve to raise aggregate demand would be
appropriate. Furthermore, if other variables
than income enter the money-demand equation,
policymakers must consider the response of
money to these variables when formulating the
optimal policy reaction te a deviation of money
from target. Since money demand apparently is
both subject to stochastic disturbances and re-
sponsive to changes in interest rates, it follows
that mechanically moving money back to target
will not, in theory, be the optimal policy. This is
true even if money is used as the sole source of
information about income.!0

The empirical analysis in the remainder of
this article focuses only on the first of these two
separate issues——that monetary targets waste
information. Further, we restrict our attention
to financial-market variables as possible supple-
ments to the information on income contained
in money. We do not assume that “real” vari-
ables convey no information on income. Rath-
er, we limit his study to financial variables
because of their prominence in the literature on
the transmission of monetary policy to econom-
ic activity. An investigation of potential real-
sector information variables could be the sub-
ject of another long paper. Furthermore, our
choice of variables is meant to reflect the natu-
ral inclination of monetary policymakers to
look to the financial markets for a reading on
the economy.

Finally, restricting the analysis to financial
variables does not undermine the practical rele-
vance of this study. In early 1979, for example,
money growth as measured by both M; and M,
was sluggish, while bank lending was growing
rapidly. Policymakers were forced to decide
whether the money-supply figures accurately
reflected the imminence of a period of slack in
real economic activity, despite the surge in bank
loans.!! In fact, the empirical estimation in the
next section is based on the kind of analysis
which policymakers at least implicitly perform
when confronted with such divergent trends.
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Information Variables: Policy Context

We noted previously that one of the problems
faced by policymakers is their lack of knowledge
of the “true model” of the economy. If they knew
the equations of that model (or even the variables
involved), they would presumably be able to
extract information about income out of cur-
rently available data. But their uncertainty about
the true model leaves them little choice but to
rely on a few variables which in their experience
have been correlated with GNP in the past, and
which are available on a timely basis. Because of
differences in individual judgment and experi-
ence, differences also occur in policymakers’
choices of variables to watch. Not surprisingly,
then, policy briefings tend to involve the presen-
tation of the latest figures from a wide range of
economic time series, from which each policy-
maker can choose the two or three variables
which he or she believes convey the most infor-
mation about economic activity.

In effect, each policymaker replaces the (un-
known) full structural model with a single-
equation model, in which income is explained by
several variables on which he has focused his
attention. These variables generally include
monetary-policy and fiscal-policy measures, but
are not limited to them. Since many financial-
market measures are “endogenous” (i.e., deter-
mined in the full model), the single equation is
properly called a “semi-reduced form,” to distin-
guish it from a “reduced form” in which only
“exogenous” or policy variables are used to
“explain” movements in income. Also, these
equations do not necessarily represent the opti-
mal way for policymakers to use indirect infor-
mation about aggregate demand. Instead, they
are designed to represent a reasonable approxi-
mation to the way policymakers use such infor-
mation in practice.

In this sense, and only in this sense,; we use
such equations to establish a strong presumption
for the existence of (or lack of) “information”
about aggregate demand in the variables tested.
Given the use of this concept of “information,”
the problem reduces to searching for correlations
between potential information variables and
nominal GNP. Where such correlations are
found to be statistically significant, we conclude
that available information is sufficiently reliable



to be potentially usable by policymakers.

Any search for information variables would
logically begin with measures of monetary and
fiscal policy. Examples would include the policy
variables for which the Federal Reserve current-
Iy reports targets to Congress (M;, M, , M3, and
bank credit). The Fed presumably believes that
these aggregates contain significant information
about GNP, and besides, it is required under the
Humphrey-Hawkins Act of 1978 to specify
growth ranges for them in conducting monetary
policy. Our basic equations express growth in
nominal GNP as functions of growth in several
monetary-policy variables (M;, M, and bank
credit)—and in addition, as a function of a fiscal-
policy variable (high-employment federal ex-
penditures).!? These basic equations are the
familiar St. Louis equations, which have been
widely discussed in the economics literature,!?
generally as measures of the relative importance
of monetary and fiscal policy. However, we
employ these equations in a completely different
way. We add various information variables to
these equations and ask the question: Do these
financial-market variables contain any addition-
al information about aggregate demand not
already contained in variables measuring mone-
tary and fiscal policy?

The financial-market variables examined in-

clude (I) bank credit and its major components,
(2) interest rates of various maturities, and (3)
aggregate activity in the credit markets. In select-
ing variables for testing, we tried to be theoreti-
cally agnostic: to “run the gamut” of financial
variables which are commonly used in economic-
policy briefings, and which might logically flow
from either Keynesian or Monetarist theories.

Contemporaneous values of these variables
were entered in the equations, even though
policymakers lack access to some current infor-
mation because of lags in the data. Thus our
equations test for information in the variables
themselves, and do not determine whether poli-
cymakers actually have access to such informa-
tion. This is no problem for interest rates, where
there are no effective data lags. Also it is only a
minor problem for monetary and banking data,
where the lags are only a week—but where
revisions are occasionally substantial. In the
case of flow-of-funds data, however, the lags
exceed one quarter, so that any potential infor-
mation involves the use of either forecasts or
lagged data. Since our basic tests may overstate -
the amount of accessible information in the
flow-of-funds variables, we include additional
(forecasting) regressions to determine whether
our basic results with these particular variables
would be affected.

Il. Testing for Financial Market Information

The preceding discussion conceptually defined
the empirical tests conducted for the information
content of financial-market variables. We next
describe the particular form of these tests, which
are based on econometric estimates of semi-
reduced form equations. As mentioned earlier,
the equations are designed to determine whether
or not the financial-market information vari-
ables add significantly to the precision with
which monetary—and fiscal—policy variables
by themselves explain aggregate demand. Specif-
ically, we use F-tests to determine if standard
errors from aggregate-demand equations includ-
ing only the policy variables are significantly
higher than standard errors from equations
which also include financial-market variables.
The estimating equations are described in (1)
below.
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The policy variables include those that would
normally be found in standard St. Louis
equations!4—nhigh-employment government ex-
penditures as the fiscal-policy variable,!s and M, ,
M,, and bank credit alternatively as the
monetary-policy variable. Bank credit, although
having less operational significance for mone-
tary policy at present than the monetary aggre-
gates, has received strong support as an alternate
policy measure, especially during the extended
debate on this subject in the early 1970’s.16 In
agnostic fashion, we have simply performed our
tests with all three monetary-policy aggregates.

4 4 4
Yi=a+ X bM. +2 oF. + 2 dil
i=0 =0 i=0
where all variables are entered approximately as
percentage changes!” and are defined as follows.

(D



See Appendix 1 for data sources and glossary.

Y = nominal gross national product.
M = monetary-policy aggregates.
M; = currency plus commercial-bank
demand deposits adjusted
M, = M, + commercial-bank saving and
time deposits except large negotiable
certificates of deposit
total bank credit (BC)
fiscal-policy variable = high-employment
Federal expenditures.
financial-market “information” variables.
commercial-bank variables
total bank credit (BC)
loans to nonfinancial business (BL)
ratio of total loans to total bank credit
- (P)
interest rates
Federal funds rate (RFF)
4-6 month prime commercial-paper
rate (RCP)
Moody’s Aaa corporate-bond rate
(RCB)
flow-of-funds variables
total outstanding credit extended to all
nonfinancial sectors (TCE)
total outstanding credit extended to
the household sector (TCE/HH)
total outstanding credit extended to

;
|
|

the nonfinancial business sector
(TCE/NFB)
liquid assets, nonfinancial business
sector (LA/NFB)

Sample period:
1961:1-1977:4  (quarterly observa-

tions).

Distributed lags:
fourth-degree Almon distributions
over times t through t-4 where coef-
fients at times t+1 and t-5 are tied to
z€ero.

Serial correlation:
first degree Cochrane-Orcutt adjust-
ment, where serial correlation was in-
dicated.

Instrumental variables:
contemporaneous values of nonpolicy-
information variables replaced by fit-
ted values from instrumental-variables

43

regressions (see Appendix 2 for a de-
scription of the instruments used).

In choosing particular series within each of the
financial-market categories, we tried to include
variables which are systematically involved in
the process by which Federal Reserve open-
market operations influence the economy. Qur
purpose was not to advance particular hypo-
theses, but rather to test as many credible vari-
ables as possible. It should be noted that bank
credit enters the equations in two roles. This
variable appears as a monetary-policy aggregate
in conjunction with financial-market informa-
tion variables, and, alternatively, as a financial-
market information variable in conjunction with
M, and M;.

The end-point for the sample period was
chosen as 1977.4 because later data were influ-
enced by changes in the monetary aggregates,
brought about by recent changes in banking
regulations.!® Indeed, an even earlier end-point
could have been chosen, because some evidence
showed that the demand for money (especially
M) actually began shifting in 1974.3.1% But
preliminary estimates indicated that the inclu-
sion of 1975-77 in the sample period uniformly
raised the standard errors of the equations esti-
mated (with and without information variables)
and thus did not change any of our conclusions.
Meanwhile, the beginning point of the sample
period was chosen as 1961.1, because that
marked the beginning of some well-documented
changes in bank behavior (i.e., the development
of liability management).2

As mentioned earlier, the equations are semi-
reduced forms, in that they include exogenous
policy variables which belong in the reduced
form of nominal GNP2! and, in addition, en-
dogenous financial variables. In order to avoid
the statistical problems associated with estimat-
ing equations with endogenous explanatory vari-
ables, we used an instrumental variables ap-
proach with respect to the contemporaneous
values of the financial-market information vari-
ables. Actually, the results from ordinary least-
squares (OLS) regressions are presented in the
text, since these results are very similiar to those
obtained with instrumental variables, and thus
do not affect the article’s conclusions. The



instrumental-variables results are shown in Ap-
pendix 3, and the instruments are described in
Appendix 2.

Empirical Results

The top row of numbers in Table 1 represent
the standard errors from three “St. Louis” equa-
tions with nominal GNP regressed on high-
employment government expenditures and a
monetary-policy variable (alternatively, M, M;,
and bank credit), and no financial-market infor-
mation variables. The standard errors from
regressions which include information variables
were compared with those from the St. Louis
equations, by means of 5-percent and I-percent
F-tests, to see if the information variables could
reduce the standard errors in the respective St.
Louis equations by a statistically significant
amount.

Table 1
Standard Errors of Regressions
1961.1-1977.4
(Ordinary Least Squares Regressions)

Policy Variables
information

Variables M4, F My, F BC,F
None 2.95 2.89 3.16
M, N/A 2.92 2.99%
M, 292 N/A 2.91%+
BC 2.99 2.90 N/A
BL 3.00 2.90 3.16
P 2.95 2.93 3.09

“P,RCP 2.94 2.89 3.03
RCP 2.89 2.82 297+
REF 2.88 2.80 2.97%
RCB 2.94 2.96 3.20
RCB,RCP 291 2.84 3.00
TCE 2.93 2.88 2,98+
TCE/HH 250% 253 2.5g%*
TCE/NFB 2.86 2.87 3.09
LA/NFB 2.81* 2.84 2.90%*

*Indicates standard errors which are significantly lower (at
5 percent) than those of corresponding regressions with no
information variables.

** Indicates standard errors which are significantly lower (at
I percent) than those of corresponding regressions with no
information variables.

N/A = not applicable
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None of the three bank-credit information
variables—aggregate bank credit, bank loans to
nonfinancial borrowers, and the ratio of total
bank loans to bank credit—passed either test.
None of the three contained information in
addition to M;, and M, , while the latter two
credit variables did not significantly reduce the
standard errors from the St. Louis equationwith
bank credit as the monetary policy variable.22

Similarly, the various long- and short-term
interest rates tested were not found to contain
additional information in the M,, and M, equa-
tions. But in the bank-credit equation, both the
funds rate and the commercial-paper rate signifi-
cantly reduced the standard errors. Thus tests of
eight bank-credit and interest-rate variables(and
combinations thereof) against three measures of
monetary policy (23 regressions in all) produced
only two cases in which additional information
was found. Both of these cases involved short-
term interest rates as information variables,and
bank credit as the measure of monetary policy.

In contrast, the tests of the flow-of-funds
variables (last four rows of Table 1) produced a
number of cases in which information existed
over and above that in the policy variables. Total
outstanding credit extended to households was
significant for M;, M,, and BC. Liquid assets of
nonfinancial business significantly reduced the
standard errors in the M; and BC equations,

Table 2
Standard Errors of Regressions
1961.1-1977.4
(Instrumental Variables Regressions)

Policy Variables

information

Variables M1, F Mo, F BCF
None 2.95 2.89 3.16
TCE 2.95 2.89 3.00%
TCE/HH 2.68%* 2.65%* 2.97+*
TCE/NFB 2.93 2.89 318
LA/NFB 3.0t 3.04 3.11

* Indicates standard errors which are significantly lower (at
5 percent) than those of corresponding regressions with no
information variables.

**Indicates standard errors which are significantly lower (at
I percent) than those of corresponding regressions with no
information variables.



while outstanding credit extended to all nonfi-
nancial sectors passed the F-test in the BC
equation.?? Thus additional information was
detected in six out of the twelve equations esti-
mated with flow-of-funds variables.

Because of the time lag in the availability of
flow-of-funds data, the results probably over-
state the usable information in those variables.
To try to extract the necessary information,
policymakers would presumably attempt to fore-
cast contemporaneous values of flow-of-funds
variables. The instrumental variables regressions
provide a convenient approximation to this
forecasting situation. In these regressions, the
contemporaneous values of financial-market
information variables are replaced by in-sample
estimates from first-stage equations. Since in-
sample estimates are generally more accurate
than out-of-sample forecasts, the instrumental-
variables regressions perhaps overstate the
amount of usable information in flow-of-funds

Tabie 3
Long-Run Elasticities of Y with Respectto M
1961.1-1977.4
(Ordinary Least Squares Regressions)

Policy Variables

information

Variables M1,F Mo, F BC,F
None 74%% 84%* 32
M; N/A 73* -.03
My .08 N/A -.13
BC 79 G N/A
BL .80** GO** 1.91
P 68** 14%* .35%
P,RCP T0** ]2k 43*
RCP T5%* 74%* 4THH
RFF ) T4%* 74%* 45%*
RCB ] 3 8Rx* .24
RCB,RCP WELL Q0¥ ot
TCE .36 .56 .08
TCE/HH Stx A8* 21
TCE/NFB 1.10** Bg** L69**
LA/NFB .39 .58* 11

* Indicates long-run elasticities which are significantly dif-
ferent from zero at the 5-percent level.

** Indicates long-run elasticities which are significantly dif-
ferent from zero at the I-percent level.
N/A = not applicable

variables. Nevertheless, they should do a better
job than the ordinary least-squares regressions
summarized in Table 1.

These more realistic results (see Table 2) fail
to detect additional information in liquid assets
of nonfinancial business in the M; and BC
regressions, as did the OLS tests. The signifi-
cance of outstanding credit extended to house-
holds (with M;, M, ,and BC), and the same
measure for all nonfinancial sectors (with BC)
hold up in the instrumental-variables runs. As
for the M,and M, equations, it is difficult to say
why credit extended to the household sector
would contain additional information, while the
same measure for all nonfinancial sectors and
the nonfinancial business sector do not.

The results in Table 1 can also be used to assess
the Federal Reserve’s practice of targeting more
than one monetary-policy aggregate. Is the ex-
planatory power of a single aggregate improved
when a second aggregate is also considered? Our
results indicate that BC can be improved upon by
also looking at M; or M;, but that the reverse is
not true.

M, and M, thus outperform BC as a measure
of monetary policy, as can be seen from the fact
that the St. Louis equations yield somewhat
lower standard errors with M; and M;(2.95 and
2.89 respectively) than with BC (3.16). In addi-
tion, only one of the thirteen information vari-
ables tested improved upon the M; and M,
equation, while there were seven such variables
for BC.

Further evidence is presented in Table 3,
which shows the long-run elasticities of nominal
GNP with respect to the monetary-policy vari-
able indicated at the top of each column, when
the information variable(s) indicated for each
row is (are) also in the regression. M; maintains
its highly significant coefficient when M;and BC
are separately added to the equation. M, retains
its significant coefficient when BC is included in
the equation, but becomes insignificant in the
presence of M;. Finally, the significance of BCis
eliminated by both monetary aggregates. When
the entire list of information variables is consid-
ered, the long-run coefficients on M, and M;are
significant in all but a few cases, while this is true
for BC in only six of thirteen cases.



The empirical results can be summarized as
follows:

1. After testing a large number of potential
information variables measuring various aspects
of bank credit, interest rates and flow of funds,
we found only one variable (total credit extended
to households) which contained information
about aggregate demand in addition to M, and
M, (when separately paired with a fiscal-policy
variable).

2. When bank credit was used as the measure
of monetary policy, we found that two interest
rates (on commercial paper and federal funds)
and two flow-of-funds variables (total credit
extended to nonfinancial sectors and to the
household sector) contained additional informa-
tion.

3. M; uniformly outperformed M, which, in
turn, outperformed bank credit as a measure of
monetary policy. We found that BC contained
no information over and above that in either M;
or M,, while both of the latter variables con-
tained information in addition to BC.

This study thus has accumulated a great deal
of negative evidence on the information content
of credit-market variables. But in doing so, it has
produced one very strong positive result: once
money (especially M. ) is included in an
aggregate-demand equation, there is little to be
gained by also looking at credit-market vari-
ables, or for that matter, at other monetary-
policy variables.

ill. Conclusions

Optimal-control theory implies that monetary
policy is unlikely to be optimal if available
information about goal variables is not used.
While this conclusion is theoretically unassail-
able, it cannot be considered relevant in practice
without determining which variables, if any,
contain information in addition to the policy
variables on which policymakers naturally rely.
This article addresses that important policy
question for a representative set of financial-
market variables. The statistical tests indicate, in
particular, that once policymakers take account
of growth in money (especially M; ), they can
gain little additional information about aggre-
gate demand from such variables as bank credit
(and its components), interest rates, and flow-of-
funds variables.

The study has several limitations. First; we
have not tested potential information variables
from the real sector of the economy. Second,
our study uses quarterly data, whereas mone-
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tary policy is conducted on a month-by-month
basis, so that we may be missing some informa-
tion from credit-market variables about very
short-run changes in aggregate demand. Third,
we have not investigated the possibility that
only the unexpected portion of movements in
financial-market variables contain information
about GNP. Finally, as noted earlier, we have
not addressed the question of how the Federal
Reserve should respond to deviations in money
from target-—which is an important question if
money is used as the sole source of information
about aggregate demand. Despite these caveats,
we believe that the present research has put the
burden of proof on those who argue that the
Federal Reserve should not target money be-
cause this involves “throwing away” significant
financial-market information. Furthermore,
these results re-confirm the robustness of the
association between money and aggregate de-
mand.
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APPENDIX 1
Variable Names and Sources of Data

Total loans and investments of all commercial banks (FR Board)

Loans to nonfinancial business of all commercial banks (Flow of Funds Accounts)
Constant term

High-employment federal expenditures (FRB St. Louis)

Liquid assets of the nonfinancial business sector (Flow of Funds Accounts)
Currency plus demand deposits adjusted (FR Board)

M, + time and savings deposits at commercial banks other than large negotiable
certificates of deposit (FR Board)

Total bank loans of all commercial banks/ BC (FR Board)

Moody’s Aaa bond rate (Moody’s Investors Service)

4-6 month prime commercial paper rate (FR Board)

Federal funds rate (FR Board)

Total credit extended to nonfinancial sectors (Flow of Funds Accounts)

Total credit extended to the household sector (Flow of Funds Accounts)

Total credit extended to the nonfinancial business sector (Flow of Funds Accounts)
Nominal gross national product

APPENDIX 2

Instrumental Variables Specifications

The following equations were used to generate the instrumental variables used in the instrumental
variables regressions. See Appendix 3 for those regression results.

2

2 2 2

Lk=a+2blli+ 2% cMu + 3 dRFFN + 2 efF; + f'popes

i=1

=] =1 =1

where all variables are measured in changes in natural logarithms, and

1
M,
REFFN

F
pop

Il

il

Il

financial market information variables as defined in the text.

currency plus demand deposits adjusted.

federal-funds rate, unless I = federal-funds rate, in which case RFFN = 90-day prime
commercial-paper rate.

high-employment federal expenditures.

total U.S. population.
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APPENDIX 3
Results from Instrumental Variables Regressions

Table 1A
Standard Errors of Regressions

1961.1-1977.4
(Instrumental Variables Regressions)

Policy Variables
information

Variables M4,F Mo, F BCF
None 2.95 2.89 316
M; N/A 2.92 2.99*
M, 292 N/A 2.91%*
BC 3.00 2.91 N/A
BL 3.21 315 317
P 295 2.94 3.09
P.RCP 295 2.92 3.06
RCP 2.90 2.83 2.99*
RFF 2.88 2.80 2.98*
RCB 295 2.97 321
RCB,RCP 291 2.85 3.01
TCE 295 2.89 3.02%
TCE/HH 2.68%* 2.65** 2.75%*
TCE/NFB 293 2.89 3.18
LA/NFB 3.01 3.04 3.11

* Indicates standard errors which are significantly lower (at
S-percent level) than those of corresponding regressions
with no information variables.

** Indicates standard errors which are significantly lower (at
1-percent) than those of corresponding regressions with no
information variables.

N/A = not applicable

Table 2A
Long-Run Elasticities of Y with Respectto M

1961.1-1977.4
(instrumental Variables Regressions)

Policy Variables
Information

Variables Mq,F Mo, F BC,F
None 4% .84x* 32
M N/A 73* -.08
M, .08 N/A .11
BC 83 .89** N/A
BL 1.00** LI7%* 1.90
P 65+ T2w* .36
P,RCP 73x* 79%* .48*
RCP 7g%* To** Sixx
RFF J6** 76** 4%
RCB T3 88** 25
RCB,RCP Rkl .90** .60**
TCE .30 51 .08
TCE/HH 48 37 .21
TCE/NFB 1.29** 93 .49
LA/NFB .26 42 02

* Indicates long-run elasticities which are significantly dif-
ferent from zero at the S-percent level

** Indicates long-run elasticities which are significantly dif-
ferent from zero at the l-percent level.
N/A = not applicable

FOOTNOTES

1. This position was first made clear by Arthur Burns in
his "Testimony before the Joint Economic Committee”,
July 23, 1970, and has since been reiterated on a
number of occasions.

2. See in particular Benjamin M. Friedman, “The Ineffi-
ciency of Short-Run Monetary Targets for Monetary
Policy”, Brookings Papers on Economic Activity
(1977:2), pp. 293-335.

3. Milton Friedman and Anna Jacobson Schwartz, A
Monetary History of the United States, 1867-1960 (Prin-
ceton, 1963).

4. In particular, the variance of the difference between
the actual and desired values of the goal variable(s)
over time is generally used.

5. While this condition is necessary for optimal control,
it is clearly not sufficient. As discussed in the next sub-
section, optimai-control adherents also criticize
monetary-policy targets for causing inappropriate re-
sponses to the information contained in money about
GNP.
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6. On the question of the usefuiness of this simplified
description, see B. Friedman (1977), pp. 294-295.

7. The assumption that there is only one goal variable
avoids the problem of whether in fact there are suffi-
cient instruments available to achieve several inde-
pendent goals.

8. The Fed can, of course, affect the volume of reserves
through changes in the discount rate, and can alter the
effective level of reserves through changes in reserve
requirements. These complications are not important
for the analysis here, however.

9. See, for example, the discussion in Tim Campbell,
“Monetary Policy and Bank Portfolio Composition,”
Journal of Money, Credit, and Banking, 2 (May 1978),
pp. 239-251.

10. For a fuller development of this issue, see B. Fried-
man, {1977}, pp. 311-314.

11. See William Poole, “The Monetary Deceleration:
what Does It Mean and Why Is It Happening?”, Brook-



ings ‘Papers on Economic Activity, 1 (1979}, pp. 231-
240, for a discussion and analysis of the monetary
deceleration.

12. Along debate exists inthe economics literature over
the statistically and conceptually superior measure of
fiscal policy. Ifany consensus has developed,; it favors
the high-employment federal expenditures measure.
See “Technical Notes for Estimates of the High-
Employment Budget” Federal Reserve Bank of St.
Louis, unpublished paper, March 1968, for a descrip-~
tion of this variable. Also see footnote 13 for papers
using this variable.

13. See Leonall Anderson and Jerry Jordan, "Monetary
and Fiscal Actions: A Test of Their Relative Importance
in Economic Stabilization,” Federal Reserve Bank of St.
L.ouis Review (November 1968), pp. 11-24, Benjamin M.
Friedman, “Even the St. Louis Model Now Believes in
Fiscal Policy,” Journal of Money, Credit, and Banking
(May 1977); pp. 365-67; and Keith M. Carison, “Does the
St Louis Equation Now Believe in Fiscal Policy?,”
Federal Reserve Bank of St. Louis Review (February
1978y, pp. 13-19.

14. See footnote 13.
15. See footnote 12.

16. See the series of papers by Michael Hamburger,
Frederick Schadrack, and Fred Levin under the head-
ing, “The Choice of Intermediate Targets,” in Monetary
Aggregates and Monetary Policy, the Federal Reserve
Bank of New. York, 1974. A summary discussion of
those results may be found in Benjamin Friedman,
“Empirical’ Issues in Monetary Policy,” Journal of
Monetary Economics (1977:3), pp. 87-101.

17. Specifically, the equations are estimated in changes
in logarithms, which.is similar to using data expressed
as percentage changes. Percentage changes have been
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found to have superiorstatistical properties than dollar
changes in standard St. Louis equations estimated over
1953-1976. See Carlson (1978).

18. See Thomas D. Simpson, “A Proposal for Redefin-
ing the Monetary Aggregates,” Federal Reserve Bulle-
tin (January 1979), pp. 13-42.

19. See Richard D. Porter, Thomas D. Simpson and
Eileen Mauskopf, “Financial innovation and Monetary
Aggregates,” Brookings Papers on Economic Activity
(1:1979), pp. 213-229. A paper disputing that a shift
occurred:is Michael Hamburger, “Behavior of the Mo-
ney Stock: Is There A Puzzle?” Journal of Monetary
Economics (April 1978), pp. 151-192.

20. See. Jack Beebe, “A Perspective.on Liability Man-
agement and. Bank Risk,” Federal Reserve Bank of San
Francisco, Economic Review (Winter 1977) pp. 12-25.

21. Several researchers have shown that money is
exogenous with respect to nominal GNP. A recent
exampleis Y.P. Mehra, “Is Money Exogenous in Money-
Demand Equations,” Journal of Political Economy
(1978:2), pp. 211-228.

22. Cambel! (1978) obtained significant results with the
composition of bank credit in anequation similarto our
“P,RCP” equation shown in Table 1. However, he used
the 1953-72 sample period, and the raw government
surplus for a fiscal variable. The reverse-causation bias
in this.variable in-aggregate-demand equations was the
major. reason. for the development of the high-
employment government expenditures variable in
Anderson-Jordan (1968).

23. The insignificance of this variable in the M1 and M2
equations is consistent with the results in Richard G.
Davis, “Broad Credit Measures as Targets for Monetary
Policy,” Quarterly Review (Federal Reserve Bank of
New York), pp. 13-22.
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Hang-Sheng Cheng

During the last decade, inflation has become a
worldwide concern. At the same time, with the
abandonment of pegged exchange rates under
the Bretton Woods system, member countries of
the International Monetary Fund (IMF) have
become free to choose their exchange-rate policy
under general IMF surveillance.! How to exer-
cise this freedom so as to minimize domestic
price inflatioh is obviously a question of consid-
erable policy interest.

The purpose of this paper is to utilize eco-
nomic analysis and empirical evidence to shed
light on the subject of exchange rates and dom-
estic inflation. We start with a simple model of a
small two-sector economy—a tradable-good
sector and a nontradable-good sector. With this
model, we compare how various types of distur-
bances to the national economy (e.g., world
inflation, capital flows, domestic wage increases,
crop failures, monetary expansion) affect the
domestic price level under fixed and flexible
exchange rates. A large number of cases are
analyzed, corresponding to the various alleged
causes of inflation, to see if the choice of
exchange-rate policy makes a systematic differ-
ence in the extent to which the domestic price
level is affected by various internal and external
disturbances.

The analysis shows, first, that in an open
economy, any inflationary disturbance from
whatever source always manifests itself as a
pressure in the foreign-exchange market, in the
form of a reserve change or an exchange-rate
adjustment (or a combination of the two). The
analysis also shows that the essence of an
exchange-rate policy lies in a deliberate policy
choice regarding the distribution of the
“exchange-rate market pressure?” between re-

* Assistant Vice President and Economist, Federal Reserve
Bank of San Francisco.
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serve changes and exchange-rate adjustments.
Depending on the source of inflation, the
exchange-market manifestation may be an up-
ward pressure on the national currency (i.e.
exchange appreciation or reserve accumulation)
or a downward pressure (exchange depreciation
or reserve depletion). In the case of an upward
pressure, exchange appreciation would always
result in less domestic-price increase than reserve
accumulation; in the case of a downward pres-
sure, on the other hand, reserve depletion would
always result in less domestic inflation than
exchange depreciation. Thus, an optimal
exchange-rate policy for minimizing domestic
inflation would be to permir exchange apprecia-
tion and resist depreciation, regardless of the
source of inflationary disturbances. Since the
manifestations of the exchange-market pressure
are readily observable, and the exact nature of
the underlying inflationary disturbances is not,
this policy rule would make policy choices con-
siderably easier and more operational than hav-
ing to decide about the sources of inflation—
imported or of domestic origin, demand-pull or
cost-push, attributable to monetary or real fac-
tors.

We have applied the rule to assess the actual
exchange-rate policies and inflation experiences
of four Pacific Basin countries: Japan, the Phil-
ippines, Korea, and Taiwan, during the 1968-78
period. Buffeted by both internal and external
disturbances, the four countries experimented
with a variety of exchange-rate policies during
this period. Japan floated in 1973; the Philip-
pines nominally floated in 1970 but in fact
pursued a flexible-peg approach; Korea original-
ly floated but then shifted to a pegged rate in
1972; and Taiwan maintained a pegged rate until
the very end of the period, when it adopted a
floating rate.



Despite the variety of avowed exchange-rate
policies, all four countries except Japan exhibit-
ed a greater readiness to depreciate the currency
than to appreciate. Even in Japan’s case, both
appreciations and depreciations were tempered
by a “leaning-against-the-wind” policy, whereby
the Bank of Japan intervened in the market to
slow down or moderate the extent of exchange-
rate fluctuations.? The aversion to currency
appreciation resulted in rapid money growthand
inflation in a number of episodes, notably for
Japan during 1970-72, Korea during 1975-77, the
Philippines during 1972-73, and Taiwan during
1972-73 and 1976-78. Actual currency deprecia-
tions meanwhile resulted in higher domestic-
price increases than would have occurred under
fixed-rate regimes, in Japan during 1973-75, the
Philippines during 1970-71, and Korea in 1970-
72 and 1975-77.

This informal survey of inflation experiences
indicates that domestic inflation in the four
countries might have been lower had they adop-
ted optimal exchange-rate policies.

Finally, several caveats are in order. First, it
should be borne in mind that the “optimality” of
exchange-rate policy is defined in this paper
solely in terms of reducing domestic inflation in

the face of internal and external disturbances. As
important as that objective may be, policy-
makers might well have other objectives in mind,
e.g., domestic income stabilization and econom-
ic growth. Hence, although a less-than-optimal
exchange-rate policy in the present context
means a higher domestic inflation rate than
otherwise, it does not necessarily imply a wrong
policy. Second, the recommendation for resist-
ing depreciation as an anti-inflation policy is
predicated on the assumption that the exchange-
market pressure is transitory, or that appropriate
adjustment mechanisms can work rapidly
enough to restore balance in the nation’s interna-
tional payments before its foreign reserves or
foreign-credit facilities are seriously depleted.
Specifically, it is not an endorsement of a pegged
exchange rate under continuing domestic infla-
tion, with the exchange rate sustained by exten-
sive trade and exchange restrictions. Third, the
assumption of a “small open economy,” defined
in the next section, should be underscored. This
implies that foreign repercussions of the coun-
try’s policy actions can be ignored. The analysis
is particularly inapplicable to large economies
such as the United States, whose economic
activities significantly affect the rest of the world.

I. Framework of Analysis

The analytical framework presented in this
paper is one familiar in the literature on policy
choice for maintaining internal and external
balance. This approach, pioneered by Robert
Mundell, Marcus Fleming and others, is simpli-
fied here by assuming full-employment output
and no bond market, so as to focus on the
relationship between the exchange rate and the
domestic price level.* Those who are not interest-
ed in formal economic analysis may skip to the
next section, where the analytical results are
summarized.

We also assume in this analysis that the coun-
try is a price taker in the world market for both
its exports and its imports. That is to say, it
possesses no monopolistic power over its exports
and no monopsonistic power over its imports, so
that the world demand for its exports and the
supply of its imports are both perfectly elastic.
Moreover, terms-of-trade changes are ignored,
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so that the country’s exports and imports are
regarded as one good, a “tradable good,” in
distinction to another good, the “nontradable
good.”

Both the tradable good and the nontradable
good are produced and consumed by the resi-
dents of the country. The production of each
good is assumed to depend only on the relative
prices of the two, while the demand depends on
real income, relative prices, and real money
balances. The price of the nontradable good is
determined by the domestic demand and supply
conditions in that market. The price of the
tradable good, on the other hand, is equal to its
given foreign price multiplied by the exchange
rate, which is defined as the price of the foreign
currency in terms of the national currency.
Under flexible rates, the exchange rate is deter-
mined by supply and demand in the foreign-
exchange market, which in turn depends on the



nation’s trade balance and exogenously-given
net capital flows. Under fixed exchange rates, the
exchange rate is by definition set by the mone-
tary authorities through exchange-market inter-
ventions, with resultant changes in the central
bank’s foreign reserves and the domestic money
supply.

Finally, in order to simplify the analysis, we
assume that both consumers and producers are
devoid of “money illusion”; that is to say, the
demand and supply of each good are dependent
only on real magnitudes and relative prices, so
that proportionate changes in all prices and the
money supply would leave both demand and
supply unaffected.’ This money-neutrality as-
sumption, which is standard in neo-classical
economic theory, insures the same proportional-
ity of all price changes as a given change in the
money supply.®

Consider now various sources of inflation, and
compare how the aggregate price level—defined
as a weighted average of the two commodity
prices—would be affected under fixed and flexi-
ble exchange rates. Four types of disturbances
may be distinguished: foreign price increases,
domestic credit expansion, autonomous changes
in domestic demand or supply in the two goods
markets, and net international capital flows.
Obviously, these four types cover a very large
variety of disturbances which can be sources of
inflation in a country open to international trade
and capital flows.

The four types of disturbances affect the
domestic price level through their effects on the
demand and supply of tradable and nontradable
goods. Three types of impacts are considered in
this model: a “relative price effect,” a “real
balance effect,” and a “real income effect.” The
first refers to the response of the domestic de-
mand and supply of the two goods to a change in
their relative prices: the quantity supplied is
postulated to rise, and the quantity demanded to
fall, with a rise in the price of the good relative to
that of the other good. In addition, the model
assumes that demand is positively related to both
real income and the real money balance held by
the public—the latter being defined as the nomi-
nal money supply adjusted for changes in the
domestic price level-—such that an increase in
either will increase the demand for both goods.

52

The stability of the two-sector model requires
that the marginal propensity to spend on either
good (the real income effect) be less than unity,
and that the real-balance effect on demand of a
price change in one sector be algebraically small-
er than the sum of its relative-price effects on
both the demand and the supply in that sector.
Finally, the model assumes that changes in the
nominal money supply are determined partly by
changes in the central bank’s foreign reserves and
partly by domestic credit expansions or contrac-
tions.

World Price Increase. Under a fixed exchange
rate, the domestic price of the tradable good will
rise in proportion to the rise in its world price.
Through the relative-price effect, which by as-
sumption outweighs the real-balance effect, the
domestic output of the tradable good will rise
and the demand for it fall, resulting in an im-
provement in the nation’s trade balance, an
increase in its reserves, and domestic monetary
expansion. The monetary expansion, through
the real-balance effect, implies an increase in the
demand for both goods, thus raising the price of
the nontradable good and reducing the trade
surplus. Final equilibrium will be attained in
both markets when both prices have risen pro-
portionately to restore the same relative prices as
at the initial equilibrium, and the trade surplus is
completely eliminated.

Under flexible exchange rates, on the other
hand, a world price increase will result in an
appreciation of the national currency in propor-
tion to the world price increase, thus leaving the
domestic price of the tradable good unchanged.
There is neither a relative-price effect nor a real-
balance effect. Hence, there is no change in the
domestic price level.

Thus, a fixed exchange rate exposes a country
to inflation pressures from abroad, while upward
flexibility of the exchange rate insulates the
domestic price level from such pressures. In both
cases, the world inflation pressures are manifest-
ed in the foreign-exchange market—in the form
of a reserve accumulation in the fixed-rate case
and of exchange-rate appreciation in the
flexible-rate case.

Domestic Credit Expansion. Domestic credit
expansion will result in an increase in the money
supply and, through the real-balance effect, inan



increase in domestic demand in both tradable-
good and nontradable-good markets.. Under a
fixed exchange rate, only the nontradable-good
price will rise, as the price of the tradable good is
fixed by its world price and the pegged exchange
rate. As relative prices change, the supply of the
tradable good will fall and its demand rise, thus
bringing about a trade deficit and hence a decline
in foreign reserves and in the domestic money
supply. Through the real-balance effect, demand
will fall back in both markets, until the
nontradable-good price returns to its original
level and the trade deficit is eliminated. Full
equilibrium will be restored when the two prices
and the money supply all fall back to their
respective initial levels. In the end, the only
consequence of the domestic credit expansion is
an exchange of domestic assets for foreign assets
in the central bank’s portfolio, with no net effect
on either absolute or relative prices, domestic
output or expenditures.

Under a flexible exchange rate, on the other
hand, whenever domestic credit expansion
brings about an increase in the money supply, the
real-balance effect will raise domestic demand in
both tradable-good and nontradable-good mar-
kets, as in the fixed-rate case. However, because
the exchange rate can now fluctuate, the prices of
both goods are flexible, so that under domestic
demand pressure the prices of both goods will
rise. Full equilibrium will be restored when
prices have risen in proportion to the increase in
the money supply, in accordance with the
money-neutrality assumption.

Thus, when a domestic credit expansion
creates inflation pressure, a fixed exchange rate
relieves that pressure through a trade deficit—
and also sets off an adjustment mechanism,
through reserve depletion and monetary con-
traction, which reduces both the inflation pres-
sure and the trade deficit. A flexible exchange
rate, onthe other hand, through exchange depre-
ciation, seals up the inflation pressure at home,
so that the full strength of that pressure is exerted
on the domestic price level, as in a closed econo-
my. Again, in both cases, the inflation pressure is
manifested in the foreign-exchange market—
reserve drain in the fixed-rate case and exchange
depreciation in the flexible-rate case.

Autonomous Demand or Supply Changes.
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Disturbances of this type can occur in either of
the two goods markets. Instead of analyzing all
such cases, we shall consider only the case of a
supply increase—say, due to successful adoption
of advanced technology—in the tradable-good
sector, and briefly summarize all the other possi-
bilities.

Under a fixed exchange rate, an output expan-
sion in the tradable-good sector will result in an
improvement in the nation’s trade balance, an
accumulation of reserves, and a monetary ex-
pansion, with no effect on the domestic price of
the tradable good. However, because of the
higher real income and the induced monetary
expansion, domestic demand for both goods will
rise, leading to a rise in the price of the nontrad-
able good and a reduction in the trade surplus.
Full equilibrium will be restored when the
nontradable-good price has risen sufficiently for
the relative price-effect to completely offset the
combined real-income and real-balance effects,
and when the trade surplus is completely elimi-
nated. In the end, the domestic price level will be
higher than at the initial equilibrium.

Under a flexible rate, on the other hand,
output expansion in the tradable-good sector
will lead instead to an appreciation of the nation-
al currency and a consequent reduction in the
domestic price of the tradable good, with no
effect on the trade balance and the money sup-
ply. Through the relative-price effect, which by
assumption must be greater than the real-
balance effect, supply will rise and demand will
fall in the nontradable-good sector, but demand
for the nontradable good will rise because of the
real-income effect arising from the output ex-
pansion. The net effect on the price of the
nontradable-good is indeterminate. But regard-
less of the effect on the nontradable-good price,
the aggregate price level will definitely be lower
than at the initial equilibrium.”

Thus, a supply increase in the tradable sector
resuits in a rise in the price level under a fixed
exchange rate but a decline under a flexible rate.
These different results arise because the distur-
bance leads to a reserve accumulation in the
fixed-rate case and to exchange appreciation in
the flexible-rate case. Again, the form in which
the disturbance manifests itself in the foreign-
exchange market, as determined by the



exchange-rate policy, makes a critical difference
in its impact on the domestic price level.

Without going through the analysis, we shall
merely note that a supply increase in the non-
tradable sector will result in a decline in the
domestic price level under both a fixed and a
flexible exchange rate. The decline will be smali-
er under the former than under the latter, the
difference again being due to the resultant re-
serve accumulation (hence monetary expansion)
in the fixed-rate case and to exchange apprecia-
tion in the flexible-rate case. Moreover, as would
be expected, the results of supply decreases are
symmetrical (i.e., of opposite signs) to those of
supply increases, and those of demand changes
symmetrical to those of corresponding supply
changes.

Capital Flows. Capital flows affect the dom-
estic price level indirectly through their impact
on the exchange rate or on foreign reserves.

Under a flexible rate, a net capital outflow will
result in a depreciation of the national currency,
thus directly raising the price of the tradable
good and indirectly raising that of the nontrad-
able good through the relative-price effect. The
domestic price level will definitely be higher.
Under a fixed rate, on the other hand, the capital
outflow will result in a reserve loss, monetary
contraction, and (through the real-balance ef-
fect) in a reduction indemand for both goods. At
the final equilibrium, the domestic price level will
be lower than at the initial equilibrium. A net
capital inflow will have exactly the opposite
results. Again, the exchange-rate policy makes a
critical difference in the response of the domestic
price level to the given disturbance, depending
on whether the exchange-market pressure is
manifested in exchange-rate adjustments or in
reserve changes.

Ii. Analytical Results

So far, we have examined the impact on the
domestic price level of four types of distur-
bances: foreign price increases, domestic credit
expansions, domestic demand or supply shocks,
and international capital flows. A large number
of cases have been analyzed, because in reality
inflation can be attributed to a variety of causes.

Our purpose is to construct a model that can
analyze the impact on the domestic price level of
all such disturbances, and see if any generaliza-
tion could be derived from the results that might
be useful to policymakers. The results are sum-
marized in Figure 1.

Figure 1
Impact of Disturbances on Domestic Price Level

Fixed Exchange Rates

Flexible Exchange Rates

Reserve Price Exchange Price

Type of Disturbance Change Level Rate Level
Foreign price increase Increase + Appreciation 0
Credit expansion Decrease 0 Depreciation +
Domestic supply changes

Expansion, tradable good Increase + Appreciation -

Expansion, nontradable good Increase Appreciation ~-

Contraction, tradable good Decrease - Depreciation +

Contraction, nontradable good Decrease + Depreciation ++
Capital flows

Net outflow Decrease - Depreciation +

Net inflow Increase + Appreciation -
Symbols: “0” denotes no change in the domestic price level.

“+” denotes a rise in the domestic price level.

“++” denotes a larger rise in the domestic price level than would occur under the fixed-rate case.

“

“

denotes a fall in the domestic price level.
—-" denotes a larger fall in the domestic price level than would occur under the fixed-rate case.



In an open economy, as shown in Figure 1, any
disturbance to the economy is always reflected in
the foreign-exchange market, either as a reserve
change under fixed exchange rates or as an
exchange-rate adjustment under flexible ex-
change rates. Moreover, the various types of
disturbances may result in either an wupward
exchange-market pressure on the national cur-
rency (i.e. a reserve increase or an exchange
appreciation) or a downward pressure (i.e. a
reserve decrease or an exchange depreciation).
Where the exchange-market pressure is
upward—as in the case of a foreign-price in-
crease, an expansion in domestic supply of either
good, or a net capital inflow—a flexible-rate
policy permitting appreciation would in every
case result in a smaller price increase or a larger
price decline than would occur under a fixed-rate
policy. Conversely, where the market pressure is
downward—as in the case of a domestic credit
expansion, a contraction in domestic supply in
either market, or a net capital outflow—a fixed-
rate policy drawing down reserves would in every
case lead to a smaller price rise or a larger price
decline than would occur under a flexible-rate
policy. Thus, an exchange-rate policy designed
to minimize domestic price inflation should
permit exchange appreciation and resist depre-
ciation, regardless of the source of inflation.

The rationale behind this policy rule can be
better understood by considering the relation-
ship between the exchange-market pressure and
changes in the domestic price level. The foreign-
exchange market is like a set of valves adjusting
the reciprocal excess demand or supply of na-
tional currencies through changes in their ex-
change rates. An upward pressure signals an
excess demand for the national currencies by the
holders of foreign currencies, because of their
desire to acquire the goods, services, and finan-
cial assets denominated in the nation’s currency.
(For brevity, call it the “foreign” excess demand,
even though it refers to that of the holders of
foreign currencies, be they domestic or foreign
residents.) A fixed-exchange-rate policy would
keep the adjustment valves wide open, thus
allowing the foreign excess demand to spill fully
into the domestic market and raise the domestic
price level. A flexible-rate policy, on the other
hand, would shut off the valves by making the
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national currency dearer in terms of foreign
currencies, thereby discouraging the foreign
excess demand from the national market. Under
these circumstances, a flexible-rate policy per-
mitting exchange appreciation is clearly to be
preferred.

A downward pressure, on the other hand,
signals an excess demand for foreign currencies
by the holders of the national currency, because
of their desire to acquire goods, services, and
financial assets denominated in foreign curren-
cies. (Term it the “domestic” excess demand.) A
flexible-rate policy would again turn off the
valves by making the foreign currencies dearer in
terms of the national currency. This would shut
in the domestic excess demand and compel it to
apply all its pressure on the domestic price level.
A fixed-rate policy, on the other hand, would call
for the central bank to draw down foreign
reserves so as to satisfy the domestic excess
demand for foreign currencies. This would keep
the valves open and thus would channel the
domestic inflation pressure toward foreign
goods, services and financial assets, and away
from the domestic market. In the process, the
central bank would reduce the amount of the
national currency in the public’s holdings, and
thus erode the basis of the excess demand for
foreign currencies. Under such circumstances, a
fixed-rate policy would help reduce the domestic
inflation pressure.

This interpretation helps bring out several
implications of the proposed exchange-rate poli-
cy. First, the policy rule means a deliberate
attempt to shield the nation from foreign infla-
tion pressures and to direct domestic inflation
pressures toward the rest of the world. Obvious-
ly, this asymmetrical policy can be operative only
for those nations that do not have to worryabout
repercussions from the rest of the world. Foreign
countries, for instance, might react by appreciat-
ing their currencies against the nation’s currency,
in effect sealing the inflation pressure within the
nation from which it originates. Alternatively,
where the inflating nation depends on foreign
borrowings to finance its deficits, the foreign
lenders could progressively make their terms of
lending more onerous. As for the second implica-
tion, the proposed downward exchange-rate
rigidity presumes ample reserves in relation to



the reserve drain, as well as an effective adjust-
ment process for reducing the reserve drain: The
policy is merely a short-run stop-gap measure.

Impeding the adjustment process by continued
domestic monetary expansion, for instance,
would ultimately destroy its usefulness.

lil. Experiences of Pacific Basin Countries

With this policy rule in hand, we now turn to
examining the inflation and exchange-rate expe-
riences of four Pacific Basin countries—Japan,
Korea, the Philippines, and Taiwan—during the
1968-78 period. We assess the appropriateness of
their policies from the viewpoint of minimizing
domestic inflation, to see if the policy rule can
help interpret actual events in the period studied.
The data for the four countries are selected on
the basis of the economic analysis presented
above (Tables 1-4 and Charts 1-2).

Japan :

The Japanese yen was at first pegged to the
U.S. dollar, drifted up after August 1971, and
then officially floated in February 1973. After
that, it fell during the oil crisis and world reces-
sion of 1974-75, and then rose sharply in 1976-78.

During the fixed-rate period of 1968-70, the
exchange-market pressure was relatively mild.
The overall balance-of-payments surplus aver-
aged a relatively small $1 billion a year. During
1971-72, the payments surplus leaped to an

average of $6.7 billion a year, in spite of the 18-
percent yen appreciation from 1970 to 1972. The
Bank of Japan responded to this strong upward
pressure with a combination of exchange-market
interventions and exchange-rate adjustments. As
a result of the market interventions, the annual
money-growth rate rose from an average of 17
percent in 1968-70 to an average of 27 percent in
1971-72 (Chart 2). As shown in the central bank’s
balance sheet (Table 1), the 1971-72 increase in
total assets, amounting to ¥2.8 trillion, was
more than explained by a rise of ¥3.9 trillion in
its foreign-asset holdings. Given the lag between
monetary expansion and price increases?, the
high money-growth rate of 1971-72 set the stage
for the double-digit price inflation in 1973-74.
The 1973-74 inflation thus can be traced, at least
in part, to the 1971-72 exchange-rate policy.?
Under heavy exchange-market pressure, the
yen officially floated in February 1973 and
appreciated by 12 percent on a year-to-year

Table 1
Japan: Inflation, Exchange Rates, Balance of Payments and Money, 1968-78

1968 1969 1970 1971

Inflation Rate! 44 6.0 7.8 5.4
Exchange Rate? 99.5 100.1 100.1 103.0
Balance of Payments?®

Current Account 1.0 2.1 2.0 5.8

Capital Account -0.2 ~-1.4 -0.8 4.6
Money Growth Rate* 13.4 20.6 16.8 29.7
Central Bank Assets®

Total 0.91 0.92 1.08- 0.25

Foreign Assets 0.32 0.27 0.43 3.03

Claims on

Government 0.48 0.32 0.33  -1.i6
Claims on Banks 0.12  0.33 032 -1.62

average basis. However, during 1973 the
1972 1973 1974 1975 1976 1977 1978
4.5 16.5 245 8.5 9.4 6.2 34
118.3 1322 1230 1208 1209 1336 1704
66 -0.1 -47 07 37 109 175
-3.6 -6.2 5.9 0.1 0.1 -4.4 -7.5
24.7 16.8 ILS 1.1 12.5 8.2 134
251 204 244 157 224  na.
0.89 -1.89 0.39  -0.22 1.94 n.a.
-0.54 G.47 2.48 356 -0.33 047 1.77
2.17 345 -0.44 -1.77 0.35 0.77 0.27

1 Percentage change in consumer-price indeX, fourth quarter to fourth quarter.

2 Exchange rate vs. U.S. dollar, annual average, June 1970=100.

3 Balance on current and capital accounts, in billions of U.S. dollars.

4 Percentage change in M (currency plus bank demand deposits), year end to year end.

5 Change in assets, in trillions of yen, year end to year end.

Source: International Monetary Fund, International Financial Statistics, various issues.
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exchange-market pressure reversed its direction,
as the current-account balance turned into a
small deficit, and a large net capital outflow
occurred. The Bank of Japan intervened heavily
to-support the yen, so that its foreign-exchange
holdings fell from $16.5 billion to $10.2 billion
between year-end 1972 and year-end 1973, while
the money-growth rate dropped from 25 percent
to 17 percent between 1972 and 1973. The central
Chart 1
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bank’s total assets rose by ¥2.0 trillion, while
foreign assets declined by ¥1.9 trillion.:: The
exchange-market interventions played a signifi-
cant role in reducing money growth in 1973, and
thus contributed to the reduction of inflation
pressures in subsequent years.

The yen continued to decline in 1974 and 1975.
The Bank of Japan persisted in its policy of
reducing the money-growth rate, bringing it

Chart 2
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down further to 11 percent in 1975. The inflation
rate finally came down from 24 percent in 1974 to
8 percent in 1975. However, exchange-rate poli-
¢y apparently contributed little to anti-inflation
policy during this period, with little central-bank
intervention to moderate the yen depreciation.

From 1975 to 1978, the situation: again
changed as the yen came under heavy upward
pressure in the exchange market. Japan’s
current-account balance swung from a deficit of
$0.7 billion in 1975 to a surplus of $17.5 billion in
1978. Again, the Bank of Japan adopted a
“leaning against the wind” policy of attempting
to moderate the yen’s appreciation by heavy
exchange-market interventions. In 1977-78,
while the yen appreciated by 40 percent, the
Bank of Japan added $16.5 billion to its foreign
reserves. Although this action went against our
exchange-rate policy rule, the Bank of Japan was
able to hold the money-growth rateat 11 percent
during the 1977-78 period—about the same as
during 1974-76, but only about half the rate of
the 1971-73 period. As a result, the inflation rate
dropped precipitously from 25 percent in 1974 to
only 3 percent in 1978.

To summarize, Japan’s 40-percent exchange
appreciation during 1977-78 was in accordance

with our exchange-rate policy rule and probably
contributed significantly to the reduction in
Japan’s inflation rate. In addition, heavy
exchange-market interventions allowed foreign
excess demand to affect domestic markets, but
the Bank of Japan—through a tight monetary
policy—was able to offset both the direct market
impact and the secondary monetary impact. This
experience suggests that our policy rule is by no
means absolute. Other policy measures, suchas a
steady application of tight monetary policy, can
bring inflation under control with little assist-
ance from this source.
The Philippines

After sustaining a deteriorating payments
deficit since 1967, the Philippines abandoned
fixed exchange rates in February 1970—at which
point the peso depreciated 39 percent over a
seven-month period. Since September 1970, the
Philippine Bankers Association has set a daily
“guiding rate” for all foreign-exchange transac-
tions, and the central bank has intervened to
keep the peso-dollar rate within the range set by
the Association. Nominally, the daily guiding
rate is free to float, but in fact it has remained
stable and has been adjusted from time to time
only in small steps. For practical purposes, the

Table 2
Philippines: inflation, Exchange Rates, Balance of Payments and Money, 1968-78

1968 1969 1970 1971
Inflation Rate’ 0.5 2.8 18.7 13.6
Exchange Rate? 159.3 1593 1024 96.4
Balance of Payments?®
Current Account -0.27  -0.25 -0.05 0.00
Capital Account 0.18 0.19 0.13 0.13
Money Growth Rate* 2.9 22.5 7.3 16.3
Central Bank Assets®
Total 0.3 0.5 0.7 0.7
Foreign Assets ~0.1 -0.2 0.7 0.6
Claims on
Government 0.2 0.5 0.3 0.1
Claims on Banks 0.2 0.2 -0.3 0.0

1972 1973 1974 1975 1976 1977 1978
5.2 22.6 29.8 1.8 6.7 9.7 8.6
92.7 91.8 91.4 85.4 834 83.8 84.2
0.0t 048 -021 092 -1.10 -083 -1.22
0.20 0.19 0.80 0.93 1.05 0.80 2.12
29.1 12.3 24.0 14.5 17.1 23.7 13.4
2.1 4.0 6.2 3.2 20 -10 8.3
1.0 4.3 3.6 -0.4 2.3 -0.7 2.7
0.8 0.3 L1 -1 0.9 0.7 1.5
0.3 -0.6 5 4.7 -1.2 -1.0 4.1

| Percentage change in consumer-price index, fourth quarter to fourth quarter.

2 Exchange rate vs. U.S. dollar, annual average, June 1970=100.

3 Balance on current and capital accounts, in billions of U.S. dollars.

4 Percentage change in M1 (currency plus bank demand deposits), year end to year end.

5 Change in assets, in billions of pesos, year end to year end.

Source: International Monetary Fund, International Financial Siatistics, various issues.
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peso/ dollar rate remained unchanged from 1975
to 1978 (Chart 1). ~

After the 1970 devaluation, exchange-market
pressures turned upward on the peso. In 1971
and 1972, the current-account deficits of past
years were eliminated, while net capital inflows
continued. Aided by a world commodity boom,
the current-account balance showed a substan-
tial surplus of $480 million in 1973. In the
following year, the world oil crisis turned itinto a
deficit of $210 million, but the deficit was more
than offset by a $800 million net capital inflow.
All this would have led one to expect an appre-
ciation of the peso from 1970 to 1974; in fact, it
depreciated by 11 percent. The explanation lies
in the central bank’s foreign-exchange pur-
chases, which raised its foreign-exchange re-
serves from $200 million at the end of 1970 to
$1.4 billion at the end of 1974.10

This policy of achieving currency depreciation
in the face of upward exchange-market pressures
is, of course, exactly opposite to what our policy
rule would suggest for reducing domestic infla-
tion. The central bank did not try to use currency
appreciation to discourage foreign excess de-
mand from spilling into the domestic market, but
rather encouraged this process through deliber-
ate depreciation. Consequently, the money-
growth rate increased from 11 percent in 1968-70
to 20 percent in 1971-74 (Chart 2). The central
bank’s balance sheet shows that 73 percent of the
increase in its total assets during the 1971-74
period was due to foreign-asset accumulation.
Thus, the central bank’s exchange-rate policy
apparently aggravated the rapid monetary
growth in 1971-74 and was at least partly respon-
sible for the high inflation rate—averaging 26
percent a year—in 1973-74.

This policy of deliberate depreciation was
abandoned after 1974. As the current-account
balance deteriorated to an average deficit of
about $1 billion a year in 1975-78, the peso was
kept stable largely through heavy foreign bor-
rowings. Although the money-growth rate re-
mained as high as 17 percent, the inflation rate
declined sharply to an average annual rate of 7.5
percent from 30 percent in 1974. Since apart
from foreign borrowings, the exchange-market
pressure during the period was clearly down-
ward, the nation’s exchange-rate policy of resist-

59

ing depreciation agreed well with our policy rule.
But there was one important exception: Foreign
borrowings enabled the central bank to add to its
reserves, and thus thwarted the adjustment pro-
cess for restoring balance-of-payments equilibri-
um through reserve depletion and monetary
contraction, as envisaged in our model. Pro-
longed continuation of this policy could exacer-
bate inflation pressure in the Philippines.
Korea

Korea maintained a flexible exchange rate
from March 1965 to August 1972, with the won-
dollar exchange rate being set daily by a group of
designated government-owned exchange banks.
But between August 1972 and December 1974,
Korea maintained the won at a fixed rate of
W400 to the dollar, and then devalued to W484
(Chart 1).

From 1968 to 1971, the exchange-market
pressure was downward on the won, as. the
currency depreciated steadily with little official
intervention, except for a period in 1971 when
the Bank of Korea attempted to slow.the rate of
depreciation. The source of the exchange-market
pressure was an upsurge in monetary. growth (32
percent a year) due to domestic credit expansion.

Surprisingly, the central bank’s asset portfolio
showed significant increases in foreign-asset
holdings during this period (Table 3). However,
since Korea’s major banks were all government-
owned, the distribution of foreign assets between
the central bank and the commercial banks was
not as meaningful as it would have been in other
countries. From an examination of the balance
sheet of the consolidated banking system, it
becomes clear that the banking system’s foreign
assets actually declined during the period, and
that all of the rapid monetary growth was due to
banking credits extended to the domestic sector.

Apparently, Korea's authorities pursued a
policy of liberal credit expansion to finance
domestic economic development, and coupled
this with a flexible exchange rate to free the
authorities from balance-of-payments concerns.
The policy succeeded in providing the country
with a 10-percent annual average growth rate of
real output during those years. However, it also
led to an ll-percent inflation rate during the
1968-71 period——the highest among all four
countries during that period (Chart 2).



Korea abandoned the floating exchange rate
in 1972, and accompanied this move with strict
price controls. The nominal consumer-price
index rose only 5 percentin 1973. Moreover, asa
result of vigorous export growth, the current-
account deficit dropped sharply from $85¢ mil-
lion in 1971 to an average of only $340 millionin
1972-73, while net capital inflows continued at
the rate of $700 million a year. The resultant
reserve increases added directly to domestic
money growth and indirectly also encouraged an
acceleration of domestic credit expansion{Table
3). The result was a 43-percent annual money-
growth rate in 1972-73, compared to 19 percent
in 1970-71. The way was thus paved for a steep
price rise, averaging 28 percent a year, in 1974-
75. Since the increase in foreign assets accounted
for about one-fourth of the banking system’s
total credit expansion of the 1972-73 period, it
appears reasonable that that period’s exchange-
rate policy contributed significantly to the subse-
quent rapid inflation.

The 21-percent devaluation of the won in
December 1974 was a reaction to the sharp
deterioration in Korea’s current account as a

result of the oil-price increase and world reces-
sion. The move was perhaps inevitable in view of
Korea’s exceedingly slender foreign reserves!!
and its continued domestic credit expansion.
Nevertheless, inflation might have been lower in
1975 had Korea been able to resist devaluation
through, for instance, larger foreign borrowings.

Aside from its inflation effect, the devaluation
helped set the stage for a remarkable strengthen-
ing of Korea’s international-payments situa-
tion.!? While foreign borrowing continued at a
high rate, the current account improved dramati-
cally from an annual average deficit of $2.0
billion in 1974-75 to a smallsurplus in 1977. With
the exchange rate fixed against upward
exchange-market pressure, the central bank’s
foreign assets rose rapidly in 1976 and 1977, and
this accounted for 70 percent of the central
bank’s asset increase and 35 percent of the
consolidated banking system’s total credit exten-
sion in those years. Meanwhile, the money-
growth rate rose from 25 percent in 1975 to 41
percent in 1977. The fixed-exchange-rate policy
under mounting upward exchange-market press-
ure was clearly incompatible with domestic

Table 3
Korea: Inflation, Exchange Rates, Balance of Payments and Money, 1968-78
1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978
Inflation Rate’ 10.2 1.4 13.9 9.7 10.3 5.1 26.6 30.0 8.7 10.8 16.8
Exchange Rate? 111.8  107.2 99.5 88.2 78.6 77.7 76.3 64.0 64.0 64.0 64.0
Balance of Payments?
Current Account -044 -055 -0.62 -085 037 -031 -203 -1.89 -0.30 001 -1.09
Capital Account 0.48 0.71 0.68 0.71 0.70 0.70 1.81 2.21 1.65 1.35 1.25
Money Growth Rate* 44.5 41.8 2.1 16.4 45.1 40.6 29.5 25.0 30.7 40.7 249
Central Bank Assets®
Total 42 71 80 -5 195 265 3937 6463 6863 959.1 7367
Foreign Assets 36 44 22 -24 ~-16 136 -163.9 2647 5604 586.3 -200.1
Claims on Gov’t -1 it 3 -3 144 28 1701 362.0 1256 2107 292.0
Claims on Banks 7 16 55 22 68 101 386.5 19.6 0.3 1621 644.8
Banking System Assets®
Total 213 304 216 206 428 671 674 939 1389 1852 2584
Foreign Assets (Net) 5 22 5 ~71 68 197 -417 -57 475 666  -254
Domestic Credit 208 282 211 277 360 474 1091 996 914 1186 2838

| Percentage change in consumer-price index, fourth quarter to fourth quarter.

2 Exchange rate vs. U.S. dollar, annual average, June 1970=100.

3 Balance on current and capital accounts, in billions of U.S. dollars

4 Percentage change in My (currency plus bank demand deposits), year end to year end.
5 Change in assets, in billions of NT dollars; year end to year end.

Source: International Monetary Fund, International Financial Statistics, various issues.
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monetary stability. The inflation rate thus rose
from 8 percent in 1976 to 17 percent in 1978.

Under these circumstances, our policy rule
would call for currency appreciation to relieve
the inflation pressure. Korea, however, took a
different route. Instead of currency appreciation,
it chose the path of trade liberalization to reduce
its payments surplus, with such measures as tariff
reductions, abolishment of import quotas, and
official foreign purchases. These measures have
led to a shift in the nation’s current account,
resulting in a $1.1-billion deficit in 1978. More-
over, from the viewpoint of long-run economic
growth, the trade-liberalization measures should
stimulate improvement in productive efficiency
through enhanced competition. However, great-
er productive efficiency in the Korean context is
likely to mean an accelerated export-growth
rate. Unless import growth can keep pace, soon-
er or later Korea may have to face up to the need
for an appropriate exchange-rate policy to re-
duce its very high domestic inflation rate.
Taiwan

Among the countries examined, Taiwan was
the most successful in maintaining domestic

price stability during the 1968-78 period. Except
for the 1973-74 period, the consumer inflation
rate averaged 4.5 percent a year during the
period, compared to 6.2 percent for Japan, 7.5
percent for the Philippines; and 10.8 percent for
Korea (Chart 2).

Taiwan was also the only country among the
four that consistently  maintained a - fixed
exchange-rate policy. Throughout the eleven-
year period, the New Taiwan dollar (NT) was
pegged to the U.S. dollar—except for a revalua-
tion from NT40 to NT 38 in February 1973, and
another revaluation to NT36 in July 1978 (Chart
1). The 1978 revaluation was accompanied by a
decision to float the currency, which was put into
effect on February 1, 1979, thus officially aban-
doning the long-standing fixed-rate policy.

Taiwan’s exchange-rate policy presents anoth-
er example of the difficulty of maintaining a
fixed exchange rate under mounting upward
exchange-market pressure. Since 1968, the coun-
try’s current account improved steadily because
of a rising export surplus, except for a major
break in trend that occurred during the oil crisis
and world recession of 1974-75.

Tabie 4
Taiwan: Inflation, Exchange Rates, Balance of Payments and Money, 1968-78
1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978
inflation Rate’ 8.9 8.5 0.1 1.9 1.6 236 34.8 22 1.5 8.4 7.1
Exchange Rate? 100 100 100 100 100 1047 1054 1054 1054 1054 108.1
Balance of Payments?
Current Account -0.12  -0.03 0.0 0.18 0.52 0.57 ~1.11  -0.59 0.32 0.98 1.74
Capital Account 0.01 0.01 0.18 -0.10 -0.18 -0.49 1.18 0.58 0.12 -1.12 -1.68
Money Growth Rate* 94 1 11.4 24.6 37.9 49.3 7.0 26.9 23.1 29.1 4.1
Central Bank Assets®
Total 4.0 3.8 8.9 6.2 24.2 25.7 29.7 203 44.6 52.2 77.9
Foreign Assets 0.7 5.9 8.8 6.7 23.9 -2.5 0.7 10.1 19.1 -6.0 0.8
Claims on Gov't 1.0 -0.4 0.3 -2.4 ~0.2 1.9 53 -2.0 3.1 -2:0 -1.4
Claims on Banks 2.3 -1.7 -0.2 1.9 0.5 26.3 23.7 12.2 22.4 60.2 78.5
Banking Assets®
Total 6.9 12.8 210 27.9 45.8 64.3 61.9 74.0 94.5 148.2 196.6
Foreign Assets (Net) -1.3 2.6 8.6 5.7 245 2t.4 216 -6.9 38.4 459 695
Domestic Credit 8.2 i0.2 i2.4 22.2 21.3 42.9 83.5 80.8 56.0 102.3  127.1

I Percentage change in consumer-price index, fourth quarter to fourth quarter.

2 Exchange rate vs. U.S. dollar, annual average, June 1970=100.

3 Balance on current and capital accounts, in billions of U.S. dollars.

4 Percentage change in M (currency plus bank demand deposits), year end to year end.

5 Change in assets, in billions of won, year end to year end.

Source: International Monetary Fund, International Financial Statistics, various issues:
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In addition, there were steady net-capital
inflows, although that is not obvious from the
published balance-of-payments data. AsinKor-
ea, Taiwan’s major commercial banks. are
government-owned and operate under the cen-
tral bank’s direction. At times (e.g., 1973 and
1977), the central bank reduced its foreign-asset
holdings, but the commercial banks increased
their holdings by much larger amounts. These
increases by convention are considered as private
capital outflows, so that published balance-of-
payments data show a substantial net capital
outflow in both years (Table 4). However, the
data are misleading since the balance sheet of the
consolidated banking system shows large in-
creases in the banking system’s foreign assets in
both years.

Thus, from 1968 to 1973, Taiwan attempted to
maintain a fixed exchange rate under mounting
upward exchange-market pressure. At first, the
pressure was relatively small, so that the money
supply increased at 10.5 percent a year during
1968-70—remarkably low considering that real
output increased almost as. fast during that
period. The relatively low money-growth rate of
1968-70 helps to account for the sustained low
inflation rate, averaging 1.2 percent a year,
during 1970-72 (Chart 2). However, from 1970
on, the money-growth rate accelerated steadily
and steeply to reach 49 percent a year in 1973.
During the four years 1970-73, foreign assets
accounted for 38 percent of the total credits
extended by the consolidated banking system;
even more remarkably, from 1969 to 1972, for-
eign assets accounted for more than the total
credits extended by the central bank. After
considerable lag, the accelerating money growth
finally hit the economy, and the consumer price
index jumped 24 percent in 1973. The 1973

revaluation of 5.3 percent was apparently too
small to be effectual, as foreign assets continued
to accumulate in the banking system and money
growth continued to accelerate throughout that
year.

The oil shock and the world recession in 1974-
75 saved Taiwan from the need for further
currency revaluations, by bringing to an end the
steady string of current-account surpluses. The
$1.1 billion current-account deficit in 1974
helped the money-growth rate to drop precipi-
tously from 49 percent in 1973 to only 7 percent
in 1974. But the rapid money growth of prior
years continued to exert its toll, as the inflation
rate rose to 35 percent in 1974. Nevertheless, the
monetary contraction of 1974 helped bring
about a sharp deceleration in inflation, with the
inflation rate declining to only 2.2 percent a year
in 1975.

But with the subsequent world economic re-
covery, Taiwan resumed its steady export
growth, so that its current account swungfroma
deficit of $0.6 billion in 1975 to a $1.7-billion
surplus in 1978. As reserve accumulation re-
sumed and the money-growthrate accelerated to
23 percent in 1978, the stage was set for a re-run
of the scenario that had precipitated the currency
revaluation of February 1973

In July 1978, the central bank again responded
with a small currency appreciation of 5.5 per-
cent, but this time also announced a decision to
abandon the fixed rate. The decision was official-
ly implemented on February 1, 1979, although de
facto changes in the exchange rate have since
been very small. A replay of the earlier story
remained a distinct possibility, until the 1979 oil-
price increases again disrupted the upward trend
in the current-account surplus.

V. Conclusion

The exchange-rate and inflation experiences
of the four Pacific Basin countries during the
1968-78 period provide a wide range of cases for
testing the validity and relevance of the model
presented in this paper. Even though we have not
attempted a formal statistical testing, we have
obtained several useful insights from this survey.

First, in a number of episodes, exchange-rate
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policies affected domestic price levels in an
important way. In particular, all four countries
experienced rapid monetary growth during
1971-73—the exact years varying from country
to country—as a result of their resistance to
currency appreciation during a period of strong
upward exchange-market pressures. In all cases
except Korea, reserve accumulation apparently



accounted for most of the rapid monetary
growth. (Korea’s monetary growth was dominat-
ed by domestic credit expansion, although
foreign-asset accumulation was also an import-
ant factor.) Given the lags between money-
growth changes and their impact on the price
level, it appears reasonable to infer that the 1971-
73 exchange-rate policies of the four Pacific
Basin countries aggravated their inflation prob-
lem in 1974-75.

Second, in the case of downward exchange-
market pressures, our analysis suggests resisting
depreciation and using reserve depletion to help
bring about a monetary contraction. All four
countries experienced strong downward pres-
sures during 1974-75; but all except Taiwan
responded by letting their currencies depreciate.
Taiwan, in contrast, relied on a heavy reserve
drain to effect a sharp drop in its money-growth
rate, from 49 percent in 1973 to 7 percent in 1974,
It paid dearly for the monetary contraction, as
real output grew only 2.2 percent in 1975, com-
pared to its 10.4-percent average growth during
the 1963-73 period.!? But on the other hand,
Taiwan’s inflation rate dropped precipitously
from 35 percent in 1974 to only 2 percent in 1975.

Third, the evidence suggests that our policy
rule is not a necessary condition for domestic
price stabilization. Japan intervened heavily in
the exchange market to moderate yen apprecia-
tion in 1968-78. Nevertheless, Japan also
managed to hold down the money-growth rate,
and thus successfully wound down inflation over
a several-year period. Korea similarly was un-
willing to appreciate its currency in the face of
mounting exchange-market pressure; but

through drastic trade-liberalization measures, it
was able to reduce its payments surplus in 1978
and win at least a temporary respite from the
exchange-market pressure. Thus, our policyrule
is by no means absolute. The same anti-inflation
policy objective could be achieved through mea-
sures other than an appropriate exchange-rate
policy.

Finally, the suggested policy rule must be
taken in its proper context. For analytical pur-
poses, we assume that reducing domestic infla-
tion is the only policy objective, that adequate
foreign reserves or international credits are avail-
able on reasonable terms for financing tempor-
ary payments deficits, and that policymakers can
permit an effective adjustment process (includ-
ing monetary contraction) to correct a sustained
payments imbalance. But in reality, not all of
these conditions can be satisfied. For example,
Korea probably had no choice but currency
depreciation in 1968-71 and again in 1974, given
the small size of her foreign reserves and a credit
policy which was designed to promote domestic
investment. Moreover, all four countries exhibit-
ed a strong aversion to currency appreciation
and a strong preference for currency
depreciation—an attitude exactly opposite to
what our policy rule would prescribe. Presuma-
bly, their policy attitudes stemmed from other
objectives, such as export competitiveness and
income growth. Whether such an attitude is
rational or not is a separate issue. What is
relevant is that a “sub-optimal” exchange-rate
policy incurs a cost in terms of a higher-than-
necessary inflation rate.
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Princeton University, December 1970:

For a recent study that also deals with the relation-
ship between the exchange-rate policy and the domest-
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ic price level, see Stanley W. Black, Exchange Policies
for Less Developed Countries in a Worid of Fioating
Rates, Essays .in International Finance, No. 119, Prin-
ceton University, December 1976.

5. The analysis is comparative-static and thus does not
consider any short-run effect of monetary changes on
real output.

6. See Don Patinkin, Money, Interest, and Prices, 1956,
p. 59 and Mathematical Appendix 4:b-c, pp. 309-311.

7. The proof in terms of money-market analysis is quite
simple: Although the money market is not expressly
considered, it is nevertheless subsumed in the model
involving the goods markets only. By -Walras’ Law;. in
the absence of abond market; the.goods marketsare a
mirror.image of the money market; whatever holds for
the goods markets must aiso hoid for the money mar-
ket,. and: vice versa: In the preseni case, the output
expansion in the tradable-good sector correspondstoa
rise in the demand for money balances in the money
market as a result of increased real income or wealth.
Given the unchanged money supply, equilibrium.in the
money marketcanbe restored only through adeclinein
the aggregate price level.

8. According to unpublished regression results ob-
tained by Michael Bazdarich, the average lag between
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money expansion and price inflation in Japan was
about eight quarters on the basis of 1958-1977 data.

9. A complete explanation of Japan’s inflation of 1973-
74 lies outside the scope of this paper. That inflation
can be considered as part of the world inflation pheno-
menon’ which was:analyzed in four articies in this
Review, Spring 1975, by Edward S. Shaw, Michael W.
Keran, Hang-Sheng Cheng and Nicholas P. Sargen,
and Joseph Bisignano.

10. International Monetary Fund, International Finan-
cial Statistics Yearbook, 1979.

11.Atthe end of 1974, the Bank of Korea held only $277
million in foreign reserves, while other domestic banks
had $774 million in foreign assets against $1,073 million
in . foreign: liabilities.. The . current-account deficit
amounted to $2.0 biltion in- 1974. international Mone-
tary Fund, International Financial Statistics, September
1979.

12. For a study of therole of the 1974 won devaluation in
the:improvement of Korea’s trade balance, see Hang-
Sheng Cheng, “Alternative Balance-of-Payments Ad-
justment Experiences: Korea and Taiwan, 1973-77.”
this Review, Summer 1978, pp. 37-48.
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