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In recent years, important changes to the U.S. banking regulatory framework have been introduced that were expected to affect the size distribution of banks. These changes in regulation had a clear objective: to allow for a higher degree of horizontal and vertical integration in the banking industry. While horizontal integration takes place when different firms that are producing the same product merge, vertical integration takes place when firms producing certain inputs merge with the firms that use those inputs.

The Riegle-Neal Interstate Banking and Branching Efficiency Act was passed in September 1994. The act allows banks and bank-holding companies to freely establish branches across state lines. In fact, the act came as the final step in a long process of gradual removal of interstate branching restrictions that took place at the state level during the late eighties and early nineties. This new flexibility in the branching regulation has opened the door to the possibility of substantial geographical consolidation in the banking industry. Indeed, geographical consolidation has always been one of the main channels used to achieve horizontal integration at an industry level.

In November 1999 Congress passed the Gramm-Leach-Bliley Financial Services Modernization Act. It allows affiliations among banks, securities firms, and insurance companies, removing many long-standing restrictions over the horizontal and vertical integration of firms providing financial services.

Both of these regulatory changes were expected to have substantial effects on the overall structure of the U.S. banking sector, and in particular, on the size
distribution of banks. Some of these effects are already apparent in the data, and there may be more to come. It is not yet clear if the transition period is over. The question of whether all banks will eventually become nationwide banks is still very much unanswered. In other words, is there something special that community banks do which nationwide banks cannot replicate, or are small regional banks simply a consequence of long-lasting and strict government regulations? Even seven years after passage of the Riegle-Neal Act, there are still 7,920 small commercial banks (with less than a billion dollars in assets) representing 95 percent of the total number of banks in the system and holding 20 percent of total deposits. At the same time, there are 82 banks with more than $10 billion in assets that hold 70 percent of total deposits. These statistics indicate that even though some very large banks have already emerged, there are still many small banks with substantial participation in the administration of deposits.

In this article I will present some empirical and theoretical elements that could be used to support the view that the existence of community banks is justified even in an unregulated environment. Although the evidence is still preliminary, some interesting insights about the determinants of the banking industry structure arise from the discussion and can provide guidance for evaluating the future evolution of this important sector of the U.S. financial system.

The objective of the article is twofold. In Section 1, I will review stylized facts associated with the U.S. size distribution of banks and its evolution over the last 25 years. I will also include a brief discussion of the recent changes in U.S. regulation. Then, in Section 2, I will review some theoretical explanations for the coexistence of small and large banks in a competitive unregulated system. Section 3 provides conclusions.

1. SOME STYLIZED FACTS

Review of the Regulation

The Riegle-Neal Act is the final stage of a long process of bank branching deregulation in the United States. In 1975, no state allowed out-of-state bank holding companies to buy in-state banks, only 14 states permitted statewide branching, and 12 states completely prohibited branching. The rest had partial restrictions (for example, in some states a bank could only open branches in the county of its headquarters or in contiguous counties). These restrictions date from the Banking Act of 1933. However, starting in the late 1970s and continuing through the 1980s, all states relaxed their restrictions on both statewide and interstate branching (see Jayaratne and Strahan [1997, Table 1] for a list of the specific dates). Finally, in 1994 the Riegle-Neal Act removed all remaining restrictions on branching throughout the country.
It is probably safe to say that by the mid-1970s, the shape of the size distribution of banks fully reflected the effects of the branching restrictions that had been introduced 40 years earlier. Furthermore, the movement towards removing those restrictions in the 1980s surely explains the subsequent evolution of the distribution.

In the last decade, there has been a strong trend towards higher asset concentration in the industry. One way to explain this trend is to acknowledge that the branching restrictions were probably highly binding while in place. Another and perhaps more interesting explanation is that the trend towards concentration appeared during a period when important technological innovations developed. There is little doubt that technological changes like computers and ATMs can help explain the observed increase in bank asset concentration. In fact, the potential efficiency gains associated with becoming a large high-tech bank may actually explain the political pressure for deregulation (see Broaddus [1998]). Deregulation is, to some degree, an endogenous event.

The fact that deregulation and technological innovation happened simultaneously has made it difficult to disentangle the independent effects of each of these factors on the size distribution of banks. Deregulation was a necessary condition for concentration, but probably not a sufficient one.

In 1999, the U.S. Congress passed another important piece of legislation that may strongly affect the market structure of the banking industry. The Gramm-Leach-Bliley Act created a new institution, the financial holding company, and allowed this new entity to offer banking, securities, and insurance products under one corporate roof. The law is still too recent to allow us to evaluate its long run impact on the financial services industry. However, two years after the law’s enactment, there are a large number of banks that have taken advantage of the resulting opportunities for horizontal and vertical integration. Indeed, as of July 2001, 558 financial holding companies have been formed and 19 of the 20 largest banks in the United States now belong to a financial holding company.

The Gramm-Leach-Bliley Act also has provisions intended to increase competition and efficiency in the industry. Making an industry more competitive and efficient can change the flows of entry and exit, the optimal scale of operation, and the possibilities of growth at the firm level. These changes may in turn reshape the long-run size distribution of the surviving firms. However, it is still too early to conduct any conclusive evaluation of the actual effects of these provisions.

---

1 As of March 2001, there were 18 commercial banks with more than $50 billion in assets; 8 of them had more than 1,000 branches in the United States. (The largest commercial bank, Bank of America, had more than $500 billion in assets and over 4,500 branches in the United States.)
There is another feature of the regulatory environment that can have important implications for the observed size distribution of banks. If the participants in the financial system have the perception that there exists a “too-big-to-fail” bias in the way regulators treat large institutions, then the level of asset concentration in the industry will tend to be higher and the size distribution more skewed to the right (with a disproportionately long right tail). Being a large institution presumably increases the ability of a bank to access the implicit subsidy associated with a too-big-to-fail policy. The existence of this type of policy in the U.S. banking industry is the subject of an ongoing debate (see, for example, Feldman and Rolnick [1997]). Furthermore, and most important for this article, it seems that isolating the effects of this particular policy over the scale of operation of banks can be a very complicated enterprise.

Data

I now will present some statistics to characterize the size distribution of commercial banks in the United States and its evolution since 1976. I use total assets to proxy the size of each bank, and all values are in real terms (dollars of 1982–1984). Figure 1 presents the histogram for the bottom (smallest) 95 percent of the total number of banks in each of four years 1976, 1986, 1996, and 2000. There is a wide range of bank sizes in each year. The distribution has shifted substantially in the last two decades. The average size has more than doubled (see Table 1). The density (frequency) of very small banks has clearly diminished.

Although there is a large number of small banks, the concentration in the industry is relatively high. Asset concentration has also increased in recent years. In Table 1, I report a time series for the Gini Coefficient of the asset size distribution in the industry. The Gini Coefficient is relatively stable during the 1980s (with a value of around 0.84), but increases substantially after 1993 (reaching 0.90 in 2000). A noteworthy observation is that the density of midsize banks has increased. An important factor to have in mind when interpreting this fact is that the total number of banks in the system has been diminishing in the last decade, which means that higher densities do not imply a larger number of banks in certain ranges of the distribution. Figure 2 presents the histograms for banks with less than $400 million in assets (13,452 banks in 1986 and 7,745 in 2000). There seems to be a significant shift of the

---

2 The data used here are from the Federal Reserve Bank of Chicago website (http://www.chicagofed.org/economicresearchanddata/data/bhcdatabase/subfiles.cfm).

3 The Gini Coefficient is a measure of the degree of concentration associated with a given distribution of assets in the industry. It would be approximately equal to one when only 1 percent of the banks (the large banks) hold 99 percent of the assets in the industry and approximately equal to zero when all banks are of the same size.
mass of banks towards the right end of the distribution (although the absolute number of banks has been falling for almost all categories). In other words, compared with the size distribution of banks 20 years ago, today’s distribution
Table 1 Asset Concentration (I)

<table>
<thead>
<tr>
<th>Year</th>
<th>Gini Coef.</th>
<th>Std. Dev. (Mean)</th>
<th>Number of Banks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1976</td>
<td>0.82</td>
<td>1,828 (140)</td>
<td>14,419</td>
</tr>
<tr>
<td>1977</td>
<td>0.83</td>
<td>1,965 (149)</td>
<td>14,417</td>
</tr>
<tr>
<td>1978</td>
<td>0.83</td>
<td>2,050 (154)</td>
<td>14,392</td>
</tr>
<tr>
<td>1979</td>
<td>0.83</td>
<td>2,077 (153)</td>
<td>14,356</td>
</tr>
<tr>
<td>1980</td>
<td>0.83</td>
<td>1,998 (149)</td>
<td>14,426</td>
</tr>
<tr>
<td>1981</td>
<td>0.83</td>
<td>1,953 (149)</td>
<td>14,407</td>
</tr>
<tr>
<td>1982</td>
<td>0.83</td>
<td>1,959 (155)</td>
<td>14,430</td>
</tr>
<tr>
<td>1983</td>
<td>0.83</td>
<td>1,877 (160)</td>
<td>14,420</td>
</tr>
<tr>
<td>1984</td>
<td>0.83</td>
<td>1,854 (165)</td>
<td>14,388</td>
</tr>
<tr>
<td>1985</td>
<td>0.84</td>
<td>1,921 (174)</td>
<td>14,278</td>
</tr>
<tr>
<td>1986</td>
<td>0.84</td>
<td>1,996 (188)</td>
<td>14,059</td>
</tr>
<tr>
<td>1987</td>
<td>0.84</td>
<td>1,932 (190)</td>
<td>13,553</td>
</tr>
<tr>
<td>1988</td>
<td>0.85</td>
<td>1,889 (199)</td>
<td>12,982</td>
</tr>
<tr>
<td>1989</td>
<td>0.85</td>
<td>1,933 (207)</td>
<td>12,572</td>
</tr>
<tr>
<td>1990</td>
<td>0.85</td>
<td>1,867 (206)</td>
<td>12,212</td>
</tr>
<tr>
<td>1991</td>
<td>0.85</td>
<td>1,883 (209)</td>
<td>11,807</td>
</tr>
<tr>
<td>1992</td>
<td>0.84</td>
<td>2,017 (216)</td>
<td>11,363</td>
</tr>
<tr>
<td>1993</td>
<td>0.85</td>
<td>2,188 (232)</td>
<td>10,881</td>
</tr>
<tr>
<td>1994</td>
<td>0.86</td>
<td>2,509 (256)</td>
<td>10,381</td>
</tr>
<tr>
<td>1995</td>
<td>0.87</td>
<td>2,749 (282)</td>
<td>9,875</td>
</tr>
<tr>
<td>1996</td>
<td>0.88</td>
<td>3,318 (302)</td>
<td>9,465</td>
</tr>
<tr>
<td>1997</td>
<td>0.89</td>
<td>4,055 (339)</td>
<td>9,081</td>
</tr>
<tr>
<td>1998</td>
<td>0.89</td>
<td>4,679 (377)</td>
<td>8,713</td>
</tr>
<tr>
<td>1999</td>
<td>0.90</td>
<td>5,476 (395)</td>
<td>8,520</td>
</tr>
<tr>
<td>2000</td>
<td>0.90</td>
<td>5,861 (427)</td>
<td>8,252</td>
</tr>
</tbody>
</table>

The mean and the standard deviation are in millions of 1982–1984 dollars.

has relatively fewer small banks, and, conditional on being small, banks tend to be larger today than in the past. It is not the case, then, that the very small banks disappearing in large numbers are losing all their market share to the extremely large national institutions. Intermediate-size banks are becoming relatively more important, too. In fact, the reduction in the number of small banks is especially concentrated on banks with less than 120 million dollars in assets, accounting for more than 96 percent of the reduction in the number of banks with less than 400 million (from 12,060 in 1986 to 6,558 in 2000). However, this shift in the relative mass of banks could be a consequence of the
transition process if very small banks are easier to take over and medium-size banks are simply in transition on their way to becoming larger institutions.

Table 2 further documents the level of concentration in the industry and its evolution over time. Again the table shows that concentration was stable (or slightly increasing) during the eighties and the early nineties and has significantly increased in the second half of the nineties. It is striking to note that the top 1 percent of the banks in the year 2000 own almost 70 percent of the assets (and the top 10 percent own almost 90 percent).

Table 3 presents some measures of the skewness (or asymmetry) of the distribution. In a symmetric distribution, the mean is located at the 50th percentile and the ratio of the mean to the median is 1. The bigger the concentration of assets in a few large banks, the more skewed to the right is the distribution. Indeed, according to the indicators in Table 3, the skewness of the asset distribution of banks has increased substantially during the nineties.

To try to determine the effect of government branching restrictions on the size distribution of banks, one can compare the distribution at the national level with that of a large state like California (Berger, Kashyap, and Scalise 1995). California has had no restrictions on statewide branching since the year 1909. The Gini Coefficient for the size distribution of banks in California was around 0.9 for most of the eighties and nineties, and the percentile location of the mean was around 94 percent. In summary, the concentration and the
Table 2 Asset Concentration (II)

<table>
<thead>
<tr>
<th>Year</th>
<th>% of Assets (largest 1% of banks)</th>
<th>% of Assets (largest 10% of banks)</th>
<th>Ratio of largest 1% to smallest 40%</th>
<th>Ratio of largest 10% to smallest 40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1976</td>
<td>55.8</td>
<td>78.1</td>
<td>15.6</td>
<td>21.8</td>
</tr>
<tr>
<td>1977</td>
<td>56.0</td>
<td>78.2</td>
<td>15.8</td>
<td>22.1</td>
</tr>
<tr>
<td>1978</td>
<td>56.8</td>
<td>78.7</td>
<td>16.4</td>
<td>22.7</td>
</tr>
<tr>
<td>1979</td>
<td>58.1</td>
<td>79.3</td>
<td>17.3</td>
<td>23.6</td>
</tr>
<tr>
<td>1980</td>
<td>58.1</td>
<td>79.4</td>
<td>17.1</td>
<td>23.4</td>
</tr>
<tr>
<td>1981</td>
<td>57.9</td>
<td>79.3</td>
<td>16.9</td>
<td>23.1</td>
</tr>
<tr>
<td>1982</td>
<td>57.3</td>
<td>79.2</td>
<td>16.8</td>
<td>23.2</td>
</tr>
<tr>
<td>1983</td>
<td>55.9</td>
<td>78.8</td>
<td>16.0</td>
<td>22.6</td>
</tr>
<tr>
<td>1984</td>
<td>55.6</td>
<td>79.0</td>
<td>16.2</td>
<td>23.1</td>
</tr>
<tr>
<td>1985</td>
<td>55.5</td>
<td>79.7</td>
<td>16.8</td>
<td>24.1</td>
</tr>
<tr>
<td>1986</td>
<td>55.4</td>
<td>80.1</td>
<td>17.2</td>
<td>24.8</td>
</tr>
<tr>
<td>1987</td>
<td>55.1</td>
<td>80.6</td>
<td>17.5</td>
<td>25.6</td>
</tr>
<tr>
<td>1988</td>
<td>54.7</td>
<td>81.1</td>
<td>18.0</td>
<td>26.8</td>
</tr>
<tr>
<td>1989</td>
<td>54.6</td>
<td>81.4</td>
<td>18.6</td>
<td>27.8</td>
</tr>
<tr>
<td>1990</td>
<td>54.1</td>
<td>81.3</td>
<td>18.2</td>
<td>27.3</td>
</tr>
<tr>
<td>1991</td>
<td>53.6</td>
<td>81.2</td>
<td>17.7</td>
<td>26.8</td>
</tr>
<tr>
<td>1992</td>
<td>54.0</td>
<td>81.1</td>
<td>17.6</td>
<td>26.5</td>
</tr>
<tr>
<td>1993</td>
<td>55.3</td>
<td>82.1</td>
<td>18.9</td>
<td>28.1</td>
</tr>
<tr>
<td>1994</td>
<td>56.7</td>
<td>83.5</td>
<td>21.2</td>
<td>31.2</td>
</tr>
<tr>
<td>1995</td>
<td>57.3</td>
<td>84.2</td>
<td>22.8</td>
<td>33.4</td>
</tr>
<tr>
<td>1996</td>
<td>60.9</td>
<td>85.0</td>
<td>25.8</td>
<td>36.0</td>
</tr>
<tr>
<td>1997</td>
<td>66.5</td>
<td>86.4</td>
<td>31.1</td>
<td>40.4</td>
</tr>
<tr>
<td>1998</td>
<td>68.0</td>
<td>87.2</td>
<td>33.8</td>
<td>43.4</td>
</tr>
<tr>
<td>1999</td>
<td>68.5</td>
<td>87.5</td>
<td>35.5</td>
<td>45.3</td>
</tr>
<tr>
<td>2000</td>
<td>70.2</td>
<td>88.2</td>
<td>38.6</td>
<td>48.5</td>
</tr>
</tbody>
</table>

skewness of the size distribution of banks in California during the eighties and nineties was very similar to that observed today for the national numbers.4

It is worth mentioning that using California as a benchmark for comparison became a less meaningful exercise after the mid-nineties deregulation of interstate branching. Indeed, in the last three or four years, changes at the national level have had some important indirect effects at the state level. Those

---

4 During the seventies, bank-asset concentration in California was even higher (with a Gini Coefficient of around 0.94).
Table 3 Skewness

<table>
<thead>
<tr>
<th>Year</th>
<th>Percentile of Mean</th>
<th>Location of Mean</th>
<th>Ratio of Mean to Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1976</td>
<td>90.6</td>
<td></td>
<td>4.9</td>
</tr>
<tr>
<td>1977</td>
<td>90.5</td>
<td></td>
<td>4.9</td>
</tr>
<tr>
<td>1978</td>
<td>90.8</td>
<td></td>
<td>5.0</td>
</tr>
<tr>
<td>1979</td>
<td>91.2</td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>1980</td>
<td>91.3</td>
<td></td>
<td>5.2</td>
</tr>
<tr>
<td>1981</td>
<td>91.4</td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>1982</td>
<td>91.4</td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>1983</td>
<td>91.1</td>
<td></td>
<td>5.0</td>
</tr>
<tr>
<td>1984</td>
<td>90.8</td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>1985</td>
<td>91.0</td>
<td></td>
<td>5.3</td>
</tr>
<tr>
<td>1986</td>
<td>91.1</td>
<td></td>
<td>5.4</td>
</tr>
<tr>
<td>1987</td>
<td>91.2</td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td>1988</td>
<td>91.3</td>
<td></td>
<td>5.8</td>
</tr>
<tr>
<td>1989</td>
<td>91.4</td>
<td></td>
<td>5.9</td>
</tr>
<tr>
<td>1990</td>
<td>91.2</td>
<td></td>
<td>5.9</td>
</tr>
<tr>
<td>1991</td>
<td>91.2</td>
<td></td>
<td>5.9</td>
</tr>
<tr>
<td>1992</td>
<td>91.3</td>
<td></td>
<td>5.8</td>
</tr>
<tr>
<td>1993</td>
<td>91.8</td>
<td></td>
<td>6.1</td>
</tr>
<tr>
<td>1994</td>
<td>92.1</td>
<td></td>
<td>6.6</td>
</tr>
<tr>
<td>1995</td>
<td>92.2</td>
<td></td>
<td>6.9</td>
</tr>
<tr>
<td>1996</td>
<td>92.7</td>
<td></td>
<td>7.3</td>
</tr>
<tr>
<td>1997</td>
<td>93.4</td>
<td></td>
<td>8.1</td>
</tr>
<tr>
<td>1998</td>
<td>93.8</td>
<td></td>
<td>8.5</td>
</tr>
<tr>
<td>1999</td>
<td>93.9</td>
<td></td>
<td>8.9</td>
</tr>
<tr>
<td>2000</td>
<td>94.2</td>
<td></td>
<td>9.5</td>
</tr>
</tbody>
</table>

effects were not present previously because the branching restrictions made California an isolated market.\(^5\)

The histograms of bank sizes presented in Figure 1 resemble the probability distribution of a lognormal random variable. The lognormal distribution has been important in theoretical and empirical research. One of the most influential theories of the size distribution of firms was introduced by Robert

\(^5\) In recent years, the measures of concentration and skewness for California have suffered large swings due to the fact that large state banks have merged with out-of-state banks and, in the process, have changed the location of their headquarters. (For example, from 1998 to 1999 the Gini Coefficient dropped from 0.92 to 0.84.)
Gibrat in the 1930s (see Sutton [1997]). His theory delivers a precise prediction for the long-run distribution of firm sizes: the lognormal distribution. Two strong assumptions are behind this prediction: (1) the number of firms is stationary and (2) the rate of growth of firms is given by an i.i.d. random variable independent of firm size. If one is willing to accept these assumptions as providing a reasonable representation of the evolution of a particular industry, then one can expect that the distribution of firm sizes will converge to the lognormal distribution. Additionally, the lognormal distribution is a very convenient tool for analytical work. If a variable is lognormal, then the logarithm of that variable has a normal distribution. This means that a simple transformation of the data allows the researcher to apply all the well-known results associated with the normal distribution.

Because of the potential importance of lognormality, in Table 4 I perform some preliminary tests to see how far the U.S. commercial bank data is from delivering the lognormal distribution. The match is not very promising. The distribution of the logarithm of bank asset-size is relatively skewed to the right and has a higher degree of kurtosis (fatter tails or higher “peakedness,” or both) than the normal distribution. Since the number of observations for each year is very large (around 10,000) we can safely conclude that these differences are not associated with sampling error: the distributions are significantly different. However, it should be said that during the years under consideration the industry has experienced important changes, and these calculations are not really appropriate as a test of Gibrat’s theory (for that we would have to somehow control for the large flow of exit that took place in the industry).

On a related point, Simon and Bonini (1958) show that firm-entry assumptions matter for the determination of the stationary distribution. In particular, they combine Gibrat’s firm-growth proportionality assumption with the assumption that new small firms enter the industry at a constant rate, and they show that the long-run size distribution approaches the Yule distribution (which has a fatter right tail than the log-normal).

2. SOME THEORETICAL EXPLANATIONS

There is an extensive literature on the size distribution of business firms that goes back to Gibrat’s work during the 1930s. The literature on the size distribution of financial firms, however, is much smaller. In this section, I first

---

6 This is actually not hard to see. Denote the size of the firm by $x_t$ and let the i.i.d. random variable $\varepsilon_t$ be a proportional rate of growth of the firm size. Then, we have that

$$\log x_t = \log x_0 + \varepsilon_1 + \varepsilon_2 + \ldots + \varepsilon_t,$$

and the distribution of $\log x_t$ converges to the normal distribution as $t \to \infty$. 
Table 4 Skewness and Kurtosis of the Log Data

<table>
<thead>
<tr>
<th>Year</th>
<th>$\alpha_3$ (Skewness)</th>
<th>$\alpha_4$ (Kurtosis)</th>
<th>Ratio of Mean to Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>1976</td>
<td>1.02</td>
<td>5.80</td>
<td>1.0106</td>
</tr>
<tr>
<td>1986</td>
<td>1.13</td>
<td>6.07</td>
<td>1.0123</td>
</tr>
<tr>
<td>1996</td>
<td>1.23</td>
<td>6.52</td>
<td>1.0139</td>
</tr>
<tr>
<td>2000</td>
<td>1.25</td>
<td>6.89</td>
<td>1.0140</td>
</tr>
<tr>
<td>Normal Distribution</td>
<td>0.00</td>
<td>3.00</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The statistic $\alpha_3 = \mu_3/(\mu_2)^{3/2}$ and $\alpha_4 = \mu_4/(\mu_2)^2$ where $\mu_i$ is the $ith$ moment about the mean, which is given by $\mu_i = (1/N) \sum_{j=1}^{N} (x_j - \mu)^i$ ($\mu$ is the mean of the distribution of $x_j$s, $N$ is the total number of banks and $x_j$ is the asset size of bank $j$).

discuss in some detail one possible theory of bank size heterogeneity and then review some complementary theories available in the literature.

Explaining the size distribution of banks is a challenging task. There is always the possibility of extending the explanations used for business firms to the financial sector. Indeed, several of these theories are probably useful for explaining some of the size heterogeneity observed in the banking industry. But it seems that these theories will always be partial insofar as they do not recognize that there are some special characteristics of financial firms that act as the essential determinants of the size distribution of banks. One of these special characteristics is that banks play a role as information managers in the provision of credit. In the next subsection, I present a formal model that uses this characteristic to deliver a theory of the equilibrium heterogeneity of bank sizes.

The more traditional theories of firm size heterogeneity are founded on the notion of an underlying life cycle of firms. The idea is that firms tend to be small at birth, after which they experience partially stochastic growth. This process generates a level of size heterogeneity in the long run that is not too far from the one observed in the business firm data. However, in this view, there is nothing special that small banks are doing which makes them different from large banks; they are just in the process of growing. This description does not seem to be a good representation of the U.S. banking industry, in which there is a large number of small banks that are not growing substantially through time and have no apparent intention of growing. The model presented next tries

---

7 See Jovanovic (1982), Hopenhayn (1992), and Ericson and Pakes (1995). These models are modern versions of the traditional Gibrat’s theory. They endogenize the growth process of firms and the decision of entry and exit.
to capture this point. It represents an economy where there are two different ways of organizing the production of information services by banks (one with small local banks and the other with large national banks) and these two organizational practices can coexist in equilibrium. In the second subsection, I discuss some alternative explanations of bank size heterogeneity that, in principle, should be taken as complementary to the formal model presented in the first part.

A Simple Model of the Size Distribution of Banks

I study an environment where two types of banks can coexist in equilibrium. On one side there is a large, geographically diversified national bank, with high leverage ratio (i.e., low bank-equity capital), and on the other side there are several small community banks restricting operation to one geographical area (hence not well diversified) and with lower leverage ratios.

The main motivation for the existence of banks in this model is their ability to monitor the behavior of investors with financial needs. Several other possible banking functions, including mobilizing funds and pooling risks, do not play a role in the present model. Banks can monitor investors, but monitoring is costly and not observable by third parties. If the bank is not well diversified, then it has to commit some of its own funds (i.e., hold some capital) so that depositors will become confident that the bank will perform the required monitoring activities. Because of this need for own funds, and because there are some fixed costs associated with becoming a bank, only wealthy individuals choose to become community bankers. The national bank, on the other hand, is well diversified and its owner does not need to commit his or her own funds to the operation. However, running a large institution involves some extra operational costs. Because of the economies of scale associated with the fixed cost of setting up a bank, only one diversified bank exists in equilibrium. Having only one national bank is an extreme situation but of no fundamental importance for the points that I intend to illustrate with the model. A minor extension of the model would allow for the existence of several large banks in equilibrium (for example, by introducing managerial ability, as in Lucas [1978]).

The main idea underlying the model is that there are two possible ways to provide a specific service (in this case, management of information). One way is to run a community bank with high capital ratios and low operating costs and the other way is to run a national bank with low capital ratios and

---

8 Another way to generate a bounded optimal size of the diversified banks is to assume that the average cost of monitoring, constant in the present article, is instead increasing in the size of the bank (see Cerasi and Daltung [2000]).
higher operating costs. Both ways can be made equally efficient and hence can coexist in equilibrium.

Two interesting results emerge from the comparison of the equilibria when there is a national bank in the system and when national banks are exogenously ruled out (for example by regulation). First, lower levels of total investment are observed in the equilibrium with no national bank. Second, in the equilibrium with a national bank there are fewer community banks and they tend to be smaller in size. Some of these facts are consistent with the evolution of the U.S. banking industry after branching deregulation (see Section 2).

I turn now to the details of the model. Assume that there are a large number of different geographic (or economic) zones in the economy. There is a continuum of risk-neutral investors living in each zone. For simplicity I assume the population of investors in each zone has size 1. Investors are indexed by the amount of funds they own. Let $\tilde{\theta} \in [0, 1]$ be the amount of funds owned by investor $\tilde{\theta}$. We also assume that there is only one investor for each level of $\tilde{\theta}$. A more general assumption would be needed to obtain a realistic size distribution of banks. At the beginning of the period, agents have to invest (or store) their funds in order to have them back at the end of the period when they will be used to pay for consumption.

Each zone has available a large number of risky investment projects. Each project is associated with an entrepreneur and, when undertaken, can either succeed or fail. We index projects by their productivity when success occurs, $r_A \in [1, 2]$, and projects are uniformly distributed across the possible values of $r_A$. Success and failure are verifiable, but the value of $r_A$ is private information to the entrepreneur. When the project fails, the return is zero. In other words, project $r_A$ has productivity $r_A$ when success happens. Each project is owned by an entrepreneur that can choose to exert effort in running the project. A project requires $I$ units of funds to be undertaken. If the project is undertaken with effort, the probability of success is given by $p_H$. The probability of success for projects undertaken with no effort is $p_L$. We assume that $p_H$ is greater than $p_L$. Projects within a zone are perfectly correlated (they all fail together) and projects in different zones are independent. We assume that for a project to be undertaken with effort, it has to be monitored by a bank. Finally, assume that only projects undertaken with effort can have a positive net present value. Hence, the incentive compatible allocation is the unique implementable allocation. Assume, for simplicity, that there is a given gross

---

9 The model shares some similarities with those used in Holmstrom and Tirole (1997) and Ennis (2001).

10 In equilibrium all projects will be undertaken exerting effort. The underlying assumption on success correlation is that projects undertaken with no effort fail when projects undertaken with effort fail, as well as some other times (so that $1 - p_L > 1 - p_H$). See Holmstrom and Tirole (1997, footnote 8) for details.
### Table 5 Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\theta}$</td>
<td>funds owned by investor $\tilde{\theta}$</td>
</tr>
<tr>
<td>$\tilde{\theta}$</td>
<td>funds owned by the smallest bank with (without) branching rest.</td>
</tr>
<tr>
<td>$R$</td>
<td>gross safe interest rate</td>
</tr>
<tr>
<td>$r_A$</td>
<td>return of project $r_A$ when success</td>
</tr>
<tr>
<td>$p_H$ ($p_L$)</td>
<td>prob. of success with (without) effort</td>
</tr>
<tr>
<td>$I$</td>
<td>size of investment projects (in amount of funds needed)</td>
</tr>
<tr>
<td>$c$</td>
<td>cost of monitoring a project</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>cost of becoming a bank</td>
</tr>
<tr>
<td>$\delta$</td>
<td>cost of diversification</td>
</tr>
<tr>
<td>$\psi$</td>
<td>size of the community banks (number of projects monitored)</td>
</tr>
<tr>
<td>$\psi_D$</td>
<td>size of the diversified bank</td>
</tr>
<tr>
<td>$I_m$</td>
<td>bank capital per project</td>
</tr>
<tr>
<td>$r_P$</td>
<td>interest rate on deposits (deposit interest rate)</td>
</tr>
<tr>
<td>$\hat{r}_A$ ($\hat{r}_A^*$)</td>
<td>interest rate on bank loans with (without) branching restrictions</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>total amount of monitors’ own funds</td>
</tr>
</tbody>
</table>

The following restrictions on fundamental parameters are assumed to hold: $2p_L < R < R + c/I < 2p_H$ and $p_H < R + c/I$. See Ennis (2001) for details.

Assume monitoring is costly and not observable. Let $c$ be the per-project cost of monitoring. The cost $c$ is in utility terms (it does not deplete available funds). Any investor in the economy can choose to become a monitor. For reasons that will become clear below we can call each of these monitors a bank. To acquire the monitoring technology the agent has to incur a cost $\kappa$ (in utility terms). Given that an agent has incurred the cost $\kappa$, the agent can monitor as many projects as desired as long as he or she incurs the cost $c$ per project being monitored. This makes the market for monitoring services perfectly competitive. The monitor can also choose whether to handle projects in one zone or in a large number of zones. Assume that there is an extra operational cost $\delta$ of running an institution (bank) handling projects in more than one zone. Then, we need to consider only two possible levels of diversification: the monitor either specializes in projects from one particular zone or becomes completely diversified.
Bank Branching Restrictions

Let us consider first the case where each monitor is exogenously restricted to handle projects from a single zone. An agent with a monitoring technology accepts funds from other agents and invests in projects. These external funds available to the monitor can be called deposits. If a bank only handles projects in one zone, then the bank fails with probability $1 - p_H$, the probability that the projects in the zone fail. Let $r_p$ be the return on deposits when the bank does not fail. By an arbitrage condition we have

$$p_H r_p = R.$$  

This condition means that the expected rate of return on deposits in a community bank is equal to the safe interest rate.

It is not hard to see that in equilibrium there is a threshold on the productivity of projects, $\hat{r}_A$, such that only projects with $r_A \geq \hat{r}_A$ will be undertaken. Consequently, $2 - \hat{r}_A$ is the total number of projects undertaken. Because there is perfect competition in the market for monitoring services, the project owners only pay $\hat{r}_A I$ to the bank in return for a loan of size $I$. For this reason we can call $\hat{r}_A$ the loan interest rate. Let $\psi$ be the number of projects handled by a bank. The variable $\psi$ is an indicator of the size of the bank. Agents agree to deposit funds in a bank of size $\psi$ only when the following incentive compatibility condition is satisfied

$$-c\psi + p_H [\hat{r}_A I \psi - r_p (I - I_m)\psi] \geq p_L [\hat{r}_A I \psi - r_p (I - I_m)\psi],$$  

where $I_m$ is the amount of own funds the bank commits per project. This condition says that the return to the banker from monitoring the projects must be greater than the return from not monitoring (given that depositors believe that the bank will be monitoring). Because monitors want to handle as many projects as possible, condition (1) holds with equality in equilibrium and determines the equilibrium bank capital per project, $\hat{I}_m$. For this reason, the banker’s return per project must satisfy

$$-c + p_H [\hat{r}_A I - r_p (I - \hat{I}_m)] = \frac{p_L c}{p_H - p_L}.$$  

Let $\Theta$ be the total amount of own funds committed by monitors in equilibrium. The next paragraph explains how this quantity is determined. Remember that $(2 - \hat{r}_A)$ is the number (measure) of projects undertaken in equilibrium. Then, market clearing for the funds owned by monitors requires that

$$(2 - \hat{r}_A) \hat{I}_m = \Theta.$$  

This states that the number of projects funded times the amount of the banker’s own funds invested per project equals the total amount of banker’s funds invested. Given $\Theta$, we can use expressions (1) and (2) to determine the equilibrium values of $\hat{r}_A$ and $\hat{I}_m$ (see Figure 3).

Consider now the decision of an investor to become a bank. Note that because of the incentive-compatibility constraint (1) for monitors, the return
Figure 3 Equilibrium Loan Interest Rate

The intersection of the incentive-compatibility constraint for community banks (equation (1)) and the market clearing condition for funds owned by monitors (equation (2)) determine the equilibrium loan interest rate. The dashed locus corresponds to the shift in equation (2) when a diversified monitor is introduced in the model. See Table 5 for notation.

associated with becoming a bank is given by

\[-\kappa + (-c + p_H [\hat{r}_A I - r_p (I - \hat{I}_m)]) \psi = -\kappa + \frac{p_L c}{p_H - p_L} \psi.\]

As long as the return from becoming a bank is greater than $R \hat{I}_m \psi$ (the return from safely storing funds), the agent will choose to become a bank. Because the return is increasing with the number of projects monitored, there is a minimum equilibrium size of banks, $\psi$, determined by

\[-\kappa + \frac{p_L c}{p_H - p_L} \psi = R \hat{I}_m \psi.\]

(3)

Since the amount of funds banks commit to each project, $\hat{I}_m$, is uniform across projects, a particular value of $\psi$ (the size of the bank) is directly associated with a particular value of the wealth of the banker, $\hat{\theta}$. This relationship is
given by the following equation
\[ \psi = \frac{\hat{\theta}}{I_m}. \] (4)

Then, given the value of \( \hat{\psi} \) that solves equation (3), there is a threshold on the amount of funds that an agent has to own in order to become a bank. Call this threshold \( \hat{\theta} \). All agents with \( \tilde{\theta} > \hat{\theta} \) will become banks, and \( 1 - \hat{\theta} \) is the total number of banks in each zone. The total amount of own funds invested by banks in equilibrium is then given by
\[ \Theta = \int_{\tilde{\theta}}^{1} \tilde{\theta} d\tilde{\theta} = \frac{1}{2} \left( 1 - \tilde{\theta}^2 \right). \] (5)

Substituting expressions (1) and (5) into equation (2) we obtain what can be thought of as a demand for bank funds, \( \hat{\psi} d = f_d(I_m) \).
Equation (3) implicitly defines a supply of bank funds. By making demand equal supply, we can obtain the equilibrium level of \( \hat{\theta} \) (see Figure 4).

Note that this equilibrium induces a size distribution of banks (monitors) according to equation (4). These banks are all essentially the same type of institution (community banks). The size distribution is a direct consequence of an underlying heterogeneity among bank owners (in terms of own funds) that is exogenous to the model. In what follows we introduce some endogenous heterogeneity.

**No Bank Branching Restrictions**

Consider the case when full diversification is possible, i.e., when we do not restrict banks to handling projects in only one zone. Fully diversified monitors do not face an information problem. The proportion of failed projects (“bad loans”) in a monitor’s portfolio is observable by third parties, and this proportion reveals the bank’s monitoring activities.\(^{14}\) Anyone can become a well-diversified monitor; no internal funds are needed. However, because there is a fixed cost \( \delta + \kappa \) of establishing a diversified bank, economies of scale imply that only one diversified bank will exist in equilibrium. We assume contestability and hence a zero profit condition must hold (see Tirole [1988], 307). Let \( \psi_D \) be the number (measure) of projects handled by the

---

\(^{13}\) Note that the right-hand side of equation (2) gives us the amount of monitor funds needed to run \( (2 - \hat{r}_A) \) investment projects when \( I_m \) monitors funds are needed per project to satisfy the incentive compatibility constraints.

\(^{14}\) Note that diversification is not originated on risk aversion considerations. All agents are risk neutral in the model. See Diamond (1984) for a related result. In Diamond’s model, diversification allows the economy to save on actual monitoring costs. In the model in this article, diversification allows the possibility of running a bank without committing internal funds. No saving of monitoring cost goes on here.
The demand (equation (2)) and supply (equation (3)) of funds owned by monitors determine the number of community banks in the economy, $1 - \theta$. The dashed locus represents the shift in equation (2) when a diversified monitor is introduced in the model.

diversified monitor. The zero profit condition is

$$\left[ p_H (r_A - r_p) I - c \right] \psi_D - (\delta + \kappa) = 0. \quad (6)$$

This condition states that the net return per loan in the diversified bank multiplied by the size of the bank (i.e., the total number of loans in the bank) has to equal the fixed cost of setting up the diversified institution. The market clearing condition for monitors’ funds is now given by

$$(2 - r_A - \psi_D) I_m = \Theta. \quad (7)$$

That is, the number of projects monitored by community banks multiplied by the amount of bank capital per loan has to equal the total amount of bankers’ funds invested. Equations (1), (3), (4), and (5) still hold in equilibrium. For intermediate values of $\delta$ a well-diversified bank (monitor) will coexist with the community banks in equilibrium. For notational convenience, I use an asterisk to indicate the value of the variables in the equilibrium with a diversified bank and a hat for the equilibrium with no diversification.

The first important result is that the well-diversified bank is also a large bank, i.e., $\psi_D^* > \psi^*$ (where $\psi^*$ is the size of the smallest community bank).
Table 6 Bank Size and Capital Ratios

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 40 million</td>
<td>9.2</td>
<td>9.6</td>
<td>11.7</td>
<td>13.2</td>
</tr>
<tr>
<td>≤ 50 billion</td>
<td>7.5</td>
<td>7.6</td>
<td>9.7</td>
<td>9.7</td>
</tr>
<tr>
<td>&gt; 50 billion</td>
<td>5.2</td>
<td>5.3</td>
<td>7.9</td>
<td>8.6</td>
</tr>
</tbody>
</table>

To see this, note that if we plug (3) and (6) into equation (1) (holding with equality) we obtain that

\[ \frac{\kappa}{\psi^*} = \frac{\delta + \kappa}{\psi^*_D}, \]

which implies that \( \psi^*_D / \psi^* > 1 \). Diversified banks must be larger in order to generate sufficient returns to cover the fixed cost, \( \delta \), of lending across different regions.

We turn now to comparing the value of some fundamental variables under the two possible cases: when diversification is ruled out exogenously and when it is not. Think of this comparison as a way to improve our understanding of the long-run implications associated with removing geographic (and possibly other) restrictions on the level of integration in the banking industry.

The second important result is that there are fewer single zone banks when a well-diversified bank is part of the system, i.e., \( 1 - \theta^* < 1 - \tilde{\theta} \). To see this, note that having \( \psi_D > 0 \) in equation (7) shifts the demand curve for community bank funds to the right (see Figure 4), increasing the equilibrium threshold to \( \theta^* \). It is worth noticing that the banks that are disappearing are the smallest (those for which \( \tilde{\theta} \in [\tilde{\theta}, \theta^*] \)). In Figure 4 we can also see that \( \tilde{I}_m < I^*_m \). This inequality is the foundation for the following two results.

The third result is that the number of projects undertaken in equilibrium is smaller when there is no diversified bank, i.e., \( 2 - \tilde{r}_A < 2 - r^*_A \). This result is a direct implication of the fact that equation (1) holds (with equality) in both equilibria and that \( \tilde{I}_m < I^*_m \).

Finally, the fourth result is that non-diversified banks tend to become smaller in the equilibrium with a diversified institution. From equation (4), given a value of \( \tilde{\theta} \), a non-diversified bank will hold a smaller number of projects in the equilibrium with the larger \( I_m \), that is, in the equilibrium with the diversified institution.

In terms of the implications for the observed size distribution of banks, using equation (3) we can see that \( \psi^* > \tilde{\psi} \), i.e., the smallest community bank is larger when there is a diversified bank. When a diversified bank enters the market, the equilibrium loan interest rate \( (r^*_A) \) falls, reducing the profitability of community banks. As a consequence, only larger community banks survive.
Four final remarks seem relevant at this point. First, note that by adjusting the distribution of agents over the level of own funds $\tilde{\theta}$, one can easily match any given size distribution of community banks. The assumption of a uniform distribution over $\tilde{\theta}$ is convenient but is in no way necessary. Second, I have assumed that the market for national banks is contestable. This assumption allowed us not to worry about the possibility of monopoly power even though only one national bank exists in equilibrium. Contestability has been challenged on several grounds in the theoretical literature (see Tirole [1988], Chapter 8). The implications of increasing bank-asset concentration on the level of competition in the industry are of major concern to researchers and policymakers. I abstracted from these considerations in the model, but they are probably important and merit further study. Third, note that the model has implications for the amount of bank capital that community and national (diversified) banks would hold in equilibrium. Preliminary analysis of the data shows that, in accordance with the model, small community banks tend to systematically hold higher capital ratios than large national banks (see Table 6). Finally, the size of business firms plays no role in the model presented here. All investment projects are the same size and have the same financing requirements. Empirical studies tend to find that small firms rely more heavily on banks for their financing needs (compared with large firms). The model presented here is too simple to be used to study this last issue. However, below I discuss some complementary theories for which the size of business firms is important.

Other Theoretical Explanations of the Bank Size Distribution

Product Differentiation

It has been well documented that small businesses tend to rely heavily on bank credit (see Bitler, Robb, and Wolken [2001]). Small banks that maintain a long-term relationship with borrowers provide an important share of this credit. For example, Strahan and Weston (1996) document that the market share of small banks in the market for loans to small firms was 35 percent in 1995. This stylized fact can be used as a foundation for a product-differentiation theory of the size distribution of banks.

Banks provide differentiated financial services. For example, a bank could make available standardized loans, for which the approval procedure and the necessary monitoring are systematic and uniform across borrowers, or it could provide customized loan contracts to long-term clients. But, in principle, a single bank could also provide both. Some other factor needs to be introduced to explain the different sizes of banks. One possibility is that there are some technological reasons that make the provision of both types of loans by uniform
size banks inefficient. There are two issues related to this argument that need explaining. First, why are large banks more efficient at providing standardized loans and, second, why are small banks more efficient at relationship lending? The answer to the first question could be in the existence of economies of scope. Usually, standardized loans are more appropriate for large firms because the information required for the loan is more readily available and verifiable. At the same time, large firms tend to demand a wider array of products and services from the bank. In most cases, only large banks can satisfy all those demands efficiently (perhaps as a matter of being able to achieve the optimal scale of production).

The harder question is why large institutions cannot replicate the relationship lending practices of small banks. In fact, Strahan and Weston (1996) find that in 1995 large U.S. banks had a significant participation rate in the market for loans to small businesses (35 percent). Perhaps the question should be rephrased in terms of the difference in bank portfolio shares of small business loans. In 1995, small commercial and industrial loans represented only 3 percent of total assets of large banks as opposed to 9 percent of small banks (see Strahan and Weston [1996]).

One possible explanation for this difference can be found in the combination of two factors: it is harder to monitor lending decisions in large banking organizations, and relationship loans require more discretion by loan officers. As a consequence of these two factors, small banks tend to be more efficient in the provision of this kind of loan. Regardless of the details, what supports this theory is the underlying heterogeneity of business firms. Because there is a size distribution of business firms, there is a size distribution of banks.

This theory, based as it is on a demand for differentiated products, also has implications for the interpretation of the recent changes in the U.S. banking industry. In the long run, a larger share of the market for loans to small firms will probably be held by large banks, but it is also likely that some small banks will continue to exist (due to their relative efficiency in the provision of relationship loans). Finally, it is important to highlight that, according to this theory, the evolution of the size distribution of business firms should directly affect the size distribution of banks. In other words, if technological developments drive the optimal scale of most business firms to become ever larger (Lucas 1978), then the role of small banks in the economy will also tend to decrease with time.

---

15 In recent years the approach of large banks to small-business lending has experienced important changes. More and more large banks have started to adopt automated underwriting systems based on credit scoring. This allows large banks to make small business loans on a large scale. See Frame, Srinivasan, and Woosley (2001) for an updated account of this new development.
Corporate Governance

Issues in corporate governance of financial institutions are potentially important for explaining the size distribution of banks. Some authors have argued that internal corporate governance tends to be weaker for banks than for other types of corporations (see Prowse [1997]). Here I sketch one theory of bank size that is based on these considerations. The idea is not to provide a definitive explanation of size heterogeneity but to illustrate how weak corporate governance may affect bank-size dispersion.

There are numerous empirical studies documenting that recent bank mergers do not seem to result in large efficiency gains (see, for example, Berger, Demsetz, and Strahan [1999]). The traditional justifications for mergers (for example, economies of scale and scope) have problems accounting for these findings. Some efforts have been made to provide alternative explanations for the tendency of banks to become large. One of these possible explanations is based on imperfect corporate governance and uncertainty about the managerial ability of bank CEOs (see Milbourn, Boot, and Thakor [1999]). This explanation can also provide justification for some of the bank size dispersion observed in the data. In fact, talent heterogeneity among bank CEOs alone could be used to induce a size distribution of banks, as in Lucas (1978). However, the corporate governance story involves information issues that were not present in Lucas’s paper.

The main objective of the theory is to explain mergers that do not imply efficiency improvements, which is not so important to the present article; however, the theory’s prediction of some size heterogeneity among banks is more germane. Suppose that shareholders do not know how talented the CEO of their bank is, but they would like to better compensate a talented CEO. Since talent is associated with a higher probability of success, the shareholders will use the success rate of the CEO as a proxy for his or her talent. However, not only talented CEOs are successful; some CEOs are just lucky. This brings up a problem: Inferring who is talented is not an easy task. Suppose further that as the bank gets bigger, it becomes harder for the CEO to just get lucky. CEOs who perceive themselves as talented individuals will then tend to prefer to manage large institutions (or make their institutions bigger by completing mergers and acquisitions) because if they eventually become successful, they will more clearly signal their ability and thereby increase their compensation. It can be shown that in this kind of environment, CEOs will tend to generate and manage different sizes of banks according to their perception of their own ability (not known to them with certainty).

16 For example, government measures regulating bank takeovers, such as the need for prior approval and other potential delays, make the possibility of takeovers a less effective mechanism for disciplining bank managers.
An interesting extension of this theory suggests that there may be a bias towards large organizations in the banking industry. Suppose that the more talented CEOs tend in fact to perceive themselves as more talented (and hence to manage large banks). Suppose also that shareholders have this information and intend to use it in their compensation decisions. Less talented individuals may then choose to manage large institutions just to avoid revealing that they are actually not in the group of talented managers.\(^{17}\)

3. CONCLUSIONS

This article provides an overview of some empirical and theoretical issues associated with the existence of a nondegenerate size distribution of banks in the United States. I review a number of theories of bank size heterogeneity, and I concentrate on those theories that tend to explain the small-banks phenomenon not as a transitory situation but as the result of an explicit equilibrium choice. This explanation seems to be in accord with the empirical facts described in the first part of the article. The size distribution of banks tends to be relatively more skewed to the right than life-cycle-of-firms theories predict. In other words, the mass of banks is highly concentrated around the range of small asset size. The theories reviewed in this article could help explain this fact.

But it is also true that 50 years of heavy regulation in the banking industry, and branching restrictions in particular, have played a major role in shaping the size distribution of banks in the United States. Deregulation is still very recent, and it may well be that the transition to a new banking industry structure is not over yet. For example, the banking system in Canada, which has never had branching restrictions, has mainly large banks with numerous branches across the country. The question remains, will the U.S. system converge to the Canadian model of banking? One possibility is that the final industry structure will be influenced by initial conditions even after the transition period is over. For example, community banks, having existed for some time, may have generated a demand for their services that will persist. If this is the case, then the market structure of the U.S. banking system and the Canadian system will continue to be different even after their regulatory frameworks have fully converged.

\(^{17}\) Bliss and Rosen (2001) study the relationship between bank mergers and CEOs’ compensation in a sample of megamergers that took place between 1986 and 1995. They find significant evidence supporting the hypothesis that asset growth (especially via mergers) tends to increase CEOs’ compensation. They also find that this effect tends to motivate acquisition decisions by CEOs. (CEOs with a higher proportion of stock-based compensation tend to be less likely to engage in an acquisition.)
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A Primer on Optimal Monetary Policy with Staggered Price-Setting

Alexander L. Wolman

If the monetary authority can make a binding promise concerning future monetary policy, what policy should it follow? If the monetary authority cannot make such a promise, how should it behave on a period-by-period basis? How one answers these questions reflects one’s beliefs about how the economy works, what monetary policy is feasible, and how outcomes should be evaluated. Economists work with explicit models of the economy and impose explicit welfare criteria in order to answer questions about optimal policy. This approach facilitates reasoned debate. If one disagrees with a policy being advocated, that disagreement necessarily reflects disagreement with the economic model, the welfare criterion, or assumptions about institutional features of policy.

Conditional on one model of how the economy works that is currently popular and is based on optimizing behavior by households and firms, I will discuss three different notions of optimal monetary policy.1 Because economists have not reached a consensus about the appropriate model of the macroeconomy to be used for monetary policy analysis, this article cannot provide definitive answers to questions about optimal policy.

The distinctive feature of the model is that firms do not continuously adjust the prices of goods they sell. Instead, the price of any individual good changes only periodically. Such price stickiness is observed for many goods (see the

1 Parts of this article summarize research described in more detail in King and Wolman (1996 and 1999), and parts can serve as background for Khan, King, and Wolman (2000 and 2001). Goodfriend and King (1999 and 2000) contains much complementary discussion of monetary policy in the type of model used in this article.
survey in Wolman (2000) and forms an important channel through which monetary policy can affect aggregate economic outcomes.

As in the work of Kydland and Prescott (1977) and Barro and Gordon (1983), policy surprises have the potential to improve welfare under certain conditions; there is a time-consistency problem for monetary policy. In contrast to that work, however, here the current-period policy problem is affected by the nature of future policy because the model involves multiperiod pricing.

Unlike much work on optimal monetary policy, the model in this article does not generate welfare losses associated with the area under the money demand curve; that is, there are no shoe leather costs of inflation. This modeling choice allows us to focus on issues related to staggered price-setting. The same approaches described here can easily be applied to models in which there are both staggered price-setting and shoe leather costs of inflation. Khan, King, and Wolman (2000) contains such an application.

The model delivers two important results regarding optimal policy. First, it is beneficial for the monetary authority to be able to make binding promises about its future behavior. As in Kydland and Prescott (1977) and Barro and Gordon (1983), if binding promises are not feasible, we should expect a relatively high inflation rate. Under current arrangements, it is not possible for the Federal Reserve to make binding promises. If it were possible, the model prescribes that in the long run, inflation should either be zero or just slightly positive, depending on whether the policy objective is present value welfare or steady state welfare.

1. **THE MODEL ECONOMY**

As is standard in modern economic models, the fundamental assumptions of this model concern who the agents are, their preferences and endowments, the technology to which they have access, and the market structure. Here there are three types of agents: households, firms, and the government. I will give an overview of the model before describing it in mathematical terms.

There is a large number of identical households. Households are assumed to live forever and to obtain utility from leisure time and from consuming goods produced by firms. Consumption and leisure in the present are preferred to the same amount of consumption and leisure in the future. Households’ endowments consist of one unit of time in each period and ownership of the firms. Time is allocated between labor supply to firms—in exchange for wage income—and leisure. Households also demand government-supplied money in an amount identical to their nominal consumption spending.

---

2 Shoe leather costs of inflation are the resource costs individuals and firms incur in order to economize on holdings of currency, which does not bear interest. See Bailey (1956) and Friedman (1969).
Firms produce consumption goods using a technology that relies only on labor. Their objective is to maximize the present value of profits distributed to households, and to achieve this objective they set prices and hire labor. It is also assumed that firms may only adjust their prices every two periods (I assume that a period is three months). This shortcut imposes price stickiness of a magnitude arguably lower than that observed in the United States. As for market structure, in this model there is a large number of firms producing under conditions of monopolistic competition. Each firm produces a distinct good and faces a constant elasticity demand curve, with the elasticity common across firms.

The government’s sole role is to supply money. Money enters the economy in the form of lump-sum transfers from the government to consumers.

**Households**

Households’ preferences for consumption \(c_t\) and leisure \(l_t\) in the present and future are given by a concave utility function \(u(c, l)\) and a discount factor \(\beta < 1\):

\[
\sum_{t=0}^{\infty} \beta^t u(c_t, l_t),
\]

where the subscript \(t\) indexes time. For the examples below, I will specify the utility function to be

\[
u(c, l) = \ln c + \chi \cdot l,
\]

where \(\chi > 0\) is a fixed parameter. The household’s total consumption is an index of consumption of a unit measure of different goods. In keeping with the market structure and pricing behavior described below, we need to keep track of only two types of goods, each with measure 1/2: those with prices set in the current period, indexed by 0, and those with prices set in the previous period, indexed by 1:

\[
c_t = c(c_{0,t}, c_{1,t}) \equiv \left(\frac{1}{2} \cdot c_{0,t}^{1-\varepsilon} + \frac{1}{2} \cdot c_{1,t}^{1-\varepsilon}\right)^{\frac{\varepsilon}{1-\varepsilon}}.
\]

This consumption index implies that households have constant elasticity demands for each individual good:

\[
c_{j,t} = \left(\frac{P_{j,t}}{P_t}\right)^{-\varepsilon} c_t, \quad j = 0, 1,
\]

where \(P_{j,t}\) is the nominal price of a good with price set in period \(t - j\), and \(P_t\) is the price index, given by

\[
P_t = \left(\frac{1}{2} \cdot p_{0,t}^{1-\varepsilon} + \frac{1}{2} \cdot p_{1,t}^{1-\varepsilon}\right)^{1/(1-\varepsilon)}.
\]
For derivations of (4) and (5), see the appendix to Wolman (1999).

The household’s budget constraint requires that consumption spending not exceed the sum of wage income and firms’ profits ($D_t$):

$$P_t c_t \leq P_t w_t n_t + D_t,$$

where $w_t$ is the real wage. The household’s time constraint requires that its labor supply and leisure time not exceed its endowment of one unit of time:

$$l_t + n_t \leq 1,$$

where total labor supply ($n_t$) is the sum of labor supplied to the two types of firms,

$$n_t = \frac{1}{2} \cdot (n_{0,t} + n_{1,t}).$$

The sum is multiplied by 1/2 because $n_{j,t}$ is labor hired per $j$-type firm, and half the firms are of each type. Households also demand government-supplied money in an amount identical to their nominal consumption spending:

$$M_t = P_t c_t,$$

where $M_t$ is nominal money balances.

The key equation from the household’s side of the model is optimal labor supply, which can be determined by maximizing $u (c_t, l_t)$ subject to the budget constraint and time constraint:

$$w_t \cdot u_c (c_t, l_t) = u_l (c_t, l_t),$$

and, for the preferences in (2),

$$\frac{w_t}{c_t} = \chi.$$

If the household were to marginally increase the quantity of labor it supplies, the utility-denominated value of additional labor income would be exactly offset by the utility loss associated with the decrease in leisure time.

**Firms**

There is a continuum of monopolistically competitive firms, each producing a unique differentiated product. As mentioned above, firms set their price for two periods—which implies $P_{1,t} = P_{0,t-1}$—and half of the firms adjust their price in any given period. This pattern is known as staggered price-setting. Each firm has the same production technology:

$$c_{j,t} = n_{j,t}, \quad j = 0, 1.$$

When firms adjust, they choose a price that will maximize their present discounted profits over the two periods for which the price is fixed. As owners of the firms, consumers instruct firms to value current and future profits using
the marginal utility of income, which is $u_c(c_t, l_t)$ for the current period and $u_c(c_{t+1}, l_{t+1})$ for the next period.

The optimal price satisfies

$$\frac{P_{0,t}}{P_t} = \left(\frac{\varepsilon}{\varepsilon - 1}\right) \cdot \left(\frac{u_c(c_t, l_t) c_t w_t + \beta u_c(c_{t+1}, l_{t+1}) c_{t+1} w_{t+1} \pi_{t+1}^\varepsilon}{u_c(c_t, l_t) c_t + \beta u_c(c_{t+1}, l_{t+1}) c_{t+1} \pi_{t+1}^{\varepsilon - 1}}\right), \quad (13)$$

where the inflation rate in period $t + 1$ is given by $\pi_{t+1} \equiv P_{t+1}/P_t$. This expression makes the marginal present discounted value of profits zero for an adjusting firm.\(^3\) Firms would like to charge a price that is a constant markup of $\varepsilon / (\varepsilon - 1)$ over marginal cost, and in this model marginal cost is equal to the real wage. Because the price level may change over time and prices are set for two periods, it is generally impossible for a firm to achieve this ideal markup in every period. Firms do the best they can, which typically means setting a markup higher than $\varepsilon / (\varepsilon - 1)$ in periods when they adjust. If they were to choose the ideal markup, they would maximize profits in the first period of each price cycle, but in the next period profits would be low because inflation would erode the firm’s real price. The profit function is concave, so it is optimal to sacrifice some profits in both periods rather than maximizing profits in one period. Another way to view the optimal price is that it achieves the ideal markup with respect to a quasi-weighted average of marginal cost in the two periods of the price cycle.

**Equilibrium**

In equilibrium, the wage rate and the prices of individual consumption goods are such that households maximize present discounted utility with their labor supply and consumption demand decisions, and firms maximize present discounted profits with their price-setting decisions. In addition, equilibrium requires a specification of monetary policy.

We can use many of the equations stated above to eliminate variables so that a complete description of equilibrium reduces to as few as two difference equations in the two variables $c_{0,t}$ and $c_{1,t}$. One of those equations is firms’ optimal pricing equation (13), and the others are determined by monetary policy. The appendix shows how the optimal pricing equation can be expressed in terms of a relationship between $c_{0,t}$, $c_{1,t}$, $c_{0,t+1}$, and $c_{1,t+1}$. That relationship can be summarized by a function $x()$ which is defined in the appendix:

$$0 = x(c_{0,t}, c_{1,t}) + \beta x(c_{1,t+1}, c_{0,t+1}). \quad (14)$$

\(^3\) A detailed derivation is provided in Wolman (1999). See also Yun (1996). Note that in Wolman (1999), the factor $\Delta$ discounts nominal profits, so that the different exponents on inflation in that article are offset by a different discount factor (i.e., the expressions are equivalent).
The sum \( x(c_{0,t}, c_{1,t}) + \beta x(c_{1,t+1}, c_{0,t+1}) \) is the present discounted marginal profit of a firm choosing its price in period \( t \), and optimal pricing behavior requires present discounted marginal profit to be zero. In (13) I solved this equation for the optimal price \( P_{0,t}/P_t \), but it will be easier to work with in the form shown in (14). The function \( x(a, b) \) is the equilibrium value of current marginal profit (with respect to price) for a firm that sells quantity \( a \), when prices and demands are such that half of all firms sell quantity \( a \) and the other half sell quantity \( b \). Specifically, \( x(c_{0,t}, c_{1,t}) \) is the marginal profit in period \( t \) of a firm setting its price in period \( t \); that firm sells quantity \( c_{0,t} \), as do all other firms setting their price, while firms charging a price set in the previous period sell quantity \( c_{1,t} \). The form of the other equation(s) needed to characterize equilibrium is determined by monetary policy.

**Two Distortions to Summarize Outcomes**

Consumption and leisure are the fundamental variables that households in the model care about. Thus, good monetary policy makes consumption and leisure behave in ways that households like. It is important to stress that in this model the central bank does not directly control consumption and leisure. Nonetheless, the central bank’s choices regarding the money supply affect some relative prices in the model—in particular, the relative prices of goods set in the current and previous periods—and these relative prices in turn affect consumption and leisure.

By focusing on households’ preferences and the technology for producing goods, we see there is an optimal allocation that serves as a useful benchmark for policy. Analyzing this outcome leads us to define two measures of distortions, summarizing deviations from the optimal allocation. The relative price distortion effectively makes the economy operate inside its production possibility frontier. The markup distortion acts as a tax on labor input, placing the economy at an inefficient point on the production possibility frontier. If the two distortions are eliminated, the optimal allocation is attained. The monetary policy problem can then be thought of as minimizing these distortions.

The optimal allocation is referred to as the first-best. To find the first-best, maximize utility subject to the constraints imposed by factor endowments and the production technology:

\[
\max_{c,l,c_0,c_1,n_0,n_1} u(c, l),
\]

subject to (3), (7), (8), and (12). Note that this problem is entirely static; the only dynamic element of the model involves price-setting, and the first-best overcomes price stickiness. The six first-order conditions to this problem make it clear that \( c_0 = c_1 = c \) and \( n_0 = n_1 = n \). The solution for consumption and leisure is a constant pair, which I will denote \( c^{fb}, l^{fb} \), implicitly given by
the following equations:

\[ u_c (c^{fb}, 1 - c^{fb}) = u_l (c^{fb}, 1 - c^{fb}), \]
\[ l^{fb} = 1 - c^{fb}. \] (15)

In the first-best, the technology for producing aggregate output is identical to the technologies for producing individual outputs (12). The marginal product of aggregate labor in the production of aggregate output is thus 1.0. In addition, the marginal rate of substitution between consumption and labor \((u_l/u_c)\) equals the marginal product of labor. This condition is reflected in (15).

Referring back to the full staggered price-setting model, there are two ways in which outcomes can deviate from the first-best. First, the implicit technology for producing aggregate output may not be identical to the technologies for producing individual outputs. That is, \(c_t < n_t\) because \(c_0 \neq c_1\). In addition, the marginal rate of substitution may not be equated to the marginal product of labor. That is, \(u_c (c^{fb}, 1 - c^{fb}) \neq u_l (c^{fb}, 1 - c^{fb})\), or equivalently \(w_t \neq 1\).

Deviations from the equality of consumption and labor input will be denoted by \(\rho_t\) and referred to as the relative price distortion:

\[ \rho_t \equiv \frac{n_t}{c_t} = \frac{1 - l_t}{c_t}. \] (16)

Deviation of the real wage from unity will be denoted by \(\mu_t\) and referred to as the markup of price over marginal cost:

\[ \mu_t \equiv \frac{1}{w_t} = \frac{u_c (c_t, l_t)}{u_l (c_t, l_t)}. \] (17)

Because the real wage is equal to real marginal cost in this model, (17) shows that the markup is simply the inverse of real marginal cost. These two equations allow us to move between working in terms of consumption and leisure and working in terms of the relative price distortion and the markup. In other words, given consumption and leisure, (16) and (17) allow us to compute the two distortions, and given the two distortions, the same two equations allow us to compute consumption and leisure implicitly.

To see why the relative price distortion is so named, replace the denominator of (16) with the consumption aggregator, replace the numerator with \(\frac{1}{2} (n_{0,t} + n_{1,t}) = \frac{1}{2} (c_{0,t} + c_{1,t})\), and divide numerator and denominator by \(c_{1,t}\):

\[ \rho_t = \left( \frac{1}{2} \right) \frac{\frac{c_{0,t}}{c_{1,t}} + 1}{\left( \frac{c_{0,t}}{c_{1,t}} \right)^{\frac{1}{2}} + 1}. \]
Finally, replace the consumption ratios with price ratios, using (4):

\[ \rho_t = \left( \frac{1}{2} \right)^{\frac{1}{\epsilon}} \left( \left( \frac{P_{0,t}}{P_{1,t}} \right)^{-\epsilon} + 1 \right)^{\frac{1}{\epsilon}} \left( \left( \frac{P_{0,t}}{P_{1,t}} \right)^{1-\epsilon} + 1 \right)^{-\epsilon}. \]  

From (18), if prices of both types of good are the same \((P_{0,t} = P_{1,t})\), the relative price distortion is eliminated, meaning \(c_t = n_t\). Furthermore, knowing the ratio \(\frac{c_{0,t}}{c_{1,t}}\) (or \(\frac{P_{0,t}}{P_{1,t}}\)) is sufficient for determining the relative price distortion.

In a flexible price model with perfect competition, the markup and the relative price distortion would both equal unity \((\rho_t = \mu_t = 1)\). With flexible prices but the monopolistic competition structure of the model, the relative price distortion would still be unity, but the markup would exceed unity \((\mu_t = 1 + \epsilon > 1)\): with monopoly power, firms set prices above marginal cost. With staggered price-setting as well as monopolistic competition, the relative price distortion and the markup generally exceed unity. But with staggered price-setting, monetary policy can affect these distortions. Policy’s leverage over the relative price distortion is straightforward: the more variability in the price level, the greater the relative price distortion.

There are two components to policy’s leverage over the markup. First, the markup is affected by the level of inflation even if the inflation rate is constant; this relationship will be detailed in Section 3. Second, with some prices predetermined, policy surprises will affect the level of real activity and the markup. This second mechanism is conventional, yet quite complicated. Suppose that instead of the pricing structure in our model, all prices were reset every period, but in every period they were chosen before any other information was revealed. Then it would be obvious that surprise increases in money raise output, simply from the money demand equation (9). The price level would be treated as fixed, so increases in money would correspond to increases in consumption. In our model, however, only some prices are predetermined. So, again referring to the money demand equation, whether a surprise monetary expansion results in an expansion in output depends on how the firms that set their price in the current period respond to the expansion. And, because those firms set their price for two periods, their response depends on their expectations about the behavior of price setters and monetary policy in the next period. Extending this line of reasoning, one can see that the entire path of future policy matters.

2. DIFFERENT APPROACHES TO OPTIMAL POLICY

Even for a particular explicit model of the private macroeconomy, there is not just one reasonable notion of optimal monetary policy. The reasons for this ambiguity were suggested at the outset; they involve disagreements about the appropriate welfare criterion and about the nature of policy institutions. A welfare criterion is used to rank different policies, and the rankings will
generally differ according to the welfare criterion. Institutions matter because they affect the range of feasible policies.

I will discuss three common notions of optimal monetary policy as they apply to the staggered pricing model. The first and second differ according to whether the welfare criterion is steady state welfare or present value welfare, whereas the second and third differ according to an institutional assumption that changes the set of feasible policies. In each case, I ignore shocks to the economy, so the only changes that occur over time are due to monetary policy.

Perhaps the simplest notion of optimal policy is the idea of an optimal steady state inflation rate: view the monetary authority as choosing the inflation rate, and ask what constant inflation rate is best. With a constant inflation rate, outcomes in each period are identical. Because there is no uncertainty in the model, and there are no fundamental state variables that affect the set of feasible outcomes, it seems sensible to require that the central bank pick a constant inflation rate. However, it would also be interesting to check whether in fact the policymaker would choose a constant inflation rate. Thus, a second natural approach to optimal policy involves assuming that the policymaker has the same welfare criterion as households. One can then ask how inflation would behave over time: would it be constant, and would it end up at the optimal steady state inflation rate?

Both of these approaches to optimal policy maintain that the policymaker (central bank) can credibly promise (commit to) how it will behave in current and future periods. This is not a trivial assumption. For instance, the Fed does not make explicit, detailed promises as to how it will behave in the future. Factors such as reputation may make for implicit commitments in the Fed’s behavior, but these factors are probably not strong enough to make either of the first two approaches to optimal policy practically relevant in the current institutional environment. I therefore consider a third notion of optimal policy, which maintains the assumption that the policymaker’s welfare criterion is identical to the representative agent’s, and further assumes that policy cannot commit in any way to future actions. Each period, the central bank acts in the best interests of society. The central bank cannot dictate what its behavior will be in the next period, but it foresees what form that behavior will take.

These three approaches to optimal policy do not have the same implications. In the first two cases, the results differ in an interesting qualitative dimension, although quantitatively they are quite close. When the welfare criterion is steady state welfare, the central bank will choose a small but positive level of inflation, as this reduces the markup distortion. In contrast, when the central bank is allowed to behave in a time-varying manner and still can commit to future policies, optimal policy leads in the long run to zero inflation. This pair of results has an analogue in the golden rule versus modified golden rule idea in growth theory, which is explained in Section 4.
If, as in the third case, the central bank cannot commit, the nature of optimal policy changes more dramatically. The steady state equilibrium in this case involves rather high inflation. Loosely speaking, because the central bank in the current period cannot affect the behavior of the next period’s central bank, it takes what it can get in the current period. The central bank chooses to exploit firms that set their price in the past, as a way of trying to drive down the markup.

3. OPTIMAL POLICY I: STEADY STATE WELFARE

Our first notion of optimal policy has as its criterion the steady state level of welfare. Examining steady state welfare as a function of inflation answers the question, What average level of inflation should a central bank target? This is a sensible policy question, though not the most obvious one to ask in the context of models like the one used here. I will return to this point in Section 4. To determine the optimal steady state inflation rate, I will first derive steady state allocations for an arbitrary inflation rate.

In a steady state equilibrium, all real variables are constant. Nominal prices grow at a constant rate, the steady state inflation rate. If \( \pi \) is the steady state inflation rate, we find the steady state values of all variables by eliminating time subscripts on the real variables in the equilibrium conditions and setting \( \pi_t = \pi \). From the consumption aggregator, the demand function, and the optimal pricing equation ((3), (4), and (13)), we can derive an expression for the real wage in steady state:

\[
 w^{ss} = \left( \frac{\varepsilon - 1}{\varepsilon} \right) \cdot \left( \frac{1}{2} + \frac{1}{2} \pi^{\varepsilon-1} \right)^{1/(\varepsilon-1)} \cdot \left( \frac{1 + \beta \pi^{\varepsilon-1}}{1 + \beta \pi^{\varepsilon}} \right).
\] (19)

In addition, from (4) for \( j = 0 \) and 1,

\[
 c_0^{ss} / c_1^{ss} = \pi^{-\varepsilon}.
\] (20)

The level of consumption is implicitly determined by substituting the previous two expressions into the consumer’s labor supply equation (28):

\[
 \frac{u_l(c_1^{ss} \cdot \pi^{-\varepsilon}, c_1^{ss})}{u_l(c_1^{ss} \cdot \pi^{-\varepsilon}, c_1^{ss})} = \left( \frac{\varepsilon - 1}{\varepsilon} \right) \cdot \left( \frac{1}{2} + \frac{1}{2} \pi^{\varepsilon-1} \right)^{1/(\varepsilon-1)} \cdot \left( \frac{1 + \beta \pi^{\varepsilon-1}}{1 + \beta \pi^{\varepsilon}} \right).
\] (21)

For a given specification of preferences \( u(c, l) \), which determines the functions \( u_c \) and \( u_l \), (20) and (21) allow us to compute \( c_0^{ss}, c_1^{ss} \) and thus \( c^{ss}, l^{ss} \) and the two distortions as functions of the steady state inflation rate. Imposing \( u(c, l) = \ln(c) + \chi l \), the steady state levels of consumption and leisure are

\[
 c^{ss}(\pi) = \left( \frac{\varepsilon - 1}{\varepsilon \chi} \right) \cdot \left( \frac{1}{2} + \frac{1}{2} \pi^{\varepsilon-1} \right)^{1/(\varepsilon-1)} \cdot \left( \frac{1 + \beta \pi^{\varepsilon-1}}{1 + \beta \pi^{\varepsilon}} \right).
\]
The variable $\pi$ is the gross quarterly inflation rate.

\[
I_{ss}(\pi) = 1 - \frac{1}{2} \cdot c_{ss}(\pi) \cdot \left( \frac{1}{2} + \frac{1}{2} \pi^{\epsilon-1} \right)^{-\frac{\epsilon}{\pi}} \cdot (1 + \pi^\epsilon).
\]

The steady state relative price distortion and markup for this example are, respectively,

\[
\rho_{ss} = \left( \frac{1}{2} \right)^{-\frac{\epsilon}{1-\pi^{\epsilon}}} \frac{\pi^{-\epsilon} + 1}{(\pi^{1-\epsilon} + 1)^{\frac{\epsilon}{1-\pi^{\epsilon}}}}.
\] (22)

and

\[
\mu_{ss} = \left( \frac{\epsilon}{\epsilon - 1} \right) \cdot \left( \frac{1}{2} + \frac{1}{2} \pi^{\epsilon-1} \right)^{1/(1-\epsilon)} \cdot \left( \frac{1 + \beta \pi^{\epsilon}}{1 + \beta \pi^{\epsilon-1}} \right).
\] (23)

Figures 1 and 2 plot the steady state markup and relative price distortions as functions of the steady state inflation rate. The relative price distortion is minimized—and in fact eliminated—at zero inflation, whereas the markup is minimized but not eliminated at a very low positive inflation rate. Zero inflation eliminates the relative price distortion because it results in all nominal prices being constant and equal. It is less obvious why a low positive inflation rate should minimize the markup.

To understand the relationship between steady state inflation and the markup, it is helpful to begin by using the price level definition (5) to write...
The variable $\pi$ is the gross quarterly inflation rate.

the markup as

$$\mu^{ss} = \left( \frac{1}{2} \left( \frac{P_0}{MC} \right)^{1-\epsilon} + \frac{1}{2} \left( \frac{P_1}{MC} \right)^{1-\epsilon} \right)^{-\frac{1}{1-\epsilon}},$$

(24)

where $MC$ is nominal marginal cost. The effect of inflation on the markup depends on the effect of inflation on the markups charged by the two types of firms. In steady state, the markup of type one firms is simply the markup charged by type zero firms divided by the inflation rate:

$$\frac{P_1}{MC} = \frac{P_0}{MC} \cdot \frac{1}{\pi},$$

because $P_1 = P_0/\pi$. Using (23) and (24) it is easy to show that the markup of type zero firms is increasing in the inflation rate (except at high rates of deflation). This is also intuitive: to protect themselves from the real price erosion caused by inflation in the next period, firms set a higher markup when they do adjust. Thus, whether the aggregate markup increases in inflation depends on whether the effect of inflation on $P_0/MC$ is strong enough to overwhelm the erosion effect of inflation on $P_1/MC$. It turns out that for very low inflation, the erosion effect dominates, so the aggregate markup falls with inflation. But for even moderately high inflation, the effect of inflation on adjusting firms’ prices is strong enough that the aggregate markup rises.
Returning now to optimal policy, the optimal steady state problem is
\[ \max_{\pi} u \left( c^{ss}(\pi), l^{ss}(\pi) \right). \]

Using the expressions for steady state consumption and leisure, we could analytically characterize the optimal steady state inflation rate. It is more revealing, though, to look at a picture. Just as Figures 1 and 2 plot the markup and relative price distortions as functions of the steady state inflation rate, Figure 3 plots steady state welfare as a function of inflation. The vertical dashed line indicates the inflation rate that minimizes the markup (for \( \varepsilon = 4 \)), and the vertical solid line indicates the inflation rate that minimizes the relative price distortion (zero inflation). As we should expect, the welfare maximizing inflation rate is between the two that each minimize a distortion. It is notable that the optimal steady state inflation rate is positive in this model, but it is only slightly positive—at approximately 0.4 percent per year—for \( \varepsilon = 4 \).

4. OPTIMAL POLICY II: PRESENT VALUE WELFARE WHEN THE POLICYMAKER CAN KEEP ITS PROMISES

Steady state welfare is an intuitively appealing welfare criterion, but it is not the only natural choice for our model. Present discounted welfare, defined by (1), is another natural welfare criterion. I will henceforth refer to this simply as optimal policy. If there is an initial period to the policy problem, then optimal policy may not involve choosing a steady state—if it did, we would...
get the same answer as that in the previous section. In fact, under present value welfare maximization, inflation does vary over time, and it converges to a rate in which steady state welfare is lower than was found in Section 3 in the best steady state (King and Wolman [1999] first presented this result). Period welfare during the transition to steady state is higher than it is in the best steady state. Note that the optimal policy problem is viewed as being solved once and for all in an initial period, and initial periods are more important than later periods precisely because the future is discounted.

To find the inflation behavior that maximizes welfare, I use what is known in optimal taxation problems as the primal approach. Under the primal approach, instead of searching for the policy behavior that maximizes welfare, one first searches for the optimal allocations that are feasible for the policymaker and then (as a secondary step not provided here) determines a rule that would achieve those allocations.

Recall the discussion of equilibrium above. There I showed that an equilibrium was described by at least two difference equations: one representing optimal price-setting and the other(s) depending on policy. Here the additional difference equation(s) must be generated by optimality conditions for policy. To find those optimality conditions, write down the policy problem as maximizing present discounted utility,

$$\sum_{t=0}^{\infty} \beta^t u \left( c \left( c_{0,t}, c_{1,t} \right), l \left( c_{0,t}, c_{1,t} \right) \right),$$

subject to the optimal price-setting condition being satisfied in each period,

$$0 = x \left( c_{0,t}, c_{1,t} \right) + \beta x \left( c_{1,t+1}, c_{0,t+1} \right), \quad t = 0, 1, \ldots$$

by choice of sequences for $c_{0,t}$ and $c_{1,t}$. The Lagrangian for this problem is

$$L = \sum_{t=0}^{\infty} \beta^t u \left( c \left( c_{0,t}, c_{1,t} \right), l \left( c_{0,t}, c_{1,t} \right) \right)$$

$$+ \sum_{t=0}^{\infty} \beta^t \phi_t \left[ x \left( c_{0,t}, c_{1,t} \right) + \beta x \left( c_{1,t+1}, c_{0,t+1} \right) \right].$$

The first order conditions are as follows: for $c_{0,t}$ when $t = 0$:

$$u_c \left( \frac{c_{0,t}}{c_t} \right)^{-\frac{1}{\tau}} - \frac{1}{2} u_l \left( \frac{c_{0,t}}{c_t} \right) + \phi_t x_1 \left( c_{0,t}, c_{1,t} \right) = 0;$$

for $c_{0,t}$ when $t = 1, 2, \ldots$ :

$$u_c \left( \frac{c_{0,t}}{c_t} \right)^{-\frac{1}{\tau}} - \frac{1}{2} u_l \left( \frac{c_{0,t}}{c_t} \right) + \phi_t x_1 \left( c_{0,t}, c_{1,t} \right) + \phi_{t-1} x_2 \left( c_{1,t}, c_{0,t} \right) = 0;$$
for $c_{1,t}$ when $t = 0$:  

$$
c_{1,t} : u_c \left( \frac{c_{1,t}}{c_t} \right)^{-\frac{1}{\epsilon}} - \frac{1}{2} u_l() + \phi_{t} x_{2} \left( c_{0,t}, c_{1,t} \right) = 0; \nonumber$$

and for $c_{1,t}$ when $t = 1, 2, \ldots$ :  

$$
u_c \left( \frac{c_{1,t}}{c_t} \right)^{-\frac{1}{\epsilon}} - \frac{1}{2} u_l() + \phi_{t} x_{2} \left( c_{0,t}, c_{1,t} \right) + \phi_{t-1} x_{1} \left( c_{1,t}, c_{0,t} \right) = 0. \nonumber$$

In these expressions, $u_c()$ ($u_l()$) refers to the partial derivative of the utility function with respect to consumption (leisure), and $x_j()$ refers to the partial derivative of the function $x()$ with respect to its $j^{th}$ argument. The first-order conditions for $c_0$ and $c_1$ in period zero have a different form than the first-order conditions in all later periods. This reflects the fact that in period zero there is no previous policy commitment to be honored, so policy takes advantage of preset prices to expand output. After period zero, the first-order conditions for $c_0$ and $c_1$ contain a term that involves the optimal pricing condition for the previous period ($t - 1$).

It might seem odd that the optimality conditions for some period $t > 0$ should take into account a response of firms in the previous period. The explanation is that policy is determined in period zero for all subsequent periods. Firms choosing their price in period $t - 1$ act not only in response to current variables, but also in anticipation of period $t$ variables, and the period zero policymaker takes this effect into account when choosing period $t$ variables. If prices were set for more than two periods, policy with regard to period $t$ variables would affect behavior more than one period in advance, and there would be more than one initial period for which the optimality conditions differed from their eventual form.

The fact that the first-order conditions for optimal policy take on a different form in period zero than in all other periods is indicative of a time-consistency problem: the optimal behavior to which the policymaker committed in period zero would not be maintained if the policymaker were allowed to reoptimize in a later period. That later period would effectively become a new “period zero,” differing from all subsequent periods. But if reoptimization were believed to be a possibility, the policy problem would not make sense as written above. Firms would not believe that a binding policy commitment had been made, and the policymaker would be unable to determine anything but the current period outcome. I return to the lack-of-commitment scenario in Section 6. For now I maintain the assumption that the policymaker can credibly commit to his or her behavior into the infinite future.

---

4 For a more detailed discussion of this type of optimization problem, see Kydland and Prescott (1980) and Marcet and Marimon (1999).
The difference equations described by the first-order conditions for $c_{0,t}$ and $c_{1,t}$, together with the pricing constraint, describe a complicated dynamic system. However, King and Wolman (1999) show that this system has a particularly simple limit point with unique local dynamics, namely zero inflation. In simple terms, if the policymaker’s optimality criterion is present discounted utility, then he or she will choose a path that approaches zero inflation in the long run.

It is somewhat surprising that optimal policy approaches a steady state with lower welfare than may be attainable in steady state. However, this result has an analogue in growth theory that can help us understand what is going on. The result from growth theory involves what are known as the golden rule and the modified golden rule. Under the golden rule, the stock of capital is that which supports the highest possible steady state consumption. However, a planner maximizing present value utility would not choose to build up or maintain this level of capital stock. Instead, the planner would choose to accumulate less capital; while this would lead to lower consumption in the long run, the short run consumption could be higher as the excess capital was converted to consumption goods. Because present consumption is assumed to be preferred to future consumption, such a plan is optimal (see Blanchard and Fischer [1989, 45] and McCallum [1996, 49]).

A similar phenomenon occurs in the staggered pricing model. In the long run, the economy will approach a steady state with a higher markup and hence lower consumption than is feasible. However, this is optimal because the transition path generates higher consumption and a lower markup than can be achieved in the optimal steady state described in the previous section.5

The long-run limiting behavior under optimal policy with commitment corresponds to what Michael Woodford (1999) has called a timeless perspective. Under the timeless perspective, the policymaker behaves each period in the way he or she would have promised to behave if asked to commit in the long-distant past. Woodford advocates that the long-run limiting behavior under the full-commitment solution be adopted in every period by policymakers who can commit, in part because that behavior leads to stationary outcomes over time: period zero is not treated as special. However, optimality of the long-run limit is inextricably linked to the high welfare levels in transitional start-up periods; specifically, the long-run limit is optimal only as part of an entire path that includes the start-up periods.6 If commitment is feasible and

---

5 Unpublished work by the author suggests that the transition path can be complicated, for example displaying nonmonotonic behavior of the markup. It is clear, however, that there are some periods during the transition in which the markup is lower and utility is higher than in the optimal steady state.

6 Woodford conducts his analysis in a different model, where the steady state is unaffected by monetary policy. The distinction between the golden rule and modified golden rule steady states thus does not exist in Woodford (1999).
the optimality criterion requires that policy be stationary, then optimal policy in the current model is represented by the optimal steady state of Section 3. Rotemberg and Woodford (1999) take this approach.7

5. OPTIMAL POLICY III: PRESENT VALUE WELFARE WITHOUT COMMITMENT

Maintaining the natural welfare criterion of the previous section, suppose that no promises are credible. Policy cannot commit to future actions, and thus the current policymaker cannot affect expectations about future outcomes. Effectively, there is a new policymaker each period. One can again use the primal approach to study this problem. The current period policymaker will choose $c_{0,t}$ and $c_{1,t}$ subject to the constraint imposed by optimal price-setting, with the location of this constraint determined by the expected levels of $c_{0,t+1}$ and $c_{1,t+1}$. Once the problem has been thus expressed, it is straightforward to interpret the policymaker’s choice variables as the two distortions (markup and relative price), rather than the two consumption levels.

If policy can commit to future actions, optimal policy varies over time. In the initial period the policymaker optimally takes advantage of preset prices by expanding output. Pricing behavior anticipates all future actions, so no surprises are possible after the initial period. Nonetheless, the dynamic path does not immediately reach the long-run limit. In contrast, when the policymaker cannot commit, the current period does not differ from any other period: every period is an initial period. The policy problem is stationary, and this leads me to look for a stationary equilibrium with discretionary optimization.8

Before discussing the details of characterizing equilibrium, I will briefly relate the analysis to Barro and Gordon (1983), with which some readers may be familiar. There, equilibrium was determined by analyzing how current policy responded to expectations about current policy. In contrast, I will analyze how current variables (which are determined by current policy subject to the pricing constraint) optimally respond to the expected future variables (which determine the location of the pricing constraint). A fixed point of this relationship is a steady state equilibrium with discretionary policy. In Barro and Gordon’s model, as long as one abstracts from reputational considerations, there is no reason for future policy to play a role in equilibrium because prices are not set for multiple periods. Furthermore, all relevant expectations

7 For an interesting and detailed discussion of the timeless perspective, see Dennis (2001).
8 Without commitment, there may be many equilibria. We describe the unique Markov-Perfect equilibrium (see Krusell and Rios-Rull [1999]), meaning the equilibrium that is determined by the economy’s natural state variables. Because there are no state variables in our model, the Markov-Perfect equilibrium is a steady state. Khan, King, and Wolman (2001) discuss a variant of this model where prices are set for three periods and there is thus one natural state variable. They find multiple equilibria.
are determined simultaneously with the policy action. Herein, on the other hand, future policy directly affects current behavior, and the timing is more complicated. The policymaker takes as given the prices set by firms in the previous period, but current price-setting firms make their decisions after the policymaker. These differences dictate using a forward-looking approach to solve the model.

I express the model in terms of variables in the current period (for example \(c_0\) and \(c_1\)) and variables in the next period (\(c_0'\) and \(c_1'\)). A stationary equilibrium under discretionary optimal policy (i.e., no commitment) consists of scalars \(v^*, c_0^*,\) and \(c_1^*\), which solve (P1) when \(v' = v^*, c_0' = c_0^*,\) and \(c_1' = c_1^*:\)

\[
v = \max_{c_0,c_1} \{ u(c(c_0, c_1)), l(c_0, c_1) \} + \beta \cdot v'
\]

(P1)

subject to

\[
0 = x(c_0, c_1) + \beta x(c_0', c_0)
\]

(25)

\(c_0', c_1', v'\) given.

In principle, it is straightforward to work with this formulation. However, it is easier to develop intuition by transforming the problem so that the choice variables are the two distortions introduced earlier, instead of \(c_0\) and \(c_1\). To express \(c_0\) and \(c_1\) implicitly as functions of \(\mu\) and \(\rho\), use (16) and (17). The appendix derives \(c_1/c_0 = \Gamma(\rho), c_0 = \Omega(\mu, \rho),\) and hence \(c_1 = \Gamma(\rho) \cdot \Omega(\mu, \rho).\) Problem (P1) can then be written

\[
v = \max_{\mu,\rho} \{ \tilde{u}(\mu, \rho) + \beta \cdot v' \}
\]

(P1')

subject to

\[
0 = \tilde{x}(\mu, \rho) + \beta \tilde{x}(\mu', \rho')
\]

(26)

\(\rho', \mu', v'\) given.

It is easy to analyze this transformed problem graphically.

Figure 4 illustrates the nature of (P1') and its equilibrium for the same example used above. The markup is on the horizontal axis, and the relative price distortion is on the vertical axis. The figure is similar to the indifference curve/budget constraint graphs common in microeconomics with three important exceptions. First, welfare is increasing toward the origin because the two distortions can be thought of as bads not goods. Second, unlike in textbook examples from microeconomics where the budget constraint is a fixed line, here there are many constraints (a continuum, with only three constants shown in the figure) because there are many possible outcomes in the next period, and outcomes next period determine the location of the constraint (\(\mu'\) and \(\rho'\) appear in (26)). Finally, recall from microeconomics that optimal behavior implies a tangency between the budget constraint and an indifference curve. The multiple constraints here create the possibility of multiple tangencies, so
in order to identify the equilibrium among these tangencies (assuming the equilibrium is unique), one needs more information. The locus of steady state points provides this information.

The mildly concave downward sloping curves are indifference curves associated with the indirect utility function in (P1'); welfare is increasing toward the origin, at which point both distortions would be eliminated. The indifference curves slope downward because both objects are bads; if the markup rises, the relative price distortion must fall for welfare to be unchanged.

The convex parabolic curves are pricing constraints for three different assumptions about the future markup and relative price distortion ($\mu'$ and $\rho'$).

To explain the shape of the pricing constraints, I will focus on the flat points that occur for each constraint at $\rho = 1$. When $\rho = 1$, it is also the case that $c_0 = c_1 = c$ and $P_0 = P_1 = P$: all firms charge the same price and sell the same quantity. For the constraint corresponding to a given pair ($\mu', \rho'$), the $\rho = 1$ point reveals the current markup (and thus real marginal cost) for which a relative price equal to unity maximizes the present value of profits. Now vary real marginal cost either up or down; from equation (13) the optimal price will change, necessarily moving away from the price set by firms in the previous period. With the two types of firms charging different prices, the relative price distortion is necessarily greater than one. The further marginal cost moves from the level associated with no relative price distortion, the greater the relative price distortion that must be accepted. This explains why the relative price distortion rises along every constraint as we move away from the point where $\rho = 1$. 

---

**Figure 4 Stationary Equilibrium without Commitment**

![Graph showing stationary equilibrium without commitment](graph.png)
The curve that slices through the middle of the figure—apparently positively sloped—is the locus of points that correspond to steady state equilibria; to compute this locus, I impose a steady state and vary the money growth rate, tracing out the \((\varrho, \mu)\) locus that results. Along the steady state locus, moving upward usually corresponds to raising the steady state inflation rate. At higher rates of inflation, the dispersion—and hence distortion—in relative prices increases. The average markup also usually rises with the steady state inflation rate: higher markups by adjusting firms more than offset the increased markup erosion experienced by nonadjusting firms.\(^9\)

A policymaker in the current period takes as given firms’ expectations about the future. These expectations determine the relevant pricing constraint, and the policymaker chooses levels of the current distortions such that an indifference curve is tangent to the relevant pricing constraint. At such a point, the rate at which firms’ behavior allows the policymaker to trade off the markup against the relative price distortion is equated to the rate at which the policymaker’s welfare function trades off the markup against the relative price distortion. The former rate is given by the slope of the pricing constraint, and the latter is given by the slope of the indifference curve. As indicated above, for arbitrary expectations about the future, a tangency point does not represent an equilibrium. Given the future outcome, a single tangency point does represent optimal policy and private sector equilibrium in the current period, but there is no guarantee that the future outcome taken as given is an equilibrium. If the future outcome and the current outcome are identical, then we have an equilibrium: the outcome taken as given in the future is found to be optimal in the current period, and because the future looks just like the present, that outcome will be optimal in the future.

Suppose firms expect that in the next period the markup will be at its static level \((\mu' = \varepsilon / (\varepsilon - 1))\) and the relative price distortion will be eliminated \((\varrho' = 1)\). This is the outcome in a steady state with zero inflation, and it is also the long-run limit point under optimal policy with commitment. This point is helpful in understanding the nature of equilibrium even though it is not itself an equilibrium. The current period policymaker then faces the dashed pricing constraint, which passes through the steady state locus at \(\mu = \varepsilon / (\varepsilon - 1)\) and \(\varrho = 1\). It is feasible for the current policymaker to achieve the same outcome

\(^9\) Some readers will correctly infer from Figures 1 and 2 that the steady state locus in Figure 4 is nonmonotonic and has a second branch not shown in the figure. The argument goes as follows. As the steady state inflation rate falls from high levels, the markup and the relative price distortion fall together, but at a low positive inflation rate shown in Figure 2, further decreases in inflation lead to higher markups, whereas the relative price distortion continues to fall until inflation turns into deflation. There is a small downward sloping portion of the steady state locus that corresponds to the low inflation region where the relative price distortion is rising with inflation and markup is falling with inflation. There is also a second branch of the locus—upward sloping—that lies to the right of the branch in Figure 4. One can show that no steady state equilibrium lies on this branch.
expected in the future. Because that outcome is the limit point of optimal policy under commitment, it is indicated with a heart in Figure 4. Because the relative price distortion is eliminated, the pricing constraint passes through this point with zero slope. Immediately this point can be ruled out as an equilibrium because the indifference curves have negative slope everywhere.

A policymaker contemplating the heart outcome would see that he or she could do better by accepting some relative price distortion in exchange for a lower markup. Specifically, a policymaker facing \( \mu' = \frac{\varepsilon}{(\varepsilon - 1)} \) and \( \rho' = 1 \) would choose the point marked with a slashed circle; it is on the same pricing constraint but tangent to an indifference curve with higher welfare. This tangency is not an equilibrium, though, because it implies a different outcome in the current period than in the future.\(^{10}\)

A steady state discretionary equilibrium is a point on the steady state locus at which an indifference curve is tangent to a constraint. The point marked with a smile is the unique steady state equilibrium. The relative price distortion is fairly high, so the pricing constraint is steeply downward sloping and at this point is tangent to an indifference curve. It is feasible for the policymaker to reduce the markup from this point, but doing so would require an increase in the relative price distortion big enough to make welfare fall.\(^{11}\) The high relative price distortion corresponds to a high inflation rate (around 15 percent annually). Comparing the steady state equilibrium under discretion to the heart-shaped point, which represents the limiting behavior under commitment, it is clear that in the long run the economy is worse off without commitment. Even though the discretionary policymaker acts in society’s best interest, society would be better off if the policymaker could credibly commit to future policy actions.

6. CONCLUSIONS

There has been an explosion of research in recent years on sticky-price models with optimizing agents (see Taylor [1998]). At least three notions of optimal monetary policy are natural in these models: the optimal steady state inflation rate; the path that maximizes present value welfare when policy can commit to future actions; and the equilibrium that occurs when each period’s policymaker

\(^{10}\) To be clear, equilibrium does not necessarily imply constant outcomes over time. In the current model, however, with optimal discretionary policy there are no exogenous forces leading to changing outcomes over time. Thus, a Markov-Perfect equilibrium involves constant outcomes.

\(^{11}\) Peter Ireland (1997) shows that when all firms set their price before the policymaker moves and for just one period, in an otherwise similar model there is no interior Markov-Perfect equilibrium. Because all firms charge the same price, unexpected monetary expansions have no cost to the policymaker in Ireland’s model. No matter how high an inflation rate is expected, the policymaker would always choose to bring down the markup by making inflation even higher. Here there is an interior Markov-Perfect steady state because higher inflation exacerbates the relative price distortion.
maximizes present value welfare, but no policymaker can commit to future actions.

In one model where nominal factors affect real allocations only because of staggered price-setting, I obtain the following results. The optimal steady state inflation rate is slightly positive (less than 1 percent) because a very small amount of constant inflation decreases the economy’s average markup. A policy that maximizes present value welfare under commitment leads toward zero inflation, for the higher markup that will result in the long run is preceded by a lower markup in early periods that are weighted more heavily. When policy cannot commit, the inflation rate that results from optimizing behavior is quite high, on the order of 15 percent. Corresponding to the higher inflation rate without commitment is a lower level of welfare for the representative agent. If staggered price-setting in fact represents the primary channel through which monetary policy affects real variables, the results in this article indicate the value to society of institutions that allow the monetary authority to credibly commit to future behavior.\footnote{Practically speaking, a specific commitment about the nature of future policy could never be completely credible. However, feasible institutional arrangements can tie the policymaker’s hands somewhat, decreasing the severity of the time consistency problem. For a comparative study of institutional arrangements for monetary policy in various countries, see Bernanke et al. (1999).}

\section*{APPENDIX}

\subsection*{1. EQUILIBRIUM PRICING CONSTRAINT}

From the optimal pricing condition (13) we can derive (14), an equation in $c_{0,t}$, $c_{1,t}$, $c_{0,t+1}$, and $c_{1,t+1}$ only. The first step is to use the demand function for $c_{0,t}$ to write the left hand side of (13) in terms of $c_{0,t}$ and $c_{1,t}$:

\begin{equation}
\frac{P_{0,t}}{P_t} = \left( \frac{c_{0,t}}{c_{0,t}, c_{1,t}} \right)^{-1/\varepsilon},
\end{equation}

where the function $c \left( c_{0,t}, c_{1,t} \right)$ is given by the consumption aggregator (3). For the right hand side, again use the consumption aggregator to eliminate $c_t$ and $c_{t+1}$, and use the time constraint to write leisure $(l_{t+j})$ in terms of $c_{0,t+j}$ and $c_{1,t+j}$:

\begin{equation}
l \left( c_{0,t+j}, c_{1,t+j} \right) = 1 - n \left( c_{0,t+j}, c_{1,t+j} \right) = 1 - \frac{1}{2} \left( c_{0,t+j} + c_{1,t+j} \right).\end{equation}

\footnote{Practically speaking, a specific commitment about the nature of future policy could never be completely credible. However, feasible institutional arrangements can tie the policymaker’s hands somewhat, decreasing the severity of the time consistency problem. For a comparative study of institutional arrangements for monetary policy in various countries, see Bernanke et al. (1999).}
Next, use the labor supply equation (10) to write the real wage in terms of \( c_0 \) and \( c_1 \):

\[
w(c_{0,t}, c_{1,t}) = u_l(c(c_{0,t}, c_{1,t}), l(c_{0,t}, c_{1,t}))/u_c(c(c_{0,t}, c_{1,t}), l(c_{0,t}, c_{1,t}))\]

and use the demand functions for \( c_0 \) and \( c_1 \) to write the inflation rate in terms of current and past \( c_0 \) and \( c_1 \):

\[
\pi_{t+1}(c_{0,t}, c_{1,t}, c_{0,t+1}, c_{1,t+1}) \equiv \frac{P_{t+1}}{P_t} = \frac{P_{0,t}/P_t}{P_{0,t+1}/P_{t+1}} = \left(\frac{c_{0,t}/c(c_{0,t}, c_{1,t})}{c_{1,t+1}/c(c_{0,t+1}, c_{1,t+1})}\right)^{-1/\epsilon}.
\]

Substituting all of these relationships into (13) yields

\[
\left(\frac{c_{0,t}}{c(c_{0,t}, c_{1,t})}\right)^{-1/\epsilon} = \left(\frac{\epsilon}{\epsilon - 1}\right) \frac{N(c_{0,t}, c_{1,t}, c_{0,t+1}, c_{1,t+1})}{D(c_{0,t}, c_{1,t}, c_{0,t+1}, c_{1,t+1})},
\]

where

\[
N_t \equiv u_l(c(c_{0,t}, c_{1,t}), l(c_{0,t}, c_{1,t}))/c(c_{0,t}, c_{1,t}) + \beta \cdot u_l(c(c_{0,t+1}, c_{1,t+1}), l(c_{0,t+1}, c_{1,t+1}))/c(c_{0,t+1}, c_{1,t+1}) \cdot \left(\frac{c_{0,t}/c(c_{0,t}, c_{1,t})}{c_{1,t+1}/c(c_{0,t+1}, c_{1,t+1})}\right)^{-1/\epsilon}\]

\[
D_t \equiv u_c(c(c_{0,t}, c_{1,t}), l(c_{0,t}, c_{1,t}))/c(c_{0,t}, c_{1,t}) + \beta \cdot u_c(c(c_{0,t+1}, c_{1,t+1}), l(c_{0,t+1}, c_{1,t+1}))/c(c_{0,t+1}, c_{1,t+1}) \cdot \left(\frac{c_{0,t}/c(c_{0,t}, c_{1,t})}{c_{1,t+1}/c(c_{0,t+1}, c_{1,t+1})}\right)^{1-\epsilon/\epsilon}.
\]

Next, multiplying both sides of (30) by \((\epsilon - 1) \cdot (c_{0,t}/c(c_{0,t}, c_{1,t})) \cdot D_t\), and collecting terms according to whether they contain \(\beta\) factors, we arrive at

\[
0 = c_{0,t} \cdot \left[(\epsilon - 1) \cdot u_{c,t} \cdot \left(\frac{c_{0,t}}{c(c_{0,t}, c_{1,t})}\right)^{-1/\epsilon} - \epsilon \cdot u_{l,t}\right] + \beta \cdot c_{1,t+1} \cdot \left[(\epsilon - 1) \cdot u_{c,t+1} \cdot \left(\frac{c_{1,t+1}}{c(c_{0,t+1}, c_{1,t+1})}\right)^{-1/\epsilon} - \epsilon \cdot u_{l,t+1}\right].
\]

This yields (14) in the text, with

\[
x(a, b) \equiv a \cdot \left[(\epsilon - 1) \cdot u_c(c(a, b), l(a, b)) \cdot \left(\frac{a}{l(c(a, b))}\right)^{-1/\epsilon} - \epsilon \cdot u_l(c(a, b), l(a, b))\right].
\]
(Note that $c(a, b) \equiv c(b, a)$ and $l(a, b) \equiv l(b, a)$ and that in (31) I have used abbreviated objects such as $u_c(c(c_{0,t}, c_{1,t}), l(c_{0,t}, c_{1,t}))$ by writing them as $u_{c,t}$.)

2. $c_0$ AND $c_1$ AS FUNCTIONS OF THE TWO DISTORTIONS

The definitions of the two distortions immediately imply

$$\mu = a/w = a \cdot \frac{u_c(c(c_0, c_1), l(c_0, c_1))}{u_l(c(c_0, c_1), l(c_0, c_1))}$$  \hspace{1cm} (33)

and

$$\rho = 2^{\frac{1}{\epsilon}} \cdot \frac{(1 + c_1/c_0)}{(1 + (c_1/c_0)^{\frac{\epsilon-1}{\epsilon}})^{\frac{1}{\epsilon}}}.$$ \hspace{1cm} (34)

From (34), it is clear that the ratio $c_1/c_0$ depends only on $\rho$. That is, $c_1/c_0 = \Gamma(\rho)$, where $\Gamma(\rho)$ is the function defined implicitly by (34). Substitute this function into (33) to get

$$\mu = a \cdot \frac{u_c(c(c_0, \Gamma(\rho) \cdot c_0), l(c_0, \Gamma(\rho) \cdot c_0))}{u_l(c(c_0, \Gamma(\rho) \cdot c_0), l(c_0, \Gamma(\rho) \cdot c_0))},$$ \hspace{1cm} (35)

which implicitly gives $c_0$ as a function of $\mu$ and $\rho$. That is, $c_0 = \Omega(\mu, \rho)$, and hence $c_1 = \Gamma(\rho) \cdot \Omega(\mu, \rho)$.
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Margarida Duarte

Recent developments in open-economy macroeconomics have progressed under the paradigm of nominal price rigidities, where monetary disturbances are the main source of fluctuations. Following developments in closed-economy models, new open-economy models have combined price rigidities and market imperfections in a fully microfounded intertemporal general equilibrium setup. This framework has been used extensively to study the properties of the international transmission of shocks, as well as the welfare implications of alternative monetary and exchange rate policies.

Imperfect competition is a key feature of the new open-economy framework. Because agents have some degree of monopoly power instead of being price takers, this framework allows the explicit analysis of pricing decisions. The two polar cases for pricing decisions are producer-currency pricing and local-currency pricing. The first case is the traditional approach, which assumes that prices are preset in the currency of the seller. In this case, prices of imported goods change proportionally with unexpected changes in the nominal exchange rate, and the law of one price always holds.1 In contrast, under the assumption of local-currency pricing, prices are preset in the buyer’s currency. Here, unexpected movements in the nominal exchange rate do not affect the price of imported goods and lead to short-run deviations from the law of one price.

The author would like to thank Michael Dotsey, Thomas Humphrey, Yash Mehra, and John Walter for helpful comments. The views expressed in this article do not necessarily represent those of the Federal Reserve Bank of Richmond or the Federal Reserve System.

1 The law of one price states that, absent barriers to trade, a commodity should sell for the same price (when measured in a common currency) in different countries.
Empirical evidence using disaggregated data suggests that international markets for tradable goods remain highly segmented and that deviations in the law of one price are large, persistent, and highly correlated with movements in the nominal exchange rate, even for highly tradable goods. Moreover, there is strong evidence that the large and persistent movements that characterize the behavior of real exchange rates at the aggregate level are largely accounted for by deviations in the law of one price for tradable goods.

In this article I make use of a simplified version of a two-country model where the two markets are segmented, allowing firms to price discriminate across countries, and where prices are preset in the consumer’s currency. This model generates movements in the real exchange rate in response to unexpected monetary shocks, which are a result of the failure of the law of one price for tradable goods. I then compare this model to a version in which prices are preset in the producer’s currency and examine the implications of these two alternative price-setting regimes for several key issues.

The price-setting regime determines the currency of denomination of imported goods and the extent to which changes in exchange rates affect the relative price of imported to domestic goods and the international allocation of goods in the short run. That is, different pricing regimes imply different roles for the exchange rate in the international transmission of monetary disturbances. As we shall see, this assumption has very striking implications for several important questions, namely real exchange rate variability, the linkage between macroeconomic volatility and international trade, and the welfare effects of alternative exchange rate regimes, among others.

While generating deviations from the law of one price that are absent from models assuming producer-currency pricing, the assumption of local-currency pricing still leaves important features of the data unexplained. The key role of this assumption in the properties of open-economy models suggests that it is necessary to keep exploring the implications of alternative pricing structures in open-economy models.

In Section 1, I review the empirical evidence on the behavior of real exchange rates and on international market segmentation and pricing. In Section 2, I present the model with local-currency pricing and explore the main implications of this pricing assumption. The final section concludes.

1. SOME EVIDENCE ON REAL EXCHANGE RATES

I first review some empirical evidence on the behavior of real exchange rates using aggregate data. I then turn to a review of the evidence on the sources of movements in real exchange rates.
Real Exchange Rates and PPP

The real exchange rate between two countries represents the relative cost of a common reference basket of goods. For two countries, say the United States and Japan, the real exchange rate is given by

\[ \frac{P_{US}}{eP_{JP}} \]

where \( P_{US} \) and \( P_{JP} \) represent the American and Japanese price levels (measured in terms of dollars and yen, respectively) and where \( e \) denotes the nominal exchange rate (defined as the dollar price of one yen).  

The theory of purchasing power parity (PPP) predicts that real exchange rates should equal one, or at least show a strong tendency to quickly return to one when they differ from this value. The fundamental building block of PPP is the law of one price: due to arbitrage in goods markets, and absent barriers to trade, similar products should sell in different countries for the same price (when converted in the same currency). Large international price differentials would be only temporary, as profit-maximizing traders would quickly drive international goods prices back in line. Therefore, if arbitrage in goods markets ensures that the law of one price holds for a sufficiently broad range of individual goods, then aggregate price levels (when expressed in a common currency) should be highly correlated across countries.  

Because aggregate prices are reported as indices rather than levels, most empirical work has tested the weaker hypothesis of relative PPP, which requires only that the real exchange rate be stable over time. Figure 1 shows the log changes in the CPI-based dollar-yen real and nominal exchange rates and the relative price level. In this figure, which is typical for countries with floating exchange rates and moderate inflation, it clearly stands out that short-run deviations from PPP are large and volatile. In the short run, movements in the real exchange rate mimic those in the nominal exchange rate, with no offsetting movements in the relative price level. Not surprisingly, early empirical work based on simple tests of short-run PPP produced strong rejections of this hypothesis for moderate inflation countries. However, these studies did not allow for any dynamics of adjustment to PPP and therefore did not address the validity of PPP as a medium- or long-run proposition.

---

2 Suppose that the United States and Japan have the same price levels when measured in their respective currencies (for example, \( P_{US} = P_{JP} = 1 \)) and that the nominal exchange rate is two (that is, two dollars are required to buy one yen). Then, the Japanese price level is two when measured in dollars and the real exchange rate between the United States and Japan is 0.5.

3 For a thorough exposition of the evolution of the PPP theory of exchange rates, see Humphrey and Keleher (1982, chapter 11).

4 In other words, relative PPP requires only that changes in relative price levels be offset by changes in the nominal exchange rate.

5 See, for example, Frenkel (1981) or Krugman (1978).
The conventional explanation for the failure of short-run PPP is the presence of nominal price rigidities. If the short-term volatility of nominal exchange rates were due mostly to monetary and financial disturbances, then nominal price stickiness would translate these disturbances into short-run fluctuations in the real exchange rate. If this were true, however, we should observe a substantial convergence to PPP in one to two years, as the adjustment of prices and wages takes place. Purchasing power parity, therefore, would be reestablished in the medium to long run.6

An extensive body of empirical literature has tested the hypothesis of long-run PPP by looking at the mean-reverting properties of real exchange rates. As is well known, it has proved rather difficult to find evidence supporting convergence of real exchange rates to PPP even in the long run.7

Most earlier empirical studies, which used only post-Bretton Woods data, found it difficult to reject the hypothesis that bilateral real exchange rates for

---

7 For a survey of this literature and a more complete list of references, see Froot and Rogoff (1995) or Rogoff (1996).
industrialized countries follow a random walk under floating exchange rates. But if PPP deviations are very persistent, then it may be difficult to distinguish empirically between a random walk model and a slow mean-reversion model for the real exchange rate, especially when this variable is highly volatile. As shown in Frankel (1986), the post-Bretton Woods period may simply be too short to reliably reject the random walk hypothesis. To overcome this problem of low power in tests of the random walk hypothesis, Frankel used an extended data set (annual data for the dollar-pound exchange rate from 1869 to 1984) and rejected the random walk model in favor of a mean-reverting model for the real exchange rate. His point estimate for the rate of decay of real exchange rate deviations was 14 percent per year, which implies a half-life of PPP deviations of 4.6 years. Other studies that test convergence to PPP using long-horizon data sets tend to find values for the half-life of PPP deviations between three to five years.

An alternative way to increase the power of unit root tests is to expand the number of countries in the sample and to perform panel tests of convergence to PPP. Frankel and Rose (1996), for example, use a panel set of annual data from 1948 to 1992 for 150 countries. They estimate half-lives for PPP deviations of about four years. Other studies using panel data sets report similar estimates. Interestingly, these estimates are also similar to those obtained using long-time series data sets.

In brief, studies using aggregate data provide strong evidence that deviations from PPP are highly volatile and persistent. Consensus estimates suggest that the speed of convergence to PPP is roughly 15 percent per year, implying a half-life of PPP deviations of about four years. As we shall see next, a look at disaggregated data will provide us with a much richer analysis of the sources of PPP deviations.

The Law of One Price: Market Segmentation and International Pricing

As I pointed out earlier, the idea underlying PPP is that the law of one price holds for a wide range of individual goods. It has long been recognized, however, that even for highly tradable goods and at different levels of aggregation, 

\[ q_t = \rho q_{t-1} + \epsilon_t, \]

where \( \epsilon_t \sim N \left(0, \sigma^2 \right). \) This specification means that the adjustment of PPP deviations is both continuous and of constant speed, regardless of the size of the deviation. Given this specification, the convergence speed is given by \( \lambda = 1 - \rho \) and the half-life of deviations is given by \( H = \frac{\ln 0.5}{\ln \rho}. \)

\[ \text{Mussa (1986) demonstrates that real exchange rates tend to be much more volatile under floating than under fixed exchange rate regimes. Therefore, these long-horizon data sets mix data from different regimes, which exhibit different properties for the real exchange rate. See Lothian and Taylor (1996) for a response to this criticism.} \]
deviations in the law of one price are large, persistent, and highly correlated with movements in the nominal exchange rate.¹⁰

One possible explanation for the failure of the law of one price is that international markets are segmented by physical distance, like different markets within a country. Engel and Rogers (1996), however, show that both the distance and the physical border between countries are significant in explaining the variation in prices of similar goods across different U.S. and Canadian cities. They find that price dispersion is much higher for two cities located in different countries than for two equidistant cities in the same country. In fact, the effect of the border is estimated to be equivalent to a distance of 1780 miles between cities within one country. Engel and Rogers also show that nominal price stickiness accounts for a large portion of the border effect, suggesting that prices are sticky in the local currency and that changes in the exchange rate lead to deviations in the law of one price.

Not only are failures of the law of one price significant but, as recent evidence suggests, they also play a dominant role in explaining the behavior of real exchange rates. Engel (1999) measures the proportion of U.S. real exchange rate movements that can be accounted for by movements in the relative prices of nontraded goods. Engel decomposes the CPI real exchange rate into two components: a weighted difference of the relative price of nontraded-to traded-goods prices in each country, and the relative price of traded goods between the countries. If tradables, as a category, closely followed the law of one price, then all variability in the real exchange rate would be explained by movements in the first component. However, Engel finds that movements in the relative price of nontraded goods appear to account for almost none of the movement in U.S. real exchange rates, even at long time horizons. Instead, nearly all the variability can be attributed to movements in the relative price of tradables. This finding strongly suggests that consumer markets for tradable goods are highly segmented internationally and that movements in the international relative price of consumer tradables are very persistent.¹¹ Moreover, given the high volatility of nominal exchange rates, these findings indicate that consumer prices of most goods (either imported or domestically produced) seem to be sticky in domestic currency terms.

An alternative approach to studying the relationship between exchange rates and goods prices is examining how firms in an industry (or country) pass through changes in exchange rates to export prices.¹² Knetter (1989, 1993)

---

¹⁰ See, for example, the empirical studies in Isard (1977), Giovannini (1988), or Engel (1993).
¹¹ One should note, however, that at the consumer level, even highly tradable goods embody a large nontradable component.
¹² Exchange rate pass-through is the percentage change in local currency import prices resulting from a 1 percent change in the exchange rate between the exporting and importing countries.
measures the degree of price discrimination across export destinations that is associated with exchange rate changes for U.S., U.K., German, and Japanese industry-level data. He finds that the amount of exchange rate pass-through differs considerably depending on the country and industry. Goldberg and Knetter (1997) provide an extensive survey of the literature and find that local currency prices of foreign products do not respond fully to exchange rate changes. While the response varies by industry, on average exchange rate pass-through to U.S. import prices is only about 50 percent after one year, mainly reflecting changes in destination-specific markups on exports.

In brief, there is strong evidence that international markets for tradable goods remain highly segmented and that deviations from PPP are largely accounted for by movements in the relative price of tradable goods across countries. At the consumer level, exchange rate pass-through to import prices is virtually zero (suggesting that consumer prices are sticky in domestic currency). At the producer level, however, exchange rate pass-through is generally positive, but substantially below one.

Transaction Costs and the Adjustment of PPP and Law of One Price Deviations

Some recent empirical tests of long-run PPP and the law of one price have abandoned the conventional framework, which assumes a linear autoregressive process for the price differential. Instead, these studies have started to look into nonlinear models of price adjustment, where the speed at which price differentials die out depends on the size of the deviation itself.

This alternative framework for the empirical analysis of price differentials is motivated by the observation that commodity trade is not costless. Persistent deviations from the law of one price are implied as an equilibrium feature of models with transaction costs, for deviations will be left uncorrected as long as they are sufficiently small relative to the shipping cost.\(^{13}\)

The simplest econometric model that implements the notion of a nonlinear adjustment for price differentials assumes that the process is well described by a random walk for small deviations (that is, when deviations are within a “band of inaction”) and an autoregressive process for large deviations (that is, when deviations are outside the band).\(^{14}\) Taylor (2001) shows that the

\[^{13}\text{See Dumas (1992) and Ohanian and Stockman (1997) for equilibrium models of exchange rate determination in the presence of transaction costs. Obstfeld and Rogoff (2000a) argue for the importance of transaction costs in explaining several puzzles in international macroeconomics.}\]

\[^{14}\text{Specifically, the price differential } q_t \text{ follows the process}\]

\[
q_t = \begin{cases} 
  c + \rho (q_{t-1} - c) + \varepsilon_t & \text{if } q_{t-1} > c, \\
  q_{t-1} + \varepsilon_t & \text{if } c \geq q_{t-1} \geq -c, \\
  -c + \rho (q_{t-1} + c) + \varepsilon_t & \text{if } -c > q_{t-1}. 
\end{cases}
\]
improper use of linear models when the true model is nonlinear may produce a large bias towards finding a low speed of convergence.\textsuperscript{15} Intuitively, a linear model will fail to support convergence to PPP if the true model is nonlinear and the process spends most of the time in the random-walk band. Using both monthly data from the 1920s and annual data spanning two centuries, Michael, Nobay, and Peel (1997) reject the linear adjustment model in favor of a nonlinear model and provide strong evidence of mean-reverting behavior for PPP deviations for every exchange rate considered.\textsuperscript{16}

2. INTERNATIONAL PRICING IN NEW OPEN-ECONOMY MACROECONOMIC MODELS

The common starting point for most of the recent research in open-economy models with price rigidities is the model developed in Obstfeld and Rogoff (1995).\textsuperscript{17} This model explores the international monetary transmission mechanism in a general equilibrium setup characterized by nominal price rigidities, imperfect competition, and incomplete asset markets.

Obstfeld and Rogoff’s model does not generate deviations from the CPI-based purchasing power parity. This feature reflects the fact that preferences are identical across countries and that all goods are freely tradable, with prices set in the seller’s currency. In this model, there is complete pass-through of exchange rate changes to import prices, implying that the law of one price always holds for all goods and that the real exchange rate is constant.

Motivated by the empirical evidence on the sources of real exchange rate fluctuations, several recent papers have extended Obstfeld and Rogoff’s framework in order to allow for pricing-to-market\textsuperscript{18} and deviations from the law of one price. This class of models assumes that home and foreign markets are segmented, which allows imperfectly competitive firms to price discriminate between home and foreign consumers.\textsuperscript{19} Consumers’ inability to arbitrage price differentials between countries is exogenous, possibly reflecting arbitrarily high transportation costs at the consumer level. In addition to market

\[ \varepsilon_t \sim N \left( 0, \sigma^2 \right). \]

This process is parametrized by \( \rho \), the autoregressive coefficient for deviations from the band’s edge, and \( c \), which determines the amplitude of the band of inaction.

\textsuperscript{15} Taylor (2001) also addresses the problem of temporal aggregation and shows that the use of relatively low-frequency data may also produce large biases in these estimates.

\textsuperscript{16} See also Obstfeld and Taylor (1997) and Taylor, Peel, and Sarno (2001).

\textsuperscript{17} This work extends the model in Svensson and van Wijnenbergen (1989), an endowment two-country dynamic general equilibrium model, where monopolistic competitive firms set prices one period in advance and asset markets are complete.

\textsuperscript{18} Strictly speaking, the term \textit{pricing-to-market} refers to the ability of firms to engage in third-degree price discriminations across different export destinations. In its current use, however, the term has come to include the additional assumption that firms set their prices in advance in the local currency of the buyer.

\textsuperscript{19} See Betts and Devereux (1996) for the initial contribution.
segmentation, this class of models also assumes that prices are sticky in each country’s local currency. That is, firms set prices in advance in the buyer’s currency, as opposed to the standard assumption that prices are set in the seller’s currency.\footnote{In these models, the firm’s choice of invoice currency is exogenous. See Devereux and Engel (2001) for a recent contribution to the literature in which exporting firms can also choose the currency in which they set export prices. They find that exporters will generally wish to set prices in the currency of the country that has the most stable monetary policy.}

I next outline a basic model in which firms set prices in advance in the local currency of the buyer (or pricing-to-market). The model is then used to explore the main implications of pricing-to-market.

**A Simple Model of Local-Currency Pricing**

There are two countries, home and foreign. Households in each country consume a continuum of differentiated goods, which are indexed by \(i, i \in [0, 1]\). A fraction \(n\) of these goods is produced by firms located in the home country, and the remaining fraction \(1 - n\) is produced by firms located in the foreign country.\footnote{The fractions \(n\) and \(1 - n\) also represent the sizes of the home and foreign countries, respectively.}

Home and foreign households have identical preferences. In the home country, these preferences are defined by

\[
U = \sum_{t=0}^{\infty} \beta^t u \left( c_t, \frac{M_t}{P_t}, 1 - l_t \right).
\]

The term \(c_t\) represents the agent’s total consumption. It is an index given by

\[
c_t = \left[ \int_0^1 c_t(i)^{\frac{1}{1-\theta}} di \right]^{\frac{1}{1-\theta}}, \tag{1}
\]

which aggregates the consumption of all differentiated goods, \(c_t(i)\). The parameter \(\theta\) is the elasticity of substitution between any two differentiated goods, and for values of \(\theta\) greater than 1, different goods are imperfect substitutes in consumption. Besides consumption, the consumer’s momentary utility also depends on leisure, \(1 - l_t\), and real money balances held during the period, \(\frac{M_t}{P_t}\), where \(M_t\) are nominal balances and \(P_t\) is the home country consumption price index.

Let \(p_t(i)\) represent the home currency price of good \(i\). Given these prices, \(P_t\) represents the minimum expenditure necessary to buy one unit of composite good \(c\). The price index corresponding to \(c\) is given by

\[
P_t = \left[ \int_0^1 p_t(i)^{1-\theta} di \right]^{\frac{1}{1-\theta}}. \tag{2}
\]
Given the aggregate consumption index (1), the household’s optimal allocation of consumption across each of the differentiated goods yields the demand functions

\[
c_i(i) = \left( \frac{p_t(i)}{P_t} \right)^{-\theta} c_t, \; i \in [0, 1]. \tag{3}
\]

Note that home demand functions for foreign goods \(c_i(i), \; i \in [n, 1]\), do not depend on the nominal exchange rate. As we shall see, this follows from the fact that the home price of foreign goods is denominated in the home currency.

As outlined above, home and foreign markets are segmented, effectively allowing firms to price discriminate across the two markets. Therefore, home firm \(i, \; i \in [0, n]\), will choose separately the price for its good in the home country, \(p_t(i)\), and in the foreign country, \(p^*_t(i)\), in order to maximize its total profits. By assumption, these prices are denominated in the buyer’s currency. That is, \(p_t(i)\) is denominated in home currency and \(p^*_t(i)\) is denominated in foreign currency.

Home firm \(i\) operates the production function \(y_t = l_t(i)\), where \(l_t(i)\) represents hours worked, and period \(t\) profits are given by \(\pi_t(i) = p_t(i) c_t(i) + e_t p^*_t(i) c^*_t(i) - w_t(c_t(i) + c^*_t(i)).\) The term \(w_t\) is the real wage rate and the nominal exchange rate, \(e_t\), converts the revenues from sales in the foreign country into home currency. Profit maximization is made subject to the firm’s production function and home and foreign demand functions for its good (equation (3) and the analogous expression for the foreign consumer).

When nominal prices are flexible, home firm \(i\) sets its prices as

\[
p_t(i) = e_t p^*_t(i) = \frac{\theta}{\theta - 1} w_t,
\]

i.e., the optimal pricing function rule for each firm is to set its price in each market as a constant markup over marginal cost.\(^{22}\) Therefore, the law of one price holds for each good, even though firms have the ability to price discriminate across markets. The model with flexible prices does not generate deviations from PPP.\(^{23}\)

Next suppose that firms set prices in advance at a level that achieves the optimal markup in the absence of shocks. Firms cannot adjust prices within the period in response to shocks, accommodating ex-post demand at the preset prices. Prices adjust fully after one period. As before, firms are assumed to set prices in the local currency of sale. Therefore, in this case, unanticipated changes in the exchange rate lead to deviations in the law of one price. In this model, deviations from PPP result only from deviations from the law of

\(^{22}\)In this monopolistic competition framework, markups are constant, precluding the analysis of possible effects of exchange rates on markups.

See Bergin and Feenstra (1998) for a pricing-to-market model with translog preferences that departs from the monopolistic competition framework.

\(^{23}\)This is a result of assuming that the elasticities of demand are identical in both markets.
one price, i.e., from movements in the relative price of similar goods across countries.

**The Transmission of Monetary Shocks**

When prices are preset in the buyer’s currency, an unexpected depreciation of domestic currency has no expenditure-switching effect in the short run. In response to the exchange rate change firms are assumed to keep foreign currency export prices fixed, allowing their foreign markups to adjust. Since consumer demand functions do not depend on the nominal exchange rate and exchange rate pass-through to consumer prices is zero on impact, changes in this variable are dissociated, on impact, from allocation decisions.

In response to an unexpected positive shock to the home money supply, the nominal exchange rate immediately depreciates. Since prices only respond after one period and are denominated in the buyer’s currency, the adjustment in the nominal exchange rate translates into a real depreciation and does not affect the relative price of home and foreign goods in either country. Thus, the increase in total consumption in the home country associated with the positive money shock is brought about by an increase in consumption of both domestic and foreign goods in the same proportion, as equation (3) shows. If, instead, prices were set in the seller’s currency, the increase in the nominal exchange rate would lead to an immediate increase in the home currency price of foreign goods \(e_t p_t(f)\), where \(p_t(f)\) is now denominated in foreign currency, while the price of home goods in the home country, \(p_t(h)\), would remain unchanged. Similarly, nominal depreciation would reduce the foreign currency price of home goods \(\frac{p^*_t(h)}{e_t}\), with \(p^*_t(h)\) denominated in home currency, while leaving the price of foreign goods in the foreign country, \(p^*_t(f)\), unchanged. Thus, in this case, the positive money shock would decrease the relative price of home to foreign goods on impact in both countries\(^24\) and both agents would substitute consumption towards home goods and away from foreign goods. Thus, having prices set in the buyer’s currency eliminates, on impact, the expenditure switching effect associated with unexpected changes in the nominal exchange rate; the absence of this effect in turn influences the international transmission of monetary disturbances.

Without pricing-to-market, monetary disturbances tend to generate high positive comovements of consumption across countries and large negative co-movements of output. In response to a positive money shock in the home country, the real exchange rate (i.e., the relative price of consumption across

\(^{24}\) With seller’s currency, this relative price in the home country would be \(\frac{p_t(h)}{e_t p_t(f)}\), where \(p_t(f)\) is now preset in units of foreign currency. An unexpected rise in \(e_t\) lowers this relative price.
countries) remains constant, leading to the large positive comovement of con-
sumption across countries. Consumption increases in both countries, reflect-
ing the increase in real money balances in the home country and the decline
in the consumer price index in the foreign country. At the same time, for-
ign goods become more expensive relative to home goods and both agents
substitute consumption towards home goods and away from foreign goods.
Therefore, in response to this expenditure-switching effect, production shifts
away from the foreign country to the home country, implying a negative co-
movement of output across countries.

With pricing-to-market, a positive money shock in the home country is as-
sociated with a real exchange rate depreciation, which leads the comovement
of consumption across countries to fall. In this case, however, the relative price
of home to foreign goods is left unchanged and the elimination of the expendi-
ture switching effect increases the comovement of output across countries.

Implications of Local-Currency Pricing for
Two-Country Models

Several recent papers have explored the implications of incomplete short-run
exchange rate pass-through for a series of wide-ranging questions in interna-
tional economics. Since the nature of international pricing has a crucial effect
on the international transmission of monetary disturbances, this assumption
substantially affects the business-cycle properties of open-economy models,
the welfare properties of alternative exchange rate regimes, and the character-
ization of optimal monetary and exchange rate policies. I now highlight some
of these issues.

Chari, Kehoe, and McGrattan (2000) calibrate a stochastic pricing-to-
market model and investigate whether the interaction of staggered prices with
money shocks can account for the observed behavior of real exchange rates.25
They show that their model is successful in generating real exchange rates
that are as volatile as in data, but not as persistent. Since in a monopolistic
competition framework unexpected money shocks do not generate movements
in the real exchange rate beyond the periods of (exogenously-imposed) nom-
inal stickiness, this model is not able to generate sufficiently persistent real
exchange rates.26

---

25 See Kollmann (1997) for a calibrated small open economy in which both wages and prices
are sticky.
26 See Bergin and Feenstra (2001) for an exploration of the volatility and persistence prop-
erties of real exchange rates in a model with translog preferences and intermediate inputs that
generates endogenous persistence. In a closed economy setup, Dotsey and King (2001) build a
model with structural features that substantially reduce the elasticity of marginal cost with respect
to output, generating greater endogenous persistence. The implication of this model’s features for
the behavior of real exchange rates in a two-country model is still an open question.
The business-cycle properties of different exchange rate regimes are explored in Duarte (2001) in a calibrated pricing-to-market model. Baxter and Stockman (1989) and Flood and Rose (1995) show that, following a change from pegged to floating exchange rate systems, countries with moderate inflations experience a systematic and sharp increase in the variability of the real exchange rate, while the behavior of other macroeconomic variables remains largely unaffected by the change in regime. This puzzling evidence can be accounted for in a model with prices set one period in advance in the local currency of the buyer. By eliminating the expenditure-switching effect of exchange rates in the short run, this model predicts a sharp increase in the volatility of the real exchange rate following a change from fixed to flexible exchange rates, without generating a similar pattern for the volatilities of output, consumption, or trade flows.

Devereux and Engel (1998) compare the welfare properties of fixed and flexible exchange rate systems in an explicitly stochastic setting. Under uncertainty, firms incorporate a risk premium in their pricing decision, which affects the equilibrium prices that are chosen. This effect on equilibrium prices in turn has an impact on expected output and consumption levels and ex-ante welfare levels. Devereux and Engel show that the exchange rate regime influences not only the variance of consumption and output, but also their average values, and that the optimal exchange rate regime depends crucially on the nature of pricing. They find that under producer-currency pricing there is a trade-off between floating and fixed exchange rates, while floating exchange rates always dominate fixed exchange rates under consumer-currency pricing.

The nature of currency pricing also has substantial implications for the welfare effects of monetary policy and international policy coordination. Since consumer import prices do not respond in the short run to changes in the exchange rate, pricing-to-market models predict that unexpected currency depreciations are associated with an improvement of the country’s terms of trade, rather than with the deterioration that occurs with producer-currency pricing. For example, if the dollar depreciates and consumer prices are sticky (in the local currency), then the dollar price paid in the United States for imported goods remains the same, while the price of American exported goods rises when translated into dollars. Betts and Devereux (2000) show that this effect of domestic monetary expansions on the terms of trade raises domestic welfare at the expense of foreign welfare. That is, expansionary monetary policy is a “beggar-thy-neighbor” instrument. This result contrasts sharply with the prediction from a model with PPP, where a surprise monetary expansion in one country raises welfare in both countries (Obstfeld and Rogoff 1995).

Obstfeld and Rogoff (2000b) argue that the positive relation between exchange rate depreciations and terms of trade implied by pricing-to-market models is at odds with the empirical evidence. They present some evidence supporting the conventional idea that currency depreciations cause the terms
of trade to deteriorate. The role of the degree of exchange rate pass-through in the allocative effect of exchange rate changes and the importance of this mechanism in the properties of open-economy models show that it is crucial to explore the implications of new open-economy models with more realistic pricing assumptions. In particular, it is important to study the implications of models that can distinguish the apparent zero exchange rate pass-through at the consumer level from the clearly positive (but smaller than one) exchange rate pass-through at the producer level. In a recent contribution to the literature, Corsetti and Dedola (2001) introduce labor intensive distribution services in an otherwise standard two-country model with preset wages. They show that the law of one price fails to hold at both producer and consumer levels and that monetary shocks may result in expenditure switching effects.

3. CONCLUDING REMARKS

This article focuses on the implications of alternative international price-setting regimes in open-economy models that incorporate nominal price rigidities and monopolistic competition. Most of the recent research in this field has progressed under the assumption of either producer-currency pricing or consumer-currency pricing. Since the nature of price setting determines the effect of exchange rate changes on the relative price of imported to domestic goods in the short run, the price-setting assumption determines the role of exchange rates in shifting consumer allocation decisions across countries. Therefore, the international monetary transmission mechanism differs markedly under these two alternatives, yielding very different predictions for many substantial issues in international economics.

Assuming that prices are set in advance in the consumer’s currency allows for short-run deviations in the law of one price for tradable goods, which occur in response to unexpected changes in the exchange rate. These deviations in turn generate movements in the real exchange rate, as is suggested by recent empirical evidence. Pricing-to-market models have been able to replicate a number of key international business-cycle properties, both for floating exchange rate periods and across alternative regimes.

In pricing-to-market models, exchange rate pass-through to consumer import prices is zero in the short run. This feature of the model implies that exchange rate depreciations and the terms of trade are positively correlated, a relation that is not supported by the data.

While the data suggests that exchange rate pass-through at the consumer level is indeed close to zero, it is clearly positive (but incomplete) at the producer level. Given the crucial role played by the international price-setting regime in the international transmission mechanism of monetary disturbances, it is clearly important to explore the implications of distinct exchange rate pass-throughs at the consumer and producer levels.
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When a nation’s banks experience major losses, depositors, the markets, and regulators respond. The market responds by making it difficult for the bank to raise funds. Depositors may rush to withdraw funds from the banks. The regulators respond by closing banks, guaranteeing their liabilities, or recapitalizing them. One or more of these outcomes is inevitable. This article studies the effects of the regulatory choice on various parties in the economy.

The most obvious choice that regulators make is whether to let banks fail. Does their inability to raise sufficient private capital indicate that they are not viable or produce future services that are worth less than their cost, and thus should be closed? Only if the government, depositors, and borrowers were first allowed to jointly renegotiate would the inability to restructure indicate that the banks are not viable. This article analyzes the effects and desirability of recapitalizing banks with public funds, with a brief discussion of the implications of recapitalization for the current situation in Japan.

In many countries, including Japan, there is a very deep government safety net and substantial regulation (see Ito and Sasaki [1998] and Hogarth and Thomas [1999] for discussions of bank capital structure in Japan). So one approach would be to ignore the markets and analyze bank recapitalization as a bargaining situation between banks and regulators. However, there is
legislation in Japan that will limit deposit insurance (see Nakaso [1999]) and require prompt corrective action from undercapitalized banks, as is now required in the United States. Around the world, the discipline of banks relies to some extent on market incentives. As a result, it is important to study the effects of bank capital on how much banks will be able to raise in the market. Even with total deposit insurance, the banks will need to consider the effects of their credit rating on the other lines of business they can provide. If the level of capital is below the minimum necessary to stay in business (and this minimum will actually be enforced), then banks will need to do whatever it takes to increase their capital to the minimum. This “whatever it takes” type of bank behavior could have undesired effects on the economy.

I focus on the effect of bank recapitalization on banks and their existing borrowers. The effect on future borrowers (new business development) is ignored on the basis that new banks, other recapitalized banks, or even foreign banks could provide such new relationship-based funding without a subsidized recapitalization of the majority of existing banks. Recapitalizing a large number of banks is desirable only if it protects the value of existing relationship lending and human capital in banks and firms. If the reason to have a well-capitalized banking system is to ensure that new relationships can be established, this can be achieved by recapitalizing a few of the best banks. The analysis here points out that the recapitalization, and its extent, can result in transfers between banks and borrowing firms that can go in either direction. This result occurs because bank capital influences the bargaining between a bank and its borrowers. In addition, recapitalization can have efficiency effects by influencing a bank’s decision whether to foreclose on its defaulted loans.

The amount of current bank capital affects the behavior of a bank when it is required to have a minimum amount of capital in order to remain in business. The same effect occurs when the threat of closure due to low capital comes from market participants who may not provide capital or from potentially uninsured depositors who may withdraw deposits, as in Diamond and Rajan (2000a), summarized in Diamond and Rajan (2001c).1

The remainder of the article has the following structure. Section 1 outlines the basic argument, without technical details. Section 2 discusses the effects of a bank’s capital on its behavior. Section 3 discusses the effect of bank capital on the way that banks treat their borrowers and on the endogenous payments made by borrowers. Section 4 discusses the policy choice tradeoffs in choosing how much capital to provide. Section 5 argues that banks without lending relationships and those with nonviable borrowers should not be recapitalized. Section 6 concludes the article.

1 In addition, see Diamond and Rajan (2000b) for an extension to understand the role of short-term debt in the East Asian financial crisis of 1997.
1. A SKETCH OF THE REASONS FOR AND AGAINST RECAPITALIZATION

The effect of bank capital on bank behavior and borrower welfare depends on certain characteristics of the borrower and of the bank. The relevant characteristic of the bank is the presence or absence of relationship lending. Relationship lending implies that the lender has a special skill in evaluating a borrower or in committing to providing a long-term financing policy that a new lender cannot provide. Many discussions of the keiretsu system in Japan stress the importance of relationship lending (see Hoshi, Kashyap, and Scharfstein [1991], Aoki, Patrick, and Sheard [1994], and Hoshi and Patrick [2000]). One expects that relationship lending is most important for loans to firms rather than to consumers and when the anticipated response to a potential default is renegotiation rather than immediate foreclosure of collateral.

Applying the model introduced in Diamond and Rajan (2000, 2001a), I define a relationship lender as one whose knowledge allows it to induce the borrower to make larger future payments. As a result, a relationship lender can lend more today than other lenders and is less inclined to foreclose on a loan because it can collect more in the future. However, if the relationship lender is in financial trouble, it may be unable to provide these larger loans or loan extensions. The relationship lender’s special loan collection skill makes loans illiquid and hard to sell or borrow against. If there is not relationship lending, then a bank’s financial situation has no effect on the borrower. Another lender can replace an undercapitalized bank, and the undercapitalized bank can either sell the loan or accept a payment that the borrower raises from borrowing elsewhere. Only when relationship lending is important is the financial health of particular bank lenders of critical importance to their borrowers and to the economy as a whole.

The characteristics of a bank’s borrowers also partly determine the effect and desirability of providing subsidized capital to a distressed bank. The relevant borrower characteristic is the viability of its business. A business is viable if it can commit to paying the relationship lender more (in present value) than the lender can raise by foreclosing today. A viable borrower should not lose access to credit, and it will not lose its access to credit from its bank if the bank is well capitalized. A nonviable borrower should lose access to credit, and in many cases a bank will cut off credit to such a borrower independent of its capital position. I argue that the only case where a subsidized recapitalization may be justified is when the undercapitalized bank is one with lending relationships and viable borrowers. In all other cases, recapitalization is a government subsidy without social value. Table 1 summarizes the results. A more detailed version of this table is presented in Table 2 in the conclusion.
Table 1 Desirable and Undesirable Forms of Recapitalization

<table>
<thead>
<tr>
<th>Borrower has the best use of collateral (and is thus viable)</th>
<th>Financially distressed bank with a relationship borrower</th>
<th>Financially distressed bank without a relationship borrower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main case analyzed. Subsidized capital may be socially desirable.</td>
<td>No reason to recapitalize.</td>
<td></td>
</tr>
<tr>
<td>A very small recapitalization may be worse than no recapitalization at all.</td>
<td>No effect on borrowers of too small a recapitalization.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Borrower does not have the best use of the collateral (and is thus not viable)</th>
<th>No reason to recapitalize unless banks are reluctant to foreclose due to effect on accounting bank capital.</th>
<th>No reason to recapitalize.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A very small recapitalization just sufficient to avoid this reluctance is a good policy.</td>
<td>No effect on borrowers of too small a recapitalization.</td>
<td></td>
</tr>
</tbody>
</table>

Relationship Lending

A bank with a valuable lending relationship can induce its borrowers to make larger payments than other lenders. The relationship lender has what I call a specific loan collection skill. If a bank has specific loan collection skills, other lenders can collect only a fraction of collectable future loan proceeds (see Diamond and Rajan [2001a]). As a result, the bank’s relationship-based loans are illiquid. In addition, this source of illiquidity makes it more difficult for the bank to raise capital than deposits. It turns out that only a fraction of the present value of future relationship-based loan collections is capitalized in the market prices of the bank’s non-deposit capital. The higher the capital ratio, the greater the rents absorbed by the bank. The results on relationship borrowers may apply to keiretsu loans based on long-standing relationships. The results do not apply, for example, to simple real estate mortgage loans, where repayment incentives come only from the threat of sale in the market of the real estate collateral.2

---

2 These are nonrelationship loans, discussed in Section 5.
Effects of Bank Capital on Bank Behavior

A bank’s capital structure directly influences its ability to raise funding for its relationship loans. Because higher capital implies higher rents to bankers, a high level of required capital reduces the sum of the values of deposits plus capital that a bank can raise from outside investors. Such a limitation on a bank’s ability to fund its loans can indirectly influence its behavior toward borrowers—a bank that cannot raise sufficient capital may limit its ability to make or renew loans to its relationship borrowers.

Consider a bank that has developed a lending relationship with a viable borrower. Results in Diamond and Rajan (2000) show that the level of capital influences the horizon over which a relationship lender will operate when a borrower’s loans are risky. A well-capitalized bank will operate with a long horizon, while an undercapitalized capital bank will be forced to try to immediately meet its capital requirement. If a bank can get a larger immediate payment by forcing foreclosure, it may have to do so even if it yields a smaller present value than would allowing a borrower more time to pay. An undercapitalized bank will be unwilling to wait to collect loans over the long run. It may liquidate the borrower’s collateral when a better-capitalized bank would let the borrower continue to operate. In addition, because it is prone to liquidate, an undercapitalized bank may be able to extract very large payments from its relationship borrowers. In effect, such a bank conducts an auction for the right not to be liquidated.

An undercapitalized bank’s incentive to liquidate comes from its need to reduce its portfolio of illiquid loans. This will satisfy a capital requirement imposed by the market: for example, the need to avoid the threat of a run by depositors. If the capital requirement is imposed by regulators and is based on regulatory book capital, then an offsetting effect may dominate. Even if foreclosure produces a larger present value than extending the loan, it may lead to a loss relative to the book value of the loan. For very low levels of book capital, relevant to some banks in Japan, the bank would not foreclose or accept a partial payment because it would cause a write down in book capital that would lead the bank to be closed. In this case, the bank would not foreclose on any loans. I defer discussion of this “evergreening” effect (where the loan is like a tree that is green even when frozen in the dead of winter) until the analysis with market value accounting is complete.

The effects of bank capital identified here are on banks with relationship loans to viable borrowers. This approach implies that banks without such loans should be allowed to fail. The explicit discussion of this case is deferred to Section 5, after I have provided further details regarding the types of recapitalization that may be in the public interest.
2. FOUNDATIONS FOR THE LINK BETWEEN RELATIONSHIPS, ILLIQUIDITY, AND BANK CAPITAL

I consider a bank with a collateralized loan to a single representative borrower. There are three dates, 0, 1, and 2, and riskless interest rates are zero. There are three types of agent: a borrower who needs funds for a project, a banker who is a relationship lender and has special skills in collecting loans from the borrower, and an outside investor who has no loan collection skills. Outside investors can hold deposits or non-deposit capital issued by the bank. They can hold loans, but they have no skill in collecting the loans.

The borrower has substantial bargaining power with the bank, and can make take-it-or-leave-it offers to reschedule payments to the bank. As a result, the bank cannot force the borrower to pay more than the value for which it can liquidate the collateral. This is assumed only for simplicity. So long as the amount that a lender can collect is an increasing function of the value the lender obtains from liquidation, qualitatively similar results will follow. The next section describes the bank’s negotiations with the borrower.

Negotiations between the Bank and the Borrower

In Section 3, I examine the effects of the bank’s financial position on its dealings with the borrower. It is useful here to describe the dealings between bank and borrower when there is no such constraint and the banker is negotiating unconstrained (as if negotiating for his or her own personal account). As in Hart and Moore (1994), I consider financial contracts that specify that the borrower owns the machinery and has to make a payment to the banker, failing which the banker will get possession of the collateral and the right to use it as he or she pleases. So a contract specifies repayments $P_t$ (for dates $t = 1$ and $t = 2$) that the borrower is required to make at date $t$, as well as the assets the bank may liquidate if the borrower defaults. Using some notation that I will not use again until Section 3, the bank can liquidate the collateral for $X_1 \geq 0$ at date 1 or $X_2 \geq X_1 \geq 0$ at date 2. The borrower’s project produces cash of $C_1 \geq 0$ at date 1 and $C_2 \geq X_2 \geq 0$ at date 2 if not liquidated on or before these dates. The borrower has cash before date 1 production of $C_0 \geq 0$.

The source of friction in the model is that any agent can commit explicitly to contributing specific skills to a specific venture only in the spot market—not in advance, but just before production is to occur. As a result, just before production the borrower may attempt to renegotiate the terms of the loan that was agreed to in the past, using the threat of withholding his or her human capital from production this period (and the promise of committing to produce now if a new agreement is reached). Without the borrower’s human capital, no current cash flow is produced (apart from the value of liquidation).

Bargaining between bank and borrower just before the borrower is due to produce takes the following form; the borrower offers an alternative payment
to the one contracted in the past and commits to contribute his or her human
capital if the offer is accepted (and not to contribute it if rejected). The banker
can (1) accept the offer, (2) reject the offer and choose to liquidate the project
immediately, or (3) if the bargaining occurs on or before date 1, reject the
offer (implying that the borrower does not produce this period), retaining the
option to liquidate at date 2. The game gives all the bargaining power to the
borrower, apart from the banker’s ability to exercise control rights to liquidate.
If the borrower’s offer is accepted, the borrower contributes his or her human
capital, and the offered payment is made.

**Example 1**  Suppose that it is just before date 2, and the borrower promised
to pay \( P_2 = C_2 \). The borrower knows the banker can obtain \( X_2 < C_2 \) by
liquidating the collateral. As a result, the borrower offers to pay only \( X_2 \) and
the banker, who cannot do any better by refusing, accepts. Note that lenders
other than the bank would have no ability to liquidate the project for a positive
amount. As a result, they would not be able to enforce any repayment. The
banker’s specific skills enable him or her to collect more, so I will refer to
these skills as collection skills. In this example, in order to be collectable
using the bank’s threat to liquidate for \( X_2 \), a contract must specify a promised
payment \( P_2 \leq X_2 \).

Until Section 3, I will assume that all payments specified in the loan con-
tacts can be collected by the bank using its threat to liquidate the collateral,
and I will not further analyze the negotiation between bank and borrower. This
allows study of the bank’s ability to fund itself and to satisfy capital require-
ments before examining the effect on the bank’s actions toward borrowers.

**Relationship Lending**

When the bank is a relationship lender, it is the only lender that can force the
borrower to repay the maximum value. Other lenders can collect less. For
simplicity only, I assume that other lenders would collect zero if they attempted
to collect the loan (all results follow when other lenders could collect a positive
but smaller amount than that collected by the bank). As a result, a loan would
be worthless without some access to the bank’s loan collection skills.

A relationship lender cannot raise the full present value that it can collect
from the borrower by issuing capital (i.e., non-demandable claims) today. This
is because the relationship lender’s specific skills are needed to extract
repayment from the borrower. The only sanction available to outside capital
holders is to dismiss the bank and replace it with one that cannot collect
anything from the borrower. So, the original relationship lender can, and
will, appropriate a rent for its specific skills. For application to banks with
many employees, one can interpret the relationship lender’s rent as excessive
employment of bankers. Assuming that, in bargaining, the relationship lender
extracts half the additional amount recovered from the borrower, it will keep a rent of one-half and only pass on the other half to outside holders of capital.\(^3\)

The implications of the banker’s ability to negotiate for rent from outside investors are best illustrated by an example. Suppose that the relationship lender can collect \(P_2\) from the borrower and has raised exclusively non-deposit capital from outside investors. If the banker threatens to quit and not to collect the loan, both the banker and outside capital holders get zero. If the banker collects the loan, however, their total surplus is \(P_2\). I assume that in bargaining, they divide surplus equally. As a result, outside investors who hold capital know that the banker will renegotiate if he or she promises to pay them more than \(\frac{1}{2}P_2\). Thus the most that the banker can raise in non-deposit capital is \(\frac{1}{2}P_2\).

The relationship lender can sell the loan or issue capital against it for only a fraction of present value of the payments that it can collect. If there were no relationship, and anyone could collect the full amount of the loan, it would be liquid: the bank could issue capital up to the full value of the loan or sell it for the full amount. With such a liquid loan, outside capital holders would replace the banker or sell the loan unless the banker’s rent was zero, and the banker would not be able to threaten to earn a rent.

**Discipline from the Threat of a Bank Run**

Suppose instead that the banker finances illiquid loans by issuing uninsured demand deposits. These cannot be renegotiated next period without triggering a run, which removes the loan from the banker’s control (see Diamond and Rajan [2001a]). Because of the “first come, first served” aspect of uninsured demand deposits, no depositor would want to make a concession if the bank still had assets. Each depositor could force the bank to sell assets to pay in full (until the bank runs out of assets). And once the loan is sold, the banker can earn no rents. The banker will always pay deposits if feasible. If the level of deposits and capital is set when it is known that the banker can collect exactly \(P_2\) from a borrower, the problem with a riskless loan’s illiquidity can be solved: set deposits equal to \(P_2\) and capital equal to zero. The banker will pay out the full \(P_2\).

When the bank’s capital structure combines deposits and capital, the bank’s ability to commit to pay outside investors is in between an all-capital

\(^3\) Note that unlike in the bargaining between the borrower and the banker, where the latter has no bargaining power, here outside investors have some bargaining power. In practice, we would typically have interior amounts of bargaining power in both situations. I assume the borrower has all the bargaining power in negotiations with the banker only to simplify notation.
bank and an all-deposit bank. Returning to Example 1 illustrates the commitment ability of a bank with deposits less than the value of the amount it can collect with its relationship skills.

Example 1 (continued) Suppose that the banker can collect $P_2$ from the borrower and has $D_2 < P_2$ deposits outstanding, with outside investors holding 100 percent of the residual equity capital claim on the bank. Without the banker, capital holders are able to collect nothing from the borrower. So capital holders will not be able to avoid a run if the banker quits, and will get zero. The net amount of surplus available to capital and the banker if the bank does use its skills to collect the loan is $P_2 - D$. Since neither can get any of the surplus without the other’s cooperation, and because they divide the surplus equally, each gets $\frac{1}{2}(P_2 - D_2)$. As a result, $\frac{1}{2}(P_2 - D_2)$ will be absorbed by the banker as rent. The remainder, $\frac{1}{2}(P_2 - D_2)$ is the maximum value of outside equity capital on the bank. When added to the $D_2$ that the bank can commit to pay to depositors, the total that the bank can commit to pay to outside investors is $\frac{1}{2}(P_2 - D_2) + D_2 = \frac{1}{2}(P_2 + D_2)$.

The problem with capital is that it does not provide the banker as hard a budget constraint as demand deposits. The higher the capital-to-deposit ratio, the higher the rent collected by the banker. However, when loans are risky, a positive level of capital is needed to avoid the costs of a high probability of bank failure. With a positive level of capital needed, the illiquidity problem will remain. The problem is that demand deposits are a very rigid form of financing. This is good in that it disciplines the banker and enables him to commit to pay out. It is bad if there is sufficient uncertainty in bank asset values because a drop in bank asset values will precipitate a run, disintermediating the banker, and further reducing their value. Capital can act as a buffer in such cases because, unlike deposits, its value adjusts to underlying asset values. If there is a reduction in the amount that the bank’s borrowers can pay, the bank can raise additional capital so long as it can commit to giving a normal rate of return to investors. However, only a fraction of the amount that the banker can collect on the loan can be committed to pay to outside holders of capital. Rather than introduce uncertainty that leads to the need for some capital, I will instead look at the effects of using some capital to fund the bank under certainty. This will illustrate the qualitative effects of bank capital on bank behavior. Specifically, when there is uncertainty, Diamond and Rajan (2000) show that the optimal capital structure for the bank may involve some capital in addition to demand deposits. In the rest of the article, I will assume there is a capital requirement for banks, specified by regulatory authorities.

The capital requirement is as follows. A bank can raise new capital at any time, but will be closed if the market value of its capital falls below a fraction $\gamma$ of the market value of its capital plus the par value of its deposits. This
capital requirement limits the amount that the bank can raise, as illustrated in the following example.

**Example 1 (continued)** If a bank has a relationship loan that pays $P_2$, and if its capital requirement is just met, it must be that $\gamma = \frac{\frac{1}{2}(P_2 - D_2)}{\frac{1}{2}(P_2 + D_2)}$, where the numerator on the right hand side is the date 2 value of capital, and the denominator is the value of capital plus deposits (the market value of external claims on the bank). This implies that date 1 deposits satisfy $D_2 = \frac{(1 - \gamma)}{1 + \gamma} P_2$. Therefore, the total amount that can be pledged to investors at date 1 out of the amount the bank collects from borrowers at date 2 is $\frac{1}{2}(P_2 + D_2)$, which, on substituting for $D_2$, works out to $\frac{P_2}{1 + \gamma}$. Since the total amount paid by the borrower is $P_2$, the bank absorbs $\frac{\gamma}{1 + \gamma} P_2$ in rent, an amount increasing in $\gamma$.

More generally, we will see that only a fraction $\frac{1}{1 + \gamma}$ of the total date-$t$ value of the bank can be pledged to outsiders at date $t - 1$. The banker absorbs the remaining amount as rent because the capital requirements impose the constraint that $D_2 \leq \frac{(1 - \gamma)}{1 + \gamma} P_2$.

**Discipline from the Threat of Closure due to Capital Requirements**

An effect similar to the threat of runs occurs with insured deposits if deposits are insured and the deposit insurer requires prompt corrective action to enforce a minimum level of capital (and sticks by this threat to close the bank unless it raises sufficient capital in the market). When the deposit insurer and the remainder of the government are prohibited from providing subsidized capital to the bank, the bank is under the same incentives as the threat of a run, and rents are an increasing function of the amount of capital required. Consider a bank with a given level of capital. If it incurs losses beyond a given amount, its uninsured depositors will run, closing the bank. If the same loss leads regulators to close the bank, then the incentives are identical.

Suppose that the bank is closed if the market value of the capital that it has or it raises is below a fraction $\gamma$ of the market value of its total external liabilities (market value of capital plus deposits valued at par). The market value (the maximum value that can be pledged to outside investors other than the banker) of its total external liabilities will be less than the total present value of what the bank can collect on its loans (plus any other assets) because the relationship loan collection skill makes its loans illiquid. All of the valuation is as if the commitment came from the threat of a run on uninsured deposits: the maximum total that a bank could commit to pay to outsiders (deposits plus capital) is again $\frac{P_2}{1 + \gamma}$ if the bank must meet its capital requirement.

Enforced minimum capital requirements make insured deposits a hard “budget constraint” on bankers by committing the deposit insurer not to allow excess rents to the bankers. An all-capital structure provides no discipline
because there is no threat of closure, but once there are some deposits, a required level of capital provides discipline by forcing closure if the bank’s total value paid to outside claimants falls sufficiently. Although this is consistent with other views of minimum capital requirements as providing discipline to bankers by committing regulators to close insolvent banks, it provides a somewhat different perspective. If the level of capital above the minimum is too much above the minimum level, the banker will be free to appropriate rents and excessive costs from capital, to the extent that the bankers provide a loan collection service not available elsewhere. Excess capital only influences the rents of banks that do relationship lending when capital owners are free to replace bankers with poor lending performance.

Without a minimum capital requirement, the regulator can allow the bank to operate with negative capital and to raise additional insured deposits to cover excessive costs. As a result, the deposit insurer could in principle give an unlimited subsidy to banks. Such a deposit insurer would be forced to make as large a concession as an all-capital bank (and probably would make an even larger concession).

With a minimum capital requirement, rents are limited. If the deposit insurer must close the bank if capital is too low, and cannot provide capital of its own, then there is no negotiation with the deposit insurer that will yield the bank a larger concession than just negotiating with capital holders. Negotiations must then be with capital holders. Capital holders will make concessions, but not the depositors or their insurer. The value that can go to outsiders as a whole is the value of deposits plus one-half the excess over this amount that the banker can collect. If the deposits exceed what the banker can collect, then the bank fails, and the borrower pays the deposit insurer one-half the amount that the banker could collect (if less was paid, the deposit insurer would hire the banker to collect for a fee of one-half the amount collected), and the deposit insurer covers the rest. Notice that at date 2 (representing the long run) I assume that the borrower has this much cash. I make no such assumption about date 1 in Section 3.

**Capital Value over Two Periods**

Consider a relationship loan with payments $P_1$ at date 1 and $P_2$ at date 2. Suppose that the banker can actually collect these amounts (the borrower has this much cash at each date and the bank can force the borrower to pay this much). No other lender can force the borrower to pay (it can collect only zero).

We showed above that if the bank is to meet its date 2 capital requirement, the maximum date 2 market value of claims (deposits plus capital) on the date 2 part of the claim, $P_2$, is \( \frac{P_2}{1 + \gamma} \). This limit is imposed by the banker’s ability to threaten to quit just before date 2. If date 1 maturing deposits minus date 1 loan
payments received were to exceed $P_2 \frac{1}{1+\gamma}$, the bank would have no way to pay them all, and the bank would be closed due to insolvency (negative capital). If instead maturing date 1 deposits minus date 1 loan payments received were less than or equal to $P_2 \frac{1}{1+\gamma}$, then the bank would be able to issue new deposits and sufficient additional capital to survive.

At date 1, the bank could potentially pay up to $P_1 + P_2 \frac{1}{1+\gamma}$ to outside investors (depositors plus holders of capital) by collecting $P_1$ and issuing claims worth $P_2 \frac{1}{1+\gamma}$. Because the bank can threaten to quit just before date 1, the amount that the bank will be able to commit to pay to outsiders at date 1 is less than this. Suppose that before date 1, the bank has date 1 demand deposits of $D_1$, and the banker threatens to quit and not represent the capital holders this period to collect $P_1$ from the borrower. If not collecting the loan at date 1 breaks the relationship (eliminates the specific loan collection skill), a capital holder who does not reach an agreement to keep the banker would get zero at date 2 as well because the capital holder would be unable to hire the banker to collect the loan at date 2. Alternatively, if the relationship is maintained at date 2 even if the banker does not collect the loan at date 1, but the lost value from the bank not collecting the loan at date 1 implies that the bank is closed immediately due to low capital, then both the capital holder and the banker get zero unless they reach an agreement at date 1 (both capital and banker have an “outside option” to go it alone that is worth zero). The total surplus available to the banker and the capital holders from reaching an agreement is $P_1 - D_1 + P_2 \frac{1}{1+\gamma}$: this is the value of collecting $P_1$, raising $P_2 \frac{1}{1+\gamma}$ with new deposits and capital and repaying the maturing deposits of $D_1$. Because capital and the banker divide the surplus equally, the value of capital before date 1 is $\frac{1}{2} \left( P_1 + P_2 \frac{1}{1+\gamma} - D_1 \right)$ and the value of capital plus deposits is $\frac{1}{2} \left( P_1 + P_2 \frac{1}{1+\gamma} + D_1 \right)$.

The bank must also meet its minimum capital requirement before date 1 (or it will be closed). To meet the capital requirement before date 1, the ratio of the value of capital to capital plus deposits must not exceed $\gamma$, that is, $\gamma \geq \frac{\frac{1}{2} \left( P_1 + P_2 \frac{1}{1+\gamma} - D_1 \right)}{\frac{1}{2} \left( P_1 + P_2 \frac{1}{1+\gamma} + D_1 \right)}$. In terms of $D_1$, this result implies that date 1 deposits must satisfy $D_1 \leq \frac{P_1 (1-\gamma^2) + P_2 (1-\gamma)}{(1+\gamma)^2}$ or the bank will not be able to meet its capital requirement before date 1. If date 1 deposits exceed this amount, the bank will be closed because it cannot recapitalize itself. Substituting for $D_1$, this result implies that the maximum market value of date 1 capital plus deposits ($\frac{1}{2} \left( P_1 + P_2 \frac{1}{1+\gamma} + D_1 \right)$) is at most equal to $P_1 \frac{1}{1+\gamma} + P_2 \frac{1}{(1+\gamma)^2}$. More distant payments are less reflected in capital value because they give more bargaining power to

---

4 For a very high level of initial capital ($D_1 \leq \frac{X_2 (1-\gamma^2)}{(1+\gamma)^2}$), a bank meets the minimum before date 1, even if it collects nothing at date 1. This turns out to imply that the bank’s capital level does not constrain its loan collection ability (see Appendix).
the banker. For $\gamma = \frac{1}{3}$, the capital requirement before date 1 is satisfied if and only if $D_1 \leq 0.8P_1 + 0.72P_2$ and the maximum market value of external liabilities (deposits plus capital) before date 1 is $0.9P_1 + 0.81P_2$.

3. ENDOGENOUS PAYMENTS AND BANK FORECLOSURE

The analysis of minimum capital requirements to this point has taken the payments from the borrower as given and determined whether the bank will remain open. The borrower’s cash holdings on each date, the constraints imposed by minimum capital on the banker’s ability to respond to default, and bank’s control rights (i.e., the right to call the loan and foreclose absent a current default) are all important.

We examine the ex-post capital position of banks and the ex-post financial position of borrowers in order to examine the effects of capital on banks, borrowers, and depositors and holders of bank capital. The ex-post positions are presumably realizations of uncertain ex-ante prospects, but we look only ex-post. All analysis occurs on a date before date 1 because date 1 and 2 cash flows and liquidation values become known on a date before date 1, and the capital requirement must be met on that date. The market prices of the bank’s capital will reflect the position of the borrower, any new capital or deposits issued, anticipations of future such issues, and the outcome of any negotiations between the borrower and banker.

If the bank has no liquidation rights over the borrower absent default, then obviously the borrower will pay no larger amounts than the contracted amounts, $P_1$ and $P_2$. An undercapitalized bank must close. But the borrower may be unable to make these payments if short of cash—for example, if the cash on date 1 is less than $P_1$. In addition, the borrower may choose not to pay over all of his or her cash, anticipating that the bank will accept less and not foreclose.

An Unconstrained Bank’s Loan Collection Ability

A borrower’s project produces a cash flow of $C_t > 0$ if it is not liquidated before date $t$ (where $t = 1$ or $t = 2$) and if the borrower has initial cash $C_0 \geq 0$ that the lender cannot seize, but which the borrower may use to pay his or her loan. The relationship lender can obtain a liquidation value of $X_t$ just before date $t$. Suppose that the capital requirements do not influence the relationship lender’s behavior toward the borrower. We determine through backward induction how payments will be renegotiated over time if the borrower defaults. The borrower’s effort and skills are needed to operate the borrower’s firm. I assume that the borrower can credibly threaten not to produce that period’s cash, at either date 1 or date 2, unless the bank makes a concession. Suppose at date 2 that the borrower defaults and refuses to make the pre-specified payment $P_2$.
but instead makes an offer of a lower payment. Once the borrower defaults, the lender has the right to liquidate. If the bank rejects the offer and does not liquidate, no cash will be produced at all. In response, the relationship lender can accept the offer or reject it and liquidate the assets to obtain $X_2$. Thus, if $P_2$ exceeds $X_2$ the borrower will renegotiate. At date 2, the borrower will pay $\min[P_2, X_2]$.

Now consider what happens at date 1. Suppose that the borrower at date 1 threatens not to produce that period’s cash unless the bank makes a concession (offering a lower payment). If the borrower makes this threat and offers a lower payment, the lender can accept the offer. Alternatively, the lender can either reject it and liquidate immediately and get $X_1$, or reject it and hold on to the asset and get $X_2$ at date 2. In this last case, no date 1 cash is produced, but the lender gets $X_2$ at date 2. Thus, the lender will accept any offer to renegotiate that makes its payments amount to $\max[X_1, X_2]$ over dates 1 and 2, where any payment left for date 2 should be enforceable, i.e., should be less than $X_2$. If the sum of promised payments $P_1 + P_2$ exceeds $\max[X_1, X_2]$, they will be renegotiated down to this level. If the borrower is short of cash, and can commit to pay less than $\max[X_1, X_2]$, the lender will liquidate. Because $X_1 < X_2$, an unconstrained bank can collect a loan worth up to $X_2$.

**A Capital-Constrained Bank’s Loan Collection Ability**

When the bank lender must meet its capital requirement, it can constrain the bank’s ability to follow the unconstrained loan negotiation policy. This is important for two reasons. A constrained negotiation policy will affect the outcomes of forced defaults by borrowers who have less cash than they owe. If the bank’s capital constraint weakens its bargaining position, then the borrower will enter negotiations to get a reduction in the amount to be paid even if immediate default is avoidable.

I now consider negotiations that occur before date 1. I begin by assuming that the loan is in default, either because the borrower has missed a promised payment or because the bank has the right to call the loan and liquidate the collateral at any time. If the borrower threatens not to produce the cash $C_1$ before date 1, and makes an offer that the bank turns down, the bank can either

1. get $X_1$ by liquidating on or before date 1 and get nothing at date 2; this choice implies a value of the bank and bank capital that is equivalent to a collectable loan that pays nothing after date 1, pays $P_1 = X_1$ and $P_2 = 0$, or

2. get $X_2$ by liquidating at date 2 and get nothing at date 1 (because the borrower does not supply human capital); this choice implies a value of the bank and bank capital that is equivalent to a collectable loan that pays nothing before date 1, $P_1 = 0$ and $P_2 = X_2$. 

If the bank would be closed before date 1 under the second option, it does not have the freedom to wait to reject a borrower’s offer and to collect \( X_2 \) by date 2 liquidation. Thus, an undercapitalized bank may have a short horizon and be forced to ignore its ability to wait to collect a defaulted loan, potentially weakening its bargaining power over the borrower whenever immediate liquidation is less profitable than delayed liquidation (\( X_1 < X_2 \)). The bank will have a short horizon if it can survive with immediate foreclosure or \( P_1 + X_1 \) and \( P_2 = 0 \), but not with an excused default with deferred liquidation or \( P_1 = 0 \) and \( P_2 = X_2 \).

A bank with enough capital so that it is free to reject an offer and wait to collect at date 2, or \( D_1 \leq \frac{X_2(1-\gamma)}{(1+\gamma)^2} = 0.72 \) will be called \emph{well-capitalized}. A bank that is not free to reject an offer and wait to collect at date 2, or \( D_1 > \frac{X_2(1-\gamma)}{(1+\gamma)^2} = 0.72 \), will be called \emph{undercapitalized}.

If deposits before date 1 are so high that the bank’s loan collection skills at date 1 and date 2 are insufficient to collect enough to allow the bank to survive, or \( D_1 > \max[X_1, \frac{X_2(1-\gamma)}{(1+\gamma)^2}] = 0.99 \), then the bank is termed \emph{severely undercapitalized}.

An acceptable offer before date 1 to a well-capitalized bank must satisfy

\[
\frac{P_1(1-\gamma^2) + P_2(1-\gamma)}{(1+\gamma)^2} \geq D_1 - P_0
\]

\[
P_0 + P_1 + P_2 \geq X_1, P_0 \leq C_0, P_1 \leq C_1, P_2 \leq X_2 \leq C_2,
\]

and

\[
P_0 + P_1 + P_2 \geq X_2.
\]

Only the last constraint is binding because \( X_2 > X_1 \) and \( X_2 \leq C_2 \), and the well-capitalized bank will collect a total of \( X_2 \).
An acceptable offer to an undercapitalized bank must satisfy
\[
P_1(1 - \gamma^2) + P_2(1 - \gamma) \geq (1 - \gamma)^2 D_1 - P_0,
\]
\[
P_0 \leq C_0, P_1 \leq C_1, P_2 \leq X_2 \leq C_2,
\]
and
\[
P_0 + P_1 + P_2 \geq X_1.
\]

The offer has two possible effects. When the first constraint is binding (which requires one of the cash constraints to bind), then the borrower needs to pay a total sum of payments exceeding \(X_1\) and can be forced to offer very large payments. Offers of lower payments would lead the bank to foreclose to maintain its capital requirement. When the last constraint is binding, then the borrower can get away with paying only \(X_1\), despite the bank’s ability to liquidate for more at date 2. When there is no solution, then the borrower must face liquidation or the bank must fail.

The level of initial capital, a decreasing function of \(D_1\), determines how the bank will respond to a default. Suppose that the borrower has defaulted on the original deal, and the bank has the right to foreclose. What offers can the bank accept, and how much can the bank force the borrower to pay? The example below will illustrate this point.

**Example**

Assume that the capital requirement is \(\gamma = \frac{1}{5}\), that \(X_1 = 0.99\), and that \(X_2 = 1\). A well-capitalized bank (with \(D_1 \leq \frac{X_2(1-\gamma)}{(1+\gamma)^2} = 0.72\)) would receive and accept an offer of \(P_0 + P_1 + P_2 = 1\) (for example, \(P_2 = 1\) and \(P_0 = P_1 = 0\)) and would be able to collect the date 2 payment.

Consider an undercapitalized bank with \(D_1 = 0.8 > \frac{X_2(1-\gamma)}{(1+\gamma)^2} = 0.72\). The borrower has defaulted and will make an offered set of payments before date 1. If the bank rejects the borrower’s offer, it cannot wait until date 2 to foreclose, but it can survive by date 1 foreclosure because \(D_1 \leq \frac{X_1}{1+\gamma} = 0.8\) (the bank is not severely undercapitalized).

The bank would like the largest total payment \((P_0 + P_1 + P_2)\), but its undercapitalized position requires that any acceptable and collectable offer must satisfy \(\frac{P_1(1 - \gamma^2) + P_2(1 - \gamma)}{(1 + \gamma)^2} \geq D_1 - P_0\), which works out to \(P_0 + 0.8P_1 + 0.72P_2 \geq D_1 = 0.8\). Because the liquidation value at date 2 is one, \(X_2 = 1\), the borrower cannot commit to pay more than one at date 2 and \(P_2 \leq 1\). To avoid foreclosure by the bank, the borrower must offer collectable payments such that \(P_0 + 0.8P_1 + 0.72(1) \geq D_1 = 0.8\), or \(P_0 + 8P_1 \geq 0.8\). If the borrower has less cash than this at dates 0 and 1, the bank must foreclose.
If the borrower has no date 0 cash, there can be no immediate payment \( P_0 \leq C_0 = 0 \). The maximum collectable date 2 payment is \( X_2 = 1 \). To induce the bank not to liquidate, the borrower must make a collectable offer that satisfies \( 0.8P_1 + 0.72(1) \geq D_1 = 0.8 \) (in addition to a nonbinding \( P_1 + P_2 \geq X_1 \)), or \( P_1 \geq 0.1 \). If date 1 cash is too low \( (C_1 < 0.1) \), the bank will foreclose.

The undercapitalized bank discounts future payments to meet its capital requirement. Its limit on pledging its cash flows to outside investors makes it discount future payments heavily. In addition, because the bank discounts future payments but the borrower does not, the borrower will pay as rapidly as possible. The total amount paid, then, is \( P_0 + P_1 + P_2 = C_0 + C_1 + \frac{D_1 - C_0 - 0.8C_1}{0.72} \), assuming that a positive payment at date 2, \( P_2 \), is required (i.e., \( C_0 + 0.8C_1 < 0.8 \)).

The bank’s desperation either leads to liquidation or changes the amount that it forces a liquidity-constrained borrower to pay. Moreover, the bank’s ability to extract payment from the borrower does not change monotonically in its capital and depends on the borrower’s project characteristics (such as the interim cash flow it generates).

These possibilities are most easily seen by considering three subexamples, with differing amounts of date 1 cash possessed by the borrower. In one, the borrower is short on cash (has none until date 2); in the second, the borrower has a large amount of immediate cash; and in the third, the borrower has an intermediate amount of cash. I retain the parameter assumptions \( \gamma = \frac{1}{9} \), that \( X_1 = 0.99 \), and that \( X_2 = 1 \).

**A Borrower with No Date 0 or Date 1 Cash**  
\( (C_0 = C_1 = 0) \)

If the borrower has no cash at date 1 or date 0, but will have cash at date 2, the banker would like to wait until date 2 to collect \( X_2 = 1 \). However, 0.72 is the most cash the bank can raise before date 1 against the date 2 loan collection. The bank can raise 0.99 by liquidating before date 1. The bank’s decisions are as follows.

1. If the bank is *well capitalized* (has initial date 1 maturing deposits of 0.72 or less), the borrower will offer \( P_2 = 1 \). The bank will not liquidate, but will wait until date 2, collect one, and will be able to meet its date 1 capital requirement.

2. If the bank is *undercapitalized* (has deposits in excess of 0.72 to pay on date 1, but less than 0.99) the bank will (inefficiently) liquidate the borrower’s collateral. It would not be able to meet its capital standard otherwise. By liquidating, the bank can raise 0.99, pay down deposits,
and meet the capital standard. So long as deposits are less than 0.99, the bank can avoid failure at date 1.

3. If the bank is severely undercapitalized (deposits exceed 0.99), the bank fails at date 1. The borrower faces liquidation after the bank fails because it can offer no cash to avoid it.

**Bargaining with a Borrower with Lots of Cash**

Suppose that the borrower has date 0 cash of \( C_0 \geq X_1 = 0.99 \). The borrower would like to pay down the loan as soon as possible when the bank charges very high rates to abstain from liquidation. For borrowers with high cash:

1. If the bank is well capitalized (has initial date 1 maturing deposits of 0.72 or less), the bank is free to wait until date 2 and collect one, and the borrower will pay \( X_2 = 1 \) in total.

2. If the bank is undercapitalized (has deposits in excess of 0.72 to pay on date 1, but less than 0.99), the bank cannot reject an offer and wait until date 2 to collect because it will violate its capital standard. The borrower will pay 0.99 immediately.

3. If the bank is severely undercapitalized (deposits exceed 0.99), the bank must fail at date 1. The borrower will be able to negotiate a settlement with the government receiver after the bank fails to pay \( \frac{1}{2}X_1 = 0.4545 \) because the receiver would otherwise need to hire the banker to collect the loan, and the banker would charge a rent of \( \frac{1}{2}X_1 = 0.4545 \).

The borrower with substantial cash benefits from the bank’s desperation if the bank accepts a low payment in order to survive or if the bank fails and the borrower can make a partial payment to the receiver of the failed bank (whose collection skills are weaker).

This result does not just apply to borrowers with initial cash of \( C_0 \geq 0.99 \). A borrower who can pay \( C_0 \) immediately, as well as pay \( X_1 - C_0 \) at date 1 such that \( 0.8(X_1 - C_0) + C_0 \geq D_1 \), will be able to benefit from the bank’s desperation. For example, if \( C_0 \geq 0.4 \) and \( C_1 \geq 0.59 \), then \( 0.8(0.99 - C_0) + C_0 \geq D_1 = 0.8 \) implies that the borrower can make an acceptable total payment of 0.99. If \( C_0 < 0.4 \), then the borrower’s total payment must exceed 0.99 because higher date 1 or 2 payments that satisfy \( C_0 + 0.8(P_1) + 0.72(P_2) \) will exceed \( D_1 = 0.8 \). If \( C_0 < 0.4 \), then the borrower has an intermediate amount of cash. This is the third (and most complicated) example.
An Intermediate Amount of Cash

If the borrower has enough date 0 cash to avoid liquidation, but not enough to induce the bank to accept a total payment of \( X_1 = 0.99 \), then the total amount that the borrower must pay, \( P_0 + P_1 + P_2 \), is decreasing in the borrower’s cash holding.

Because the bank can raise at most 0.72 without liquidating, the undercapitalized bank will have constraints on its behavior at date 1. In particular, the banker’s horizon is affected by its bargaining with borrowers. If the bank responds to default by waiting until date 2 to liquidate, then it will close. Any borrower who wants to avoid immediate liquidation needs to offer a positive date 1 payment. This necessity can force the borrower to pay more than the value of the bank’s liquidation threat. A borrower with date 0 cash of exactly \( D_1 - 0.72 \), and no date 1 cash, would need to pay all the date 0 cash to the bank and also allow the bank to collect \( X_2 = 1 \) (the maximum that it can collect) at date 2. As borrowers have more cash, they can reduce their total payment, taking advantage of the undercapitalized bank’s desperation. Borrowers with date 0 cash of less than \( D_1 - 0.72 \) meet the fate of the borrower with no date 1 cash: immediate liquidation.

This analysis implies the following characterization when the borrower has this intermediate amount of date 1 cash.

The bank needs to satisfy the constraints

\[
P_0 + \frac{P_1(1-\gamma^2) + P_2(1-\gamma)}{(1+\gamma)^2} \geq D_1 \text{ and } P_0 + P_1 + P_2 = X_1.
\]

1. If the bank is well capitalized (has initial date 1 maturing deposits of 0.72 or less), the bank will collect a total of \( X_2 = 1 \) from the borrower and will not liquidate.

2. If the bank is undercapitalized (has deposits in excess of 0.72 to pay on date 1, but less than 0.99), the binding constraint is \( P_0 + \frac{P_1(1-\gamma^2) + P_2(1-\gamma)}{(1+\gamma)^2} \geq D_1 \) and the borrower will want to pay as quickly as possible. The borrower will set \( C_0 + 0.8(P_1) + 0.72(P_2) = D_1 \), where \( P_2 = \min\{0, (D_1 - C_0 - 0.8C_1)/0.72\} \) and \( P_1 = \min\{C_1, (D_1 - C_0)/0.8\} \).

With \( D_1 = 0.8 \), if \( C_0 = 0 \) and \( P_1 = C_1 \in ((0.08)/0.8, 0.99) = (0.1, 0.99) \), then \( P_2 = (0.8 - 0.8C_1)/0.72 \) and the borrower will pay all of its date 1 cash to the bank, plus offer a positive payment to the bank at date 2 to deter the bank from liquidation. The total payment \( P_0 + P_1 + P_2 \) declines monotonically from 1.1 to 0.99 as cash \( C_1 \) increases from 0.1 to 0.19.

If \( C_1 = 0 \), but \( C_0 > 0 \), then the total payment declines from 1.08 to 0.99 as \( C_0 \) increases from 0.08 to 0.31149.
3. If the bank is severely undercapitalized, \( D_1 > X_1 = 0.99 \), the bank fails. After the bank fails, the borrower is liquidated if \( C_0 < \frac{1}{2}X_1 = 0.4545 \) and otherwise pays 0.4545 to avoid liquidation.

It is worth noting that an undercapitalized bank facing a borrower with an intermediate amount of cash can force the borrower to make a very large payment—a payment as large as 1.1, which is in excess of the \( X_2 = 1 \) that a well-capitalized bank can collect.

4. POLICY RESPONSE TO UNDERCAPITALIZED BANKS WHEN FUTURE UNDERCAPITALIZATION LEADS TO CLOSURE

What is a government to do? The well-capitalized bank makes appropriate decisions, but it may collect less from borrowers with a moderate amount of current cash. The undercapitalized bank will squeeze cash-poor borrowers, break mutually beneficial relationships with very low cash borrowers, and collect less than the maximum amount that it can from liquid borrowers. Severely undercapitalized banks face immediate closure.

A government that cares about preserving the banking system itself might be very tempted to add at least enough capital to prevent immediate closure. But what is the effect of this action on the borrower, the corporate sector, employment, and growth? If the bank fails, then there will be bargaining such that the borrower can be forced to pay \( \frac{1}{2}X_1 \) because the government would be forced to hire the banker to collect the loan at date 1 if the borrower paid less than this amount. Returning to “Example” on page 86, the borrower must pay \( \frac{1}{2}X_1 = 0.4545 \) (it is \( \frac{1}{2}X_1 \) because the government will be forced to hire the banker to collect the loan at date 1) or face immediate liquidation. If the borrower has a very large amount of date 1 cash (at least \( \frac{1}{2}X_1 = 0.4545 \)), then the borrower would benefit from the bank’s failure because it has little future value in its relationship with the bank and can get rid of its debt burden more cheaply if the bank fails. However, this case requires the borrower to have current cash flows that are a very large fraction of its total long-run value. If the borrower has less cash, the borrower will be liquidated if the bank fails, but only one-half of the proceeds would go to depositors and the government deposit insurer. The corporate sector will be very anxious to have the bank recapitalized in this case if their cash is just below \( \frac{1}{2}X_1 = 0.4545 \). How much recapitalization they desire will depend on how much cash they have. If they have enough date 1 cash to frontload the payment to the bank, so that its total value and its pledged value are close to \( X_1 = 0.99 \), then a small recapitalization is desired. In this case, the borrower could avoid the liquidation threat by making date 1 payments and small date 2 promises to the bank. If the borrower has too little cash to do this, a large recapitalization is desired.
Once the bank has been given enough capital to be well capitalized, any additional capital will transfer rents to the banker and reduce the rate of return received by the government. Too small a recapitalization (from severely undercapitalized to undercapitalized) may be bad because it will not prevent inefficient foreclosure. This is especially true if the borrowers are short on cash. This is a bit outside the model, but it can be less expensive for a government that wants to avoid inefficient liquidation to give banks a smaller amount of capital and give the firms cash to pay the banks. This approach reduces the banker’s rents and protects the human capital in firms; however, it also requires the government to know which firms are viable but short on cash. The latter seems unlikely, but is outside the model so cannot be confirmed here. Too large a recapitalization will lead not to inefficient loan decisions, but to inefficient operations in the bank, and it will increase the cost to the government.

Evergreening and Loss of Bargaining Power When Book Capital Is Inaccurate

Suppose that if a bank exercised its liquidation threat, its book capital would fall sufficiently to force immediate closure. The bank will never foreclose in this situation, which protects the borrower from foreclosure, but implies that the borrower will not have an incentive to pay the bank at all. If the borrower is the efficient user of the firm’s capital, valuable human capital is protected, but further reductions in the real economic capital of the bank result. For borrowers with nonviable businesses that should be liquidated for efficiency, this effect delays efficient redeployment of capital and increases the losses to the banking system, due to lost bargaining power.

This case occurs when deposits exceed $X_1$, the amount that the bank can get from liquidation, but when regulatory capital is inflated by the overvaluation of the loan. Such banks would fit into the severely undercapitalized category in the examples.

In the model outlined above, where the borrower is viable and thus is the best user of the firm’s capital, bank recapitalization sufficient to avoid evergreening can be a free lunch for the government. This result occurs if the borrower has sufficient cash to reach a negotiated settlement with the bank, worth at least $X_2$. If the bank evergreens and then fails, the borrower will end up paying a very small amount (one-half of what the bank could liquidate for, or one-half of $X_1$). By recapitalizing the bank sufficiently to have it negotiate a larger payment (equal to the full liquidation value), the government can save the deposit insurer money. The real decision is the same, but the borrower pays more. This saves the deposit insurer money.

Once enough capital has been advanced to allow a negotiated settlement, the analysis in the remainder of the article applies. The results imply that if the
borrower is short of date 1 cash, a small recapitalization that is just sufficient to avoid evergreening (to $D_1 = 0.99$ and leaving the bank undercapitalized) is a bad policy. An undercapitalized bank will liquidate inefficiently, and the borrower and society are worse off than if the bank had received no capital and continued to be afraid to liquidate. If the government provides this small amount of capital and borrowers are cash poor, the borrower will lobby the government for relief. It will ask for cash or ask the government to force the banks to convert some debt into equity, reducing the amount that the banks obtain from liquidation. After the Japanese government provided the initial recapitalization of banks in Japan, this position was taken by the Japan Federation of Economic Organizations (Keidanren) (see Rowley [1999]). Viable borrowers would be less afraid of a bank recapitalization if the bank were well capitalized ($D_1 < 0.72$).

**The Intertemporal Problem with Repeated Government Recapitalization**

Government recapitalization leads to a classic time consistency problem. If the deposit insurer cannot put capital into banks, but can only allow them to stay in business without recapitalization, then there is a limit on the concessions that can be extracted from deposit insurers over the short term. However, anticipations of regulators’ closure behavior can give bankers perverse current incentives. If a period of persistent undercapitalization exists, then a government will wish to provide a subsidized recapitalization. If the future closure policy did not change, all parties in the economy could be better off (protecting human and physical capital). The government would have a bad influence if it generated a belief that recapitalizations were always forthcoming. That influence would totally eliminate liquidity creation by banks and lead to large future government expenditure on bank bailouts. It would be desirable to use political constraints to recapitalize banks only when called for by external conditions, and not because of banker rent-taking or incompetence. However, bankers will realize that this discrimination will be imperfect. The possibility of future recapitalization will lead to rents to banker human capital (overemployment, excessive costs, and resistance to change). It is therefore very appropriate that Japanese recapitalization has been accompanied both by a promise of commitment to future prompt corrective action and employment reduction and by improved portfolio disclosure and valuation. But the very logic that suggests that recapitalization can be ex-post desirable also suggests that the government may have a difficult time forcing banks to carry through with their commitments if they remain unprofitable.
5. BANKS THAT SHOULD NOT BE RECAPITALIZED

A Bank with No Relationship Lending

The financial health of a bank without lending relationships is of no consequence to the borrower. Such a bank can sell loans to meet the capital requirements, and the sale or retention of loans is of no consequence to the borrower. If the value of capital is negative, then the bank will not be able to recapitalize without subsidized capital; again, this is of no consequence to the borrower. The decision to liquidate or to continue lending is independent of the identity of the lender.

A Nonviable Borrower

A borrower is nonviable if the current management is not the best user of the firm’s capital, and as a result the lender can collect more by foreclosure than by continuing to lend. If there is no lending relationship, then anyone can collect more from foreclosure, implying that independent of the capital position of a bank, there will be foreclosure after default. In this case, the only value of recapitalization is to avoid evergreening that prevents loans from being foreclosed, but such liquidation could be achieved by a government agency that foreclosed on the loans, perhaps by hiring bankers from the failed bank. There is no long-run value to retaining relationships to nonviable borrowers.

6. SUMMARY AND CONCLUSION

The analysis presented here suggests that for banks with viable lending relationships, it may be a good policy to recapitalize banks until they are well capitalized. Recapitalizing them only to the point where they are willing to write off loans (stop the evergreen policy) or to the undercapitalized point where they avoid failure only by liquidating the collateral of viable borrowers are both bad policies. These policies make sense only if some cash is provided to borrowers by the government or if the banks are forced to extend the viable loans in return for receiving the capital. But such multiple-level bailouts by the government would require more information and long-run commitment than a government possesses.

Providing too much capital to the banks will leave them with rents, which in the Japanese context take the forms of a too-large wage bill and continued inefficient operations. The government faces a difficult problem. Too little capital may be worse than none, and too much will be wasted. It is appropriate in this context that the capital injections to date have in return required labor force reductions and explicit management plans. However, nothing focuses a bank on rent reduction as much as the threat of impending closure.
Table 2  Details of Desirable and Undesirable Forms of Recapitalization

<table>
<thead>
<tr>
<th>Financially distressed bank with a relationship borrower</th>
<th>Financially distressed bank without a relationship borrower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borrower has the best use of the collateral (and is thus viable)</td>
<td>Main case analyzed. Provide subsidized capital to well-capitalized level unless borrowers have substantial cash. Providing just enough capital to end fear of writing off loans due to book capital problems (&quot;evergreen&quot;) is worse than providing no capital.</td>
</tr>
<tr>
<td></td>
<td>No reason to recapitalize.</td>
</tr>
<tr>
<td>Borrower does not have the best use of the collateral (and is thus not viable)</td>
<td>Undercapitalized bank will liquidate (efficiently) unless subject to the evergreen effect on book capital. Recapitalization just sufficient to avoid evergreen is a good policy. More capital has no beneficial effect.</td>
</tr>
<tr>
<td></td>
<td>Recapitalization just enough to avoid evergreen leads to efficient foreclosure. Equivalent to transferring loans to an outside collection agency.</td>
</tr>
</tbody>
</table>

The recent recapitalization in Japan has come in two stages, and it has been suggested that more stages might be forthcoming. Given the time-consistency problem, repeated recapitalization can cause problems. Guaranteed future recapitalization is equivalent to an all-capital bank. This guarantee leads to maximum rents and destroys liquidity creation.

Finally, the analysis has focused on banks with valuable relationships whose borrowers are still viable. Banks not in this category should be closed. A change in capital will not change a bank’s incentive to inefficiently foreclose unless it has a relationship, so there is no extra efficiency gain from recapitalizing them. If the bank has a relationship, but the borrowers are not viable, then efficient allocation of capital requires that the borrowers’ collateral be liquidated and redeployed. Absent accounting-based reluctance to foreclose, the banks would have every incentive to liquidate such borrowers, even if undercapitalized. If evergreening is the issue, recapitalizing the bank slightly could be sensible, but just for the purpose of closing it very soon thereafter. Alternatively, if the bank’s extra efficiency in liquidating those loans is small, the best option will be to close it and transfer collection to a receiver (such
as the Japanese Resolution and Collection Corporation (RCC)). These results are summarized in Table 2.

This analysis is just a first step in the study of the optimal amount of recapitalization to provide to banks. There is much to add to make the results robust. However, I am not aware of any other theoretically based analysis of this topic, so this first step is an important beginning. It is clear that recapitalization by the government has time-consistency problems if it is expected to continue in the future. To my mind, this is not an argument against the current recapitalization. When (nearly) all the banks are underwater, it is desirable to recapitalize at least some of them. We need a framework to determine which ones are to be provided with subsidized capital, and how much to provide.

APPENDIX: BANK LOAN COLLECTION AT HIGH LEVELS OF CAPITAL

If the relationship-lending skill to collect the loan at date 2 is not lost, if the banker does not collect the loan in period 1 this period, and if the bank has enough capital that it would not be closed if it collected nothing at date 1 ($D_1 \leq \frac{X_1}{1+\gamma}$), the payoff to capital would be greater than zero if the holders of capital rejected an offer from the banker to collect the loan at date 1. If the borrower defaults and the holders of capital do not reach an agreement with the banker to collect the loan at date 1, capital holders will be able to hire the banker at date 2 to collect $X_2$ at that time. This high level of date 1 capital holders will turn out to imply that the bank is well capitalized, by the definition in the article. The only difference in the analysis is that because capital holders have a positive outside option to reject the banker’s offer to collect the loan at date 1, capital holders get a payment from bankers that will exceed $\frac{1}{2}(P_1 + \frac{P_2}{1+\gamma} - D_1)$. This difference has no effect on the banker’s negotiation with the borrower: the bank can still collect the unconstrained amount, $\max[X_1, X_2]$.

REFERENCES


