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In recent years the public’s demand for Ml has 
grown significantly more strongly than predicted by 
existing money demand regression equations. A 
number of explanations have been advanced in order 
to explain this strength in Ml demand. These in- 
clude a rise in monetary policy uncertainty, strength 
in the stock market, an increase in financial transac- 
tions, disinflation of the 198Os, and financial deregula- 
tion. The purpose of this paper is to test these 
hypotheses. The analysis shows that none of these 
hypotheses can satisfactorily explain the strength in 
Ml demand, a result suggesting that there has been 
a fundamental change in the character of M 1. M 1 
in the 1980s has become an instrument for saving 
as well as for effecting transactions, and this change 
is related to the introduction into Ml of checkable 
deposits that pay an explicit rate of interest. The 
analysis shows that one needs a broader monetary 
aggregate M2 in order to identify a stable money de- 
mand function. 

The plan of this article is as follows. Section I 
presents various hypotheses that have been ad- 
vanced to explain the behavior of Ml in the 1980s. 
Section II provides a test of these hypotheses and 
Section III contains conclusions. An appendix of the 
paper draws on recent developments in the theory 
of cointegrated processes to show that there con- 
tinues to exist a long-run stable demand function for 
the stock of real M2 balances as a function of real 
income and a market rate of interest. 

I. 
. HYPOTHESESABOUTTHESOURCEOFTHE 

RECENT STRENGTH OF Ml DEMAND 

This section describes briefly some of the alter- 
native hypotheses of the strength in M 1 demand and 
derives their testable implications. The first is that 
such strength was caused by the increased volatility 
of money growth following the announced change 
in Federal Reserve operating procedures in October 
1979. The main contention here is that increased 
volatility of money growth raised the degree of 

perceived uncertainty, thereby increasing the demand 
for money [see, for example, Mascaro and Meltzer 
(1983) and Hall and Noble (1987)]. An empirical 
implication of this hypothesis is that since Ml de- 
mand is influenced by the volatility of money growth, 
Ml demand regressions estimated including the 
volatility variable should exhibit stability. 

The second hypothesis stresses the role of finan- 
cial wealth and financial transactions [see, for ex- 
ample, Morgan Guaranty Trust (1986), Wenninger 
and Radecki (1986), Kretzmer and Porter (1986), 
and Friedman (1987)]. The strength in M 1 has been 
accompanied by strength in the stock market, and 
an increased volume of financial transactions. The 
argument here is that the real income variable com- 
monly used in money demand regressions does not 
capture adequately the increased volume of financial 
transactions that might have been financed by M 1. 
Furthermore, the rise in stock prices raised the finan- 
cial wealth of the households and thereby could have 
contributed to the strength in Ml demand. An em- 
pirical implication of this hypothesis is that conven- 
tional Ml demand regressions should contain addi- 
tional variables that capture the influences of finan- 
cial transactions and wealth on money demand. 

The third hypothesis considered in this study 
attributes the strength in M 1 demand to the decline 
in the expected rate of inflation which occurred over 
the 1980s uudd (1983), Tatom (1983a, 1983b) and 
Rasche (1987, 1989)]. The argument here is that 
the demand for real money is inversely related to the 
expected rate of inflation. Since actual inflation (and 
presumably the expected rate of inflation as well) has 
declined over the 1980s the demand for money has 
increased. This argument implies that conventional 
Ml demand regressions estimated including an in- 
flation variable should exhibit parameter stability. 

The fourth hypothesis relates instability in Ml 
demand to the nationwide introduction of interest- 
bearing checkable deposits in 1981. There are two 
versions of this hypothesis. One version emphasizes 
the partial nature of interest rate deregulation and 
the impact such deregulation had on the interest 
elasticity of Ml demand. There is no change, ac- 
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cording to this view, in the nature of balances kept 
in M 1, which remain primarily a vehicle for effect- 
ing transactions. The second version emphasizes a 
change in the nature of balances held in Ml ; such 
balances are now an instrument for saving as well 
as for effecting transactions. 

Consistent with the first version is the view that 
since 198 1 Ml demand has become more interest 
sensitive. The argument here is that when interest- 
bearing checkable deposits were introduced nation- 
wide in 198 1, rates payable on them were regulated 
and set below market rates (rates payable on demand 
deposits were still held fixed at zero). In that case, 
a given change in market rates causes a larger pro- 
portional change in the opportunity cost of holding 
interest-bearing checkable deposits than of holding 
demand deposits. As a result, changes in market rates 
might induce larger changes in checkable deposits 
than in demand deposits, thereby increasing the 
interest responsiveness of M 1 as a whole as checkable 
deposits become a larger fraction of Ml [Simpson 
(1984) and Mehra (1986)]. An empirical implication 
of this hypothesis is that the strength observed in 
Ml during the 1980s should be explained by a com- 
bination of the heightened interest sensitivity of M 1 
demand and the sharp fall in money market rates 
relative to the rates offered on checkable deposits. 
Furthermore, since interest-bearing checkable 
deposits are at the source of increase in the interest 
elasticity of Ml demand, this view, if correct, also 
implies that the demand for Ml-A (which is Ml 
minus interest-bearing checkable deposits) should 
have retained its structural stability over the 1980s. 

An alternative view consistent with the second ver- 
sion is that balances held in Ml have become highly 
substitutable with savings-type deposits held in the 
non-Ml component of M2 Uudd and Trehan (1987) 
and Hetzel and Mehra (1989)]. This view thus at- 
tributes the strength in Ml demand to an increase 
in such substitutions during the 1980s. Because such 
substitutions net out at the level of aggregation of 
M’2, the M2 demand function should, according to 
this view, continue to exhibit stability.’ 

II. 
EMPIRICAL RESULTS 

This section presents the results of tests of various 
hypotheses discussed in the previous section. 

1 In this case, Ml could also appear more interest sensitive than 
before because savings balances held in Ml are more sensitive 
at the margin to swings in interest rates. Moreover, the demand 
function for Ml-A could also appear unstable if economic agents 
decide to switch between demand deposits and interest-bearing 
checkable deposits. 

An Ml Demand Regression and the Evidence 
on its Instability in the 1980s 

The regression that underlies tests of various 
hypotheses is: 

nl 
AlnI(M/P) = a + s _Cobs Aln(Y/P)t- s 

n2 
- s Foes A(R - RMh - s 

n3 
- s _Cods AINF,- s + Ut (1) 

where M is the nominal money stock; P, the price 
level; Y, nominal income; R, a market rate of interest; 
RM, the own rate of return on the money stock$ 
and INF (the difference in the log of the price level), 
the rate of inflation. The symbol In denotes the 
natural logarithm, A the first difference operator and 
C the summation operator. The left-hand variable in 
equation (1) is real money balances. The right-hand 
variables are a constant, real income, the difference 
between the yield on a money market instrument and 
the own rate of return on the money stock, and the 
rate of inflation. The equation includes contempo- 
raneous and several lagged values of these variables. 
The inflation rate measures the nominal rate of return 
to physical assets that are held directly. If such assets 
are substitutes for money, then inflation would in- 
fluence money demand. In that case, the sum of 
coefficients that appear on the inflation variables in 
(1) should be statistically different from zero.3 

The results of estimating (1) for Ml over 1952Ql 
to 198OQ4 are shown in the upper panel of Table I. 
The regression is estimated including three additional 
dummy variables: SHFT, Ccl, and CCZ. The 
SHFT variable captures the shift in Ml demand over 
197392 to 197694, and CC1 and CC2 variables 
capture transitory effects of the credit controls in 
1980522 and 1980523. The real income variable 
used is nominal personal income deflated by the price 
level, and the yield on a money market instrument 
is measured by the 4-6 month commercial paper rate. 
Both income and opportunity cost variables are 
statistically significant. 

2 The own rate of return on the money stock is defined as the 
weighted average of the explicit own rates of return on the various 
components of the money stock. 

3 Inflation should have no long-run effect on money demand if 
physical assets are not substitutes for money. However, infla- 
tion could still appear to influence money demand in the short 
run if money demand adjusts with a lag to a change in the price 
level [Goldfeld and Sichel (1987)j. 
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Table I 

EVIDENCE ON INSTABILITY IN REAL Ml DEMAND 

Real Ml demand regression 

A(MlIP) = - .004 + .74 Ay - .74 A(R- RMl) - 1.27 AINF - .005 SHFT- .03 CC1 + .02 CC2 

(4.5) (-3.2) (- 1.9) (-2.2) (-5.0) (3.3) 

Estimation period: 1952Ql-1980Q4 R2 = .68 DW = 1.9 RHO = .38(3.8) 

Coefficients on Dufour Dummies 

Year/Quarter 

1981/Ql 

1981/Q2 

1981/Q3 

19811Q4 

1982/Ql 

1982lQ2 

1982/Q3 

1982fQ4 

1983IQl 

1983/Q2 

1983/Q3 

1983/Q4 

19841Ql 

1984/Q2 

1984/Q3 

Coefficient (t value) 

- .007(- 1.0) 

.008 t.91 

-.OOO t.6) 

- .008 (- .9) 

.004 t.6) 

-.012(- 1.7) 

.008 (1.3) 

.018 (2.9) 

.002 t.41 

.013 (1.8) 

.018 (3.0) 

.005 l.9) 

.005 t.91 

.007 (1.2) 

.004 l.7) 

Year/Quarter 

1985/Ql 

1985/Q2 

1985/Q3 

1985/Q4 

1986/Ql 

1986lQ2 

1986/Q3 

1986IQ4 

1987/Ql 

1987lQ2 

1987/Q3 

1987IQ4 

1988/Ql 

1988fQ2 

1988/Q3 

Coefficient (t value) 

.009 (1.5) 

.006 (1.0) 

.026 (4.2) 

.016 (2.7) 

.OlO (1.8) 

.028 (5.0) 

.029 (5.1) 

.033 (5.9) 

.019 (3.4) 

.008 (1.3) 

- .004( - .7) 

.OOl t.21 

- .003(- .5) 

- .005 (1.0) 

.OOl t.21 

1984IQ4 -.003 I-.5) 1988/Q4 -.OOO(-.l) 

FD (32,951 = 3.08** 

‘* Significant at .Ol level 

Notes: The real Ml demand regression tabulated in the upper panel isestimated over 1952Ql to 198OQ4. P is the implicit deflator for personal consumption 
expenditures; y, nominal personal income deflated by p; R, the 4-6 month commercial paper rate; RMl, the own rate of return on Ml; and INF, the 
rate of inflation. All variables are in natural logarithms except R and RMl. SHFT is 1 from 1973Q2 to 1976Q4 and zero otherwise. CC1 and CC2 
are respectively 1 in 198OQ2 and 198OQ3 and zero otherwise. All the variables are entered as simple distributed lags with 5 contemporaneous and 
lagged values and the sum of the estimated coefficients is tabulated. Parentheses contain t values. A Hildreth-Lu procedure is used to estimate the 
regression. The coefficients on Dufour dummies reported in the lower panel of Table I are from the real Ml demand regression that is estimated 
over 1952Ql to 1988Q4. Dufour dummies are zero-one dummy variables defined for each observation over 1981Ql to 1988Q4. FD is the F statistic 
that tests the null hypothesis that Dufour dummy variables do not enter the Ml demand regression equation. 

The structural stability of this regression is in- 
vestigated using the Dufour test [Dufour (1980)], 
which is a variant of the Chow test and uses an F 
statistic to test the joint significance of dummy 
variables introduced for each observation of the 
interval for which structural stability is examined. A 
small F statistic indicates structural stability. 

The results of performing the Dufour test for the 
period 198lQl to 1988Q4 appear in the lower panel 
of Table I. That is, the regression equation (1) was 
reestimated over the period 19.52521 to 1988Q4 with 
separate shift dummies introduced for each quarter 
from 198lQl to 198894. The F statistic for Dufour 

dummies used in this regression [FD (32,95), 
Table I] is 3.08, which exceeds the 5 percent critical 
value of 1.6. This result implies that the M 1 demand 
regression is not stable. A look at the estimated co- 
efficients and the associated t values on these Dufour 
dummies, also tabulated in Table I, indicates obser- 
vations whose mean values are inconsistent with the 
regression equation (1). Such observations are found 
in years 1982, 1983, 1985, 1986, and 1987. These 
coefficients are mostly positive, implying strength in 
real Ml that could not be explained by the Ml de- 
mand regression. - 
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Tests of Various Hypotheses 

The first and second explanations of the strength 
in Ml demand in the 1980s are tested by estima- 
tion of regression equation (1) augmented by the 
addition of the relevant variable suggested by each 
explanation. These regressions were first estimated 
over 1952Ql to 1988Q4 and F statistics were 
calculated to test the significance of relevant variables. 
Structural stability of the expanded Ml demand 
regressions is then investigated by the Dufour test. 

Column (1) of Table II shows the estimation over 
1952Q 1 to 198894 of the real Ml demand regres- 
sion equation that contains a variable measuring the 
volatility of money growth (VOLl). This variable 
VOLl is calculated as an eight-quarter moving stan- 
dard deviation of Ml growth [Hall and Noble (1987)]. 
The maintained hypothesis is that changes in VOLl 
and money demand are positively correlated. The 
estimated coefficient on VOLl, though positive, is 
not statistically significant. The t value for the sum 
of coefficients on VOLl is .5 and the F value for 
their joint-significance is 1.1 (see Fl values in 
Table II). These values are below the relevant 5 
percent critical values. The F statistic for the Dufour 

dummies is 2.7, which is significant at the 1 percent 
level (see the FD value in Table II). These estimates 
thus suggest that the strength observed in Ml de- 
mand in the 1980s could not be explained by the 
rise in the volatility of Ml growth.4 

Columns (Z), (3), and (4) of Table II show estima- 
tion over 1952&l to 1988524 of the real Ml demand 
regression equation with variables measuring respec- 
tively the real value of stocks (SP), the real value of 
financial transactions on the New York Stock Ex- 
change (SVP) and the real net worth of the 
households (W).s It is hypothesized that changes in 

4 Another way to test this hypothesis is to examine the effect 
of the volatility of money growth on Ml velocity. This relation- 
ship has recently been reexamined in Mehra (1989) and Brocato 
and Smith (1989). The evidence presented there is not favorable 
to the hypothesis that the decline observed in the velocity of 
Ml in the 1980s was caused by the increased volatility of Ml 
growth. 

5 SP is calculated as the Standard and Poor’s 500 composite 
index divided by the price level used to deflate money balances. 
SVP is the product of the volume of shares traded on the NYSE 
and the Standard and Poor’s 500 composite index divided by 
the price level used to deflate Ml. W is calculated as the net 
worth of households divided by the price level. These variables 
have been employed previously by various authors. 

Table II 

REAL Ml DEMAND REGRESSION EQUATION: TESTING ALTERNATIVE HYPOTHESES 

Independent 
Variables (1) (2) (31 (4) (5) 

constant -.004(- 1.8) -.004(- 1.5) - .004(- 1.9) - .004(- 1.6) - .004( - 1.8) 

AY .92 (3.9) .81 (3.2) .80 (3.5) .79 (3.0) .87 (3.9) 

A(RCP - RM 1) - 1.41 (-4.9) - 1.21 (-4.2) - 1.15 (-4.4) - 1.25 (-4.8) - 1.31 (-5.5) 

AINF - 1.55 (- 1.9) -1.75 (-2.1) - 1.77 (-2.3) - 1.39 (- 1.6) - 1.69 (-2.4) 

AVOLl .OOl (5) 

ASP .03 (1.0) 

ASPV .03 (1.99) 

AW .08 (.6) 

SER .00597 .00608 .00595 .00605 .00586 
-2 
R .69 .68 .69 .68 .69 

Fl 1.1 (5,115) .24 (5,115) 1.24 (5,115) .4 (5,115) 4.3**(5,127) 

FD 2.7** (32,83) 2.92* *(32,83) 2.82* *(32,83) 3.3* * (32,83) 3.1** (32,951 

l * significant at .Ol level 

Notes: The regressions tabulated here are estimated over the period 1952Ql to 1988Q4. SP is the real price of stocks; SPV, the real value of the product 
of volume of shares traded on the NYSE and the Standard and Poor’s common price index; W, the real net worth of households; RMl, the own rate 
of return on Ml; and VOLl, the eight-quarter moving standard deviation of Ml growth. Other variables are defined as in Table I. Frve contemporaneous 
and lagged values of these variables enter the money demand regression. Fl tests the hypothesis that the additional variable suggested by the relevant 
hypothesis does not enter the Ml demand regression. FO is the statistic for the Dufour test applied to the expanded Ml demand regression over 
1981Ql to 1988Q4. 
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these variables and money demand are positively 
correlated. As can be seen, however, the only variable 
that does attain statistical significance is SVP (t value 
on the sum of coefficients on SVP is 1.9). But none 
of the variables is significant by the F test. The 
Dufour test results indicate that the expanded Ml 
demand regressions are not stable over the period 
198lQl to 1988Q4 (see FD values in columns (2) 
through (4) of Table II). 

Column (5) of Table II shows the estimation of 
the real Ml demand regression with the inflation 
variables (INF). The variable INF is statistically 
significant (both t and F values are significant at the 
5 percent level). This suggests that part of the ob- 
served strength in Ml in the 1980s is due to a decline 
in the rate of inflation. However, as indicated by the 
Dufour test, this regression remains structurally 
unstable over the period 198 1Q 1 to 1988Q4 (see 
the FD value in Column (5) of Table II). 

Column (6) of Table III presents the estimation 
of the real money demand regression over 1952Ql 
to 1988Q4 with real Ml as the dependent variable 
and with the additional variable (D88 * R - RMl) that 
is the product of a zero-one dummy (D88)and the 
opportunity cost variable (R -RMl). D88 equals one 
over 198lQl to 1988524 and zero otherwise. The 

dummy variable, D88 *R - RMl , captures a pos- 
sible change in the interest elasticity of Ml demand 
in the 1980s. As can be seen, this variable is 
statistically significant, suggesting a heightened 
interest sensitivity of Ml demand. However, even 
after allowing for a rise in the interest elasticity of 
Ml demand, the expanded Ml demand regression 
does not explain all of the strength of Ml in the 
1980s a result indicated by the Dufour test applied 
over the interval 1985Ql to 1988Q4.6 The coeffi- 
cients that appear on Dufour dummies and the 
F statistic for the Dufour test are presented in 
Table IV. The F value is large and indicates con- 
tinuing structural instability. 

Furthermore, removing interest-bearing checkable 
deposits from the definition of money does not render 
the money demand equation stable either. Column 
(7) of Table III shows the estimation of a real money 
demand equation over 1952&l to 1988Q4 with 
Ml-A as the dependent variable. The Dufour test 

6 This amounts to estimating the expanded Ml demand regres- 
sion over 1952Ql to 198404 and examining its stability over 
1985511 to 1988Q4. The assumption implicit in this approach 
is that the expanded estimation period (1952Ql to 1984Q4) 
is long enough to provide reliable estimates of the new interest 
elasticity of Ml demand. 

Table III 

REAL MONEY DEMAND REGRESSION EQUATIONS: TESTING ALTERNATIVE HYPOTHESES 

Dependent Variable 

Independent (6) (7) (8) (9) 
Variables (Ml/p) CM lA/p) (Ml/p) (M~/P) 

constant 

AY 
AINF 

AR 

A(R - RM 1) 

A(R - RM2) 

D88 

D88*(R-RMl) 

- .006( 3.0) - - .009(-4.0) - - .006( 2.7) .ooo (.Ol) 

.95 (4.7) 1.1 (4.8) .91 (4.5) 1.0 (6.6) 

- 1.73 (-2.5) - 1.0 (- 1.2) - 1.32 (- 1.9) -2.21 (-4.2) 

-.012(-4.8) 

-.79 (-2.9) - 1.26 (-5.7) 

-2.07 (-8.7) 

.003 (1.4) .006 (2.43) 

- 1.34 (-3.1) 

SER .00555 .00696 .00578 .00442 
-2 
R .72 .64 .70 .78 

DW 1.94 1.97 1.95 1.99 

Notes: D88 is a dummy variable, taking values 1 in 1981Ql to 1988Q4 and zero otherwise. D88’fR - RMl) is the product of,D88 
and (R - RMl). RM2 is the own rate of return on M2 and is calculated as a weighted average of the explicit rates pard on 
components of M2. Other variables are defined as before. The regressions tabulated above are estimated over the period 
1952Ql to 1988Q4. 
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Table IV 

COEFFICIENTS ON DUFOUR DUMMIES IN REAL MONEY DEMAND REGRESSIONS 

Year/Quarter Ea. 6 Ea. 7 Ea. 9 Year/Quarter Ea. 6 Ea. 7 Ea. 9 

1981/Ql 

19811Q2 

1981/Q3 

198UQ4 

1982/Ql 

1982lQ2 

1982/Q3 

1982lQ4 

1983/Ql 

1983/Q2 

1983103 

1983104 

1984/Ql 

1984lQ2 

1984lQ3 

1984lQ4 

-.066(-9.5) 

- .021(-2.61 

-.013(-1.7) 

- .018(-2.2) 

- .009(- 1.3) 

- .013(- 1.8) 

- .Oll(- 1.6) 

.004 ($7) 

-.Ollf- 1.8) 

-.OOl f-.21 

.005 f.81 

.002 f.31 

-.006(- 1.1) 

.002 f.4) 

,006 (. 1) 

-.007(-1.1) 

-.008(- 1.9) 

.002 f.4) 

.004 f.7) 

-.005 C-.9) 

-.006(-1.11 

-.007(- 1.4) 

.002 f.4) 

.003 f.7) 

.024 (5.0) 

.ooo (0.0) 

-.003 f-.6) 

.ooo (0.0) 

-.003 C-.7) 

,001 C.2) 

-.002 f-.5) 

-.OOl f-.3) 

1985/Ql 

1985lQ2 

1985/Q3 

1985lQ4 

1986/Ql 

1986lQ2 

1986lQ3 

1986lQ4 

1987/Ql 

1987/Q2 

1987lQ3 

1987lQ4 

1988/Q 1 

1988/Q2 

1988/Q3 

1988104 

.012 (2.0) 

.013 (2.1) 

.018 (2.9) 

,005 f.8) 

.005 C.9) 

.024 (4.1) 

,027 (4.5) 

.030 (5.1) 

,015 (2.4) 

.ooo f.1) 

- .006(- 1.0) 

.OOl f.21 

.003 t.6) 

.007 (1.2) 

,004 t.71 

-.ooo (.O) 

-.OOl (-.I) 

- .ooo (- .O) 

.013 (2.1) 

.009 (1.5) 

.003 f.5) 

.017 (3.1) 

.014 (2.5) 

.016 (2.8) 

.OOl f.2) 

-.OOl f-.11 

- .009(- 1.6) 

.OOl t.31 

-.007(- 1.2) 

-.004 t-.8) 

-.002 C-.0) 

-.003 (-.5) 

,007 (1.4) 

-.009(- 1.9) 

.ooo (0.0) 

- .003 (- .7) 

-.003 f-.7) 

.006 (1.3) 

.007’ (1.4) 

.004 I.81 

.OOO f.8) 

-.ooo f-.1) 

- .002 (- .4) 

-.002 f-.4) 

,001 C.2) 

.001 I.21 

- .008(- 1.6) 

- .008(- 1.6) 

FDl 3.1**(16,105) 

FD2 1.7*(28,95) 

FD3 1.4(31,95) 

Notes: The regression equations 6, 7, and 9 above correspond respectively to regressions reported in columns 6, 7, and 9 of Table III. These regressions 
are reestimated including Dufour dummy variables. Regressions 7 and 9 include Dufour dummies defined over 1981Ql to 1988Q4, whereas the 
regression 6 includes Dufour dummies defined over 1985Ql to 1988Q4. FDl, FD2, and FD3 are the F statistics that test the joint stgnificance of 
the relevant Dufour dummy variables. 

when applied to this regression over 1982Ql to 
1988Q47 does not indicate structural stability (see 
Table IV for the coefficients that appear on Dufour 
dummies and for the relevant F statistic). The Ml-A 
regression fails to explain the strength of Ml-A in 
1985 and 1986. 

Column (8) of Table III shows the estimation of 
a real money demand regression over 1952Ql to 
1988524 with real Ml as the dependent variable and 
with the addition of a dummy variable (D88) that 
takes values unity over 198 1Q 1 to 1988524 and zero 
otherwise. This regression incorporates the 
hypothesis that there was a one-time shift in the drift 
of real Ml demand over the 1980s. However, even 
after one allows for this shift in the constant term, 

’ In order to avoid distorting effects of the nationwide introduc- 
tion of NOW accounts in Ianuarv 198 1. the observations for the 
year 1981 are excluded “in cokputing the F statistic for the 
Dufour test. 

the real Ml demand regression remains unstable, a 
result indicated by the Dufour test applied to this 
regression over 198SQl to 1988Q4. The F statistic 
[( 16,ll O)] is 3 2, which is above the 5 percent critical 
value of 1.7. 

Column (9) of Table III shows the estimation of 
a real money demand regression with real M2 as the 
dependent variable. This regression incorporates the 
hypothesis that a broader definition of money is 
needed in order to capture increased substitutions 
between components of Ml on the one hand and 
savings-type deposits included in M2 on the other 
[Hetzel and Mehra (1989)j. The results of applying 
the Dufour test to this regression over 198lQl to 
1988524 are presented in Table IV (see column under 
Eq. 9). Except for one large coefficient that appears 
on the Dufour dummy for 1983&l, the other coeffi- 
cients are small and not significant. The F statistic 
(31,951 for these other coefficients is 1.4, which is 
below the 5 percent critical value of 1 S. This result 
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implies that except for one-time shift in 1983Q 1 M2 
demand has been stable in the 1980~~ Additional 
evidence consistent with the existence of a stable 
long-run M2 demand function over 1952Ql to 
1988524 is presented in the Appendix. 

III. 
CONCLUDING REMARKS 

This article has examined empirically several 
explanations of the instability in Ml demand of the 
1980s. The econometric evidence presented here 
does not support explanations that assign a key role 
to the behavior of the volatility of Ml growth, the 
rate of inflation, the real value of stocks, the volume 
of financial transactions, or the financial wealth of 
households. 

The most probable cause of the shift in Ml 
demand thus is the introduction into Ml of checkable 

* This one-time shift in M2 demand is due to the introduction 
of MMDAs in December 1982 and Super-NOWs in January 
1983. 
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Fuller, W.A. Intmduction to Statkicai Time Series. New York: 
Wiley, 1976. 

Goldfeld, Stephen M., and Daniel E. Sichel. “Money Demand: 
The Effects of Inflation and Alternative Adjustment 
Mechanisms.” Reuie~ of Economics and Statistics 69 (August 
1987): 51 l-15. 

Hall, Thomas E., and Nicholas R. Noble. “Velocity and the 
Variability of Money Growth: Evidence from Granger- 
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deposits that pay interest. One view is that this 
development might have raised the interest elas- 
ticity of Ml demand while having no effect on the 
demand of Ml-A (currency plus demand deposits). 
The evidence does not support this view. True, Ml 
demand does appear more interest sensitive. But the 
M 1 demand regression estimated including the vari- 
able that captures this shift in the interest elasticity 
of Ml demand does not explain all the strength in 
money demand. Moreover, it also appears that the 
demand for Ml-A shifted in the 1980s. 

The other view, which receives considerable sup- 
port here, is that the financial deregulation has altered 
the character of Ml demand. Ml has become an 
instrument for saving as well as for effecting trans- 
actions. As a result, elements of Ml are highly 
substitutable with the savings instrument included 
in the non-Ml component of M2. An empirical im- 
plication of this view is that the broader monetary 
aggregate M2, which internalizes such substitutions, 
has a stable demand function. The evidence 
presented in the text and the Appendix is consistent 
with this implication. 
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APPENDIX 

COINTEGRATION AND THE EXISTENCE OF A STABLE 
LONG-RUN M2 DEMAND FUNCTION 

I 
Introduction 

This appendix presents alternative statistical 
evidence consistent with the existence of a long-run 
M2 demand function during 1952Ql to 1988Q4. 
The evidence consists of showing that real M2 
balances are cointegrated9 with real income and a 
market rate of interest, which means that there 
exists a stable long-run demand function for real M2 
balances as a function of real income and a market 
rate of interest. 

A Long-Run Money Demand Equation 

The transactions models of money demand sug- 
gest that the public’s demand for real money balances 
depends upon a scale variable commonly measured 
by real income and an opportunity cost variable com- 
monly measured by a market interest rate. Consider, 
for example, the following linear semi-log specifica- 
tion (1) 

ln(M/P)r = a + b lnyr - c Rt + ut (1) 

where M is the nominal stock of money; P, the price 
level; y, real income; R, a market rate of interest; 
and u, the error-term. The symbol In denotes the 
natural logarithm. The variables in (1) are the long- 
run determinants of real money demand. In the short 
run, actual real money balances could differ from the 

9 Let Xrt, Xat, and Xst be three time series, each fust difference 
stationary. Then these series are said to be cointegrated if there 
exists a vector of constants (011, (~2, CY~) such that Z, = err Xu 
+ ~2 Xat + erg Xst is stationary. The intuition behind this defi- 
nition is that even if each time series is nonstationary, there might 
exist linear combinations of such time series that are stationary. 
In that case, multiple time series are cointegrated and share some 
common stochastic trends. We can interpret the presence of 
cointegration to imply that long-run movements in these 
multiple time series are related to each other. 

value suggested by such determinants. This is im- 
plied by the presence of the error term ut in (1). 
However, if equation (1) is true, then ut is a stationary 
zero mean process. 

It should be pointed out that if the parameter b 
in (1) is unity, then (1) could be expressed as a 
velocity equation (2) 

ln(Py/M) = a’ + c’ Rt + et 

where all variables are as defined above. 

(2) 

Testing the Existence of a Long-Run M2 
Demand Function: The Issue of Cointegration 

The variables in the money demand equation (1) 
above have stochastic trends and hence are nonsta- 
tionary. The proposition that this equation describes 
the long-run relationship among the variables can be 
interpreted to mean that the stochastic trend in real 
money balances is related to stochastic trends in real 
income and the nominal rate of interest. This impli- 
cation is related to the concept of cointegration 
discussed in Granger (1986), which states that 
cointegrated multiple time series share common 
stochastic trends. Hence, the existence of a stable 
long-run M2 demand function (1) can be examined 
using the test of cointegration discussed in Engle and 
Granger (1987). 

This test for cointegration consists of two steps. 
The first tests whether each variable in equation (1) 
has a stochastic trend. One does this by performing 
a unit root test on the variables. The second step 
tests whether stochastic trends in these variables are 
related to each other. In particular, the question of 
interest here is whether the stochastic component 
in real M2 balances is related to stochastic com- 
ponents in real income and the nominal rate of 
interest. This can be examined by estimating the 
cointegrating regression of the form (3) 
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ln(M/P) = yo + yr lnyt + y2 Rt + Ut (3) 

and then testing whether the residual Ut has a unit 
root. If Ut does not appear to have a unit root while 
the left-hand and right-hand variables have a unit root, 
then the variables are said to be cointegrated. In 
that case, ordinary least squares estimates of (3) are 
consistent and can be used to calculate long term 

2 elasticities. 

Test Results for Cointegration 

The test used to detect a unit root in a given time 
series Xt is the Augmented Dickey-Fuller (ADF) test 
[Fuller (1976)) and is performed estimating the 
following regression 

AXt = e + f T + i gS AX,-, 
s=l 

+ h Xt-r + et (4) 

where et is an independent and identically distributed 
disturbance and n is the number of lagged values 
of first differences that are included to allow for 
serially correlated errors. If there is a unit root in Xt, 
then the estimated coefficient h in (4) should not be 
different from zero. The results of estimating (4) for 
real M2 balances, M’2 velocity, real income, the op- 
portunity cost variable and the nominal rate of in- 
terest are presented in Table V. These test results 
shown are consistent with the presence of a unit root 
in each of the relevant variables. The only excep- 
tion is the opportunity cost variable measured as the 
difference between the market rate of interest (R) 
and the own rate of return on M2 (RMZ). This 
variable, R - RMZ, appears stationary over the period 
1952&l to 1988Q4. Hence, in tests for cointegra- 
tion the opportunity cost of holding M2 is measured 
by the market rate of interest (R). 

Table VI presents results of regressing real M2 
balances on levels of real income and the market rate 
of interest and M2 velocity on the level of the market 
rate of interest. Regressions are presented for two 
measures of income, real personal income and real 
GNP. The results of applying the formal ADF test 
for detecting a unit root in the residual series are also 
reported there. The estimated coefficient that appears 

I on the lagged level of the residual in the relevant 
regressions range between - . 10 to - 20 and are 
generally significantly different frqm zero at the 5 per- 
cent level (see coefficient values h and the associated 
t values in panels 1 though 4 in Table VI). This result 
implies that the residuals Ut in (3) and et in (2) are 
stationary. 

Table V 

UNIT ROOT TEST STATISTICS 

Augmented Dickey-Fuller Equation 

q=e+fT,+ ~&~-,+h&-, 
s=l 

X h t statistic (h = 0) Q(d) 

InrM2 

lnrM22 

lnw 

lnry 
R 

R-RM2 

InVM2 

lnVM22 

- .02 - 1.40 32.8t.62) 

- .03 - 1.90 42.7t.20) 

-.Ol -.9 28.3t.81) 

-.04 -2.0 18.8t.99) 

-.14 -2.9 30.1(.74) 

- .23 - 3.90* 36.9t.42) 

- .067 -2.6 41.4(.25) 

-.lO -2.7 43.3(. 18) 

Notes: The Augmented Dickey-Fuller regression is estimated over the period 
1952Ql to 1988Q4. In is the natural logarithm. rM2 is M2 deflated 
by the implicit price deflator for consumption expenditures; rM22, 
M2 deflated by the implicit GNP deflator; ry, real GNP; rpy, real 
personal income; R, the 4-6 commercial paper rate; VM2, nominal 
personal income drvrded by M2; VM22, nominal GNP divided by 
M2; T, time trend; and RM2, the own rate of return on M2. RM2 
is a weighted average of the rates payable on components of M2. 
h is the estimated coefficient that appears on the lagged level of 
the variable in question and the 5% critical value of the t statistics 
is 3.45 [Fuller (19761, Table 8.5.211. Qfsl) is the Ljung-Box 
Q-statistic based on 36 autocorrelations of the residual and sl is 
the significance level. 

The long-run real M2 balances predicted by the 
cointegrating regression are shown in Charts 1 and 
2 along with actual real M’2 balances. Chart 1 uses 
real personal income and Chart 2 real GNP in the 
relevant cointegrating regression. As can be seen, 
there are differences between actual and estimated 
long-run real M2 balances but these differences 
appear stationary. 

The results on unit roots presented above imply 
that levels of the variables entering the M2 demand 
regression (3) and velocity regression (2) are nonsta- 
tionary but cointegrated. The parameter estimates 
of the regressions (3) and (2) presented in Table VI 
are therefore consistent. The coefficient that is 
estimated on real income (measured either by real 
personal income or by real GNP) is unity, suggesting 
that the income elasticity of money demand is 
unity. The long-run value of the coefficient estimated 
on the market rate of interest in real M2 demand 
regression is approximately - 1. This estimate 
implies that when the market rate of interest rises 
by 100 basis points, real demand for M2 balances 
rises by 1 percent in the long run. 
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Table VI 

TEST STATISTICS FOR COINTEGRATION OF REAL M2 AND M2 VELOCITY 

Semi-Log Specification 

1. Cointegrating Regression: In(M2/p), = -.6 + 1.0 Inrpy, - 1.2 R, + G, 

Augmented Dickey-Fuller Regression: Au, = h itel + : Au,-, 
s=l 

Lag length n:4 Estimated h = -.ll Test statistic for h = 0: -2.6 

5% critical value for h: 3.6 [Engle and Yoo (19871, Table 31 

2. Cointegrating Regression: ln(M2/p2), = -5.9 + 1.1 Inry, - 1.1 R, + it 

Augmented Dickey-Fuller Regression: Ah, = h utel + i Au,-, 
s=l 

Lag length n:O Estimated h = -.20 Test statistic for h = 0: -4.1 

5% critical value for h: 3.9 [Engle and Yoo (19871, Table 21 

3. Cointegrating Regression: In(GPY/M2), = .2 + .78 R, + it 

Augmented Dickey-Fuller Regression: A;, = h etel + l A;,-, 
s=l 

Lag length n:4 Estimated h = -.lO Test statistic for h = 0: -3.13 

5% critical value for h: 3.17 [Engle and Yoo (19871, Table 21 

4. Cointegrating Regression: In(GNP/M2), = .5 + .24 R, + e^, 

Augmented Dickey-Fuller Regression: A;, = h Gtml + i A;,-, 
s=l 

Lag length n:4 Estimated h = -.lO Test statistic for h = 0: -3.21 

5% critical value for h: 3.17 [Engle and Yoo (19871, Table 21 

Q(sl) = 30.6t.58) 

Q(sl) = 36.2 t.45) 

Q(sl) = 29.0 t.66) 

Q(sl) = 4.7 t.10) 

Notes: The cointegrating regressions are estimated over the period 1952Ql to 1988Q4. p is the deflator for consumption expenditures: 
p2, the implicit GNP deflator; GNP, nominal GNP; and GPY, nominal personal income. See Note in Table V for definition of other 
variables. 

12 ECONOMIC REVIEW, SEPTEMBER/OCTOBER 1989 



Dollars 

2500 

Chart 1 

Actual and Long-Run Real M2 Balances 

2300 

2100 

1900 

1700 

1500 

1300 

1100 

900 

700 
1954 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 

Note: Long run is the value predicted from a regression of real M2 on real personal hcoms and the commercial paper rate. 

Dollars 

2500 

2300 

Chart 2 

Actual and Long-Run Real M2 Balances 

2100 

1900 

1700 

1500 

1300 

1100 

700 
1954 i6 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 

Note: Long run is the value predicted from a regression of real M2 on real GNP and the commercial paper rate. 

FEDERAL RESERVE BANK OF RICHMOND 13 



MZANDMONETARYPOLICY 

Robert L. Head 

I. 

INTRODUCTION 

Consistent with its mandate in the Humphrey- 
Hawkins Act of 1978, the Federal Reserve System 
each year sets a calendar-year target for the monetary 
aggregate M2. The M2 target is in the form of a cone 
with a base equal to the realized value of M2 in the 
fourth quarter of the previous year. In this form, the 
target does not fix the trend rate of growth of M2. 
Also, the level of the target changes as a consequence 
of base drift. That is, the level of a new target is 
changed each year by the amount of the previous 
year’s target miss, where the miss is measured as the 
deviation in the fourth quarter between realized M2 
and the midpoint of the target cone [Broaddus and 
Goodfriend (1984)]. 

This paper examines the effect of specifying the 
M2 target as a multiyear trend line. Such a target 
would determine the trend rate of growth of M2 and 
would eliminate random drift over time in M2.l If 
the trend line were set to rise by three percent each 
year, this form of M2 target would embody a pro- 
posal originally made by Milton Friedman (1960). 
What would an operationally significant, multiyear 
target for M2 in the form of a trend line rising at three 
percent per year imply about variables of fundamental 
concern, in particular, the dollar income of the public 
and the price level? The answer depends upon the 
behavior of the public’s demand for real M2, that is, 
its demand for the purchasing power represented by 
M2. This assertion can be explained by reference 
to the quantity theory of money. 

The quantity theory can be summarized in the 
formula M = k1, where M is money, k is the ratio 
the public maintains between its money balances 
and its dollar income, and I is dollar income. The 

1 The proposed rule would require the Fed to establish some 
form of a feedback rule running from M2 to its policy variable. 
A decision would need to be made about the extent of the change 
in the policy variable that would be triggered by deviations of 
M2 from the targeted trend line. This decision raises issues 
treated in the literature under the heading of the optimal amount 
of interest rate smoothing. [See Poole (1970).] These issues are 
not discussed here. Regardless of the way in which this aspect 
of oolicv is determined, random fluctuations in M2 would not . , 
affect the target path. The operating procedures actually chosen 
would, periodically, make M2 coincide with a fixed trend line. 

quantity theory gives this formula economic content 
with the assumption that the behavioral relationship 
governing the money stock is largely independent 
from the behavioral relationships governing real 
variables.2 The variable k, the ratio the public 
desires to maintain between its money balances and 
its income, is one way of expressing the public’s de- 
mand for real money balances. The quantity theor) 
assumes that over a significant period of time this 
real variable is determined in a way that is largel) 
independent from the behavior of money (M). If the 
Fed constrains M2 (M) to adhere over tie to a given 
target path, it follows that the behavior of dollar in- 
come (I) will be determined by the behavior of k.. 

Alternatively, the quantity equation can be ex- 
pressed as M = (kQ)*P. (In the formula above,, 
substitute P-Q for I. The product of the price level,, 
P, and real income, Q, equals dollar income, I.) The: 
product kQ is the amount of its real income the: 
public desires to maintain in the form of real money 
balances. Both k and real income (Q) are real 
variables, and, over significantly long periods of time, 
are assumed to be determined in a fundamentally dif- 
ferent way than the nominal variable M. If the Fed 
constrains M2 (M) to adhere over time to a given 
target path, it follows that the behavior of the price: 
level (P) will be determined by k*Q. 

The paper examines the behavior of the public’s 
demand for real M2. This behavior is shown to have: 
changed very little over long periods of time, even 
with substantial financial innovation in the 1980s. 
Moreover, random disturbances to the public’s de-, 
mand for real M2 have tended to be offsetting over 
time. It follows that an M2 target in the form of a 
trend line that remains fixed over time can make the 
trend rate of growth in dollar income equal to the 
trend rate of growth in real income. The trend rate 
of inflation, consequently, can be made to equal zero. 
It also follows that such a target can eliminate over 
long periods of time much of the random drift cur- 
rently exhibited by the price level. 

2 Real variables are expressed in terms oi physical quantities or 
rates of exchange between physical quantities (relative prices). 
Dollar (nominal) variables are expressed in terms of current 
dollars. 
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The paper also examines the variability of the 
public’s demand for real M2. Estimated money de- 
mand functions divide this variability into random 
and systematic components. Although the random 
changes to MZ. demand tend to average out over 
time, they can be large for individual years. Also, the 
systematic changes in M2 demand due to changes 
in the cost of holding M2 are important over periods 
of a year or more. For these reasons, there is only 
a low correlation between M2 and income over 
periods of a year. Consequently, the proposed M2 
target would not reduce significantly yearly fluctu- 
ations in income. Its value would lie in eliminating 
the tendency for the price level to rise in a sus- 
tained way. 

II. 
A LONG-RUN PERSPECTIVE ON M2 VELOCITY 

M2 velocity is dollar income divided by M2 (the 
inverse of the variable k). In order to understand the 
implications of M2 targeting, it is important to know 
whether M2 velocity is stationary or nonstationary. 
A stationary series gravitates over time around a 
fared value. A nonstationary series wanders aimlessly 
through time without any fixed reference point. The 
data indicate that M2 velocity is a stationary series. 

Figure 1 shows M2 velocity (GNP divided by M2) 
starting in 1914. 3 The horizontal axis is drawn 
through the value of velocity in 1914 (1.6). M2 
velocity exhibits greater variation before 1950, which 
may be due to the greater magnitude of shocks im- 
pinging on the economy. Over the entire period, 
velocity appears to be stationary. That is, velocity 
periodically returns to the horizontal axis. 

A general time-series model for M2 velocity is 

(1) Vt-m=cr(Vt-r-m)+et. 

That is, the current deviation of velocity (V) from 
its mean (m) equals some fraction of last period’s 
deviation from the mean plus a random error, et. Sta- 
tionarity of velocity implies cl < 1. In this case, a 
deviation of velocity from its mean value tends to 
be reduced. Nonstationarity of velocity corresponds 
to the special case where cr = 1. In this case, the 
model becomes 

3 Figure 1 uses GNP in the calculation of velocity since Balke 
and Gordon (1989) make GNP, but not income, available for 
a long period of time. In the remainder of the paper, velocity 
is defined as nersonal income divided bv M2. Personal income 
is used be&se it worked somewhat better than GNP in the 
money demand regressions reported in Tables II and III. 

Velocity 

Figure 1 

M2 Velocitv 

Notes: M2 velocity is GNP divided by M2. From 1914 to 
1929, GNP is from Balke and Gordon (1989). From 1930 on, 
GNP is from the Commerce Department. From 1914 to 7958, 
M2 is from Friedman and Schwartz (1970). Over this period, 
M2 is the latters’ M4 series, with S&L shares interpolated 
when necessary. From 1959 to present, M2 is from the Board 
of Governors. 

(2) Vt =vt-1 +et. 

A nonstationary series wanders randomly over time. 
As shown in (Z), if velocity is nonstationary, the best 
prediction of current velocity will simply be last 
period’s velocity, since et by assumption is random 
noise. 

The hypothesis of nonstationarity then can be 
tested by fitting the following regression: 

(3) In Wt - iii) = crln (V,- r - m) + et. 

(In is logarithm. The use of logarithms expresses 
velocity in (3) as a percentage deviation from its 
estimated mean value m.) The hypothesis of nonsta- 
tionarity is embodied in the null hypothesis cl = 1. 
The alternative hypothesis of stationarity is cl < 1 .4 

Table I displays the results of estimating regres- 
sion (3) using a_nnual average data. The lagged term, 
Aln (Vt _ r - m), was included because of the need 
to remove serial correlation from the errors. (A is the 
first-difference operator.) Because of the change in 
the variability of M2 velocity around 1950, the test 
is performed starting in 1950. The OLS t-test of 
the null hypothesis cl = 1 yields a statistic of -4.8 

4 An alternative way to test for nonstationarity is to run the 
regression (Vr - Vt - 1) = CO + cl Vt - r + ct. The hypothesis 
of nonstationarity is then the null hypothesis that ca = cl = 0. 
With co = cl = 0, the regression corresponds to model (2). 
The relevant test statistic is an F statistic, whose distribution 
is given in Dickey and Fuller (1981). This regression was run 
in logs and with one lagged fust difference of velocity to eliminate 
serial correlation in the residuals. The test in this form yields 
the same result as the test in the form reported in Table I. 
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Table I 

VELOCITY AUTOREGRESSION, 1950 TO 1988 

In V, = .60 In V,-, + .36 Aln Vt-, + Gt 
t.083) (. 127) 

CRSQ = .64 SEE = .023 DW = 1.7 DF = 37 

Notes: Observations are annual averages of the ratio of personal income 
to M2, divided by the average value of these observations from 
1950 to 1988. In is the logarithm. A is the first-difference operator. 
CRSQ is the corrected R-sauared: SEE standard error of estimate; 
DW the Durbin-Watson ;tatisti& DF is degrees of freedom. 
Standard errors in parentheses. Estimation is by OLS. 

[(.60 - 1)/.083]. Fuller (1976, Table 8.52) gives 
- 3.75 as the critical value for a test at the 1 

percent significance level of the null hypothesis that 
cl = 1. The hypothesis that cl equals one can be 
rejected at the 1 percent level of significance. M2 
velocity appears to be stationary.5 

Stationarity of M2 velocity means that M2 and 
dollar income move together over time. Figure 2 
shows annual observations of M2 and personal in- 
come from 19.50 to 1988. Each series was put in 
index number form by dividing its values by the 
series’ 1950 value. Logarithmic values are plotted, 
so each series starts in 1950 with a common base 
of zero. Although the divergence between the M2 
and the income series for particular years is signifi- 
cant, the divergence between the two series does not 
grow over time. It follows that an operationally signifi- 
cant M’Z target in the form of a trend line would 
cause dollar income to fluctuate around a fixed trend 
line. 

Assuming that the proposed M2 target made in- 
come fluctuate around a fixed trend line, how large 
would these income fluctuations be? In answering this 
question, it is useful to examine M2 demand func- 
tions, which split variability in M2 demand into 
systematic and random components. The effect of 

5 The test for nonstationarity of M2 velocity was also per- 
formed for the period from 1914 through 1988. Velocity was 
defined as the ratio of GNP to M2 and the Balke-Gordon (1989) 
GNP data were used from 1914 through 1929. Thereafter, 
Commerce Department data were used. M2 velocity was first 
expressed as a deviation from its mean value over this period. 
The velocity series was then normalized so that its variance was 
the same before and after 1950. The series from 1914 through 
1949, expressed as deviations from the mean, was divided by 
its standard deviation over this period. The velocity series from 
1950 through 1988 was adjusted similarly, and the resulting series 
were combined. Using this series, a regression was then run like 
the one shown in Table I. The hypothesis of nonstationarity, 
as before, was tested with the null hypothesis that the coeffi- 
cient on lagged velocity is one. The hypothesis of nonstationarity 
can almost, but not quite, be rejected for the period 1914 through 
1988 at the 1 percent level of significance. 

Figure 2 

M2 and Personal Income 

Notes: Observations are annual values of the natural logarithm 
of an index number that uses the year 1950 as a base value. 

an M2 target in the form of a trend line can then be 
discussed with respect to each kind of variability6. 

Ill. 
M2 DEMAND FUNCTIONS 

In order to understand the variations in velocity 
shown in Figure 1, it is necessary to take account 
of changes in the cost of holding M2. This point is 
illustrated by Figures 3 and 4. Figure 3 shows M2 
velocity (personal income divided by M2) and a 
measure of the interest foregone by holding M2 rather 
than a money market instrument. Specifically, the 
money market opportunity cost of holding M2 is 
measure of the interest foregone by holding M2 rather 
than a money market instrument. Specifically, the 
money market opportunity cost of holding M2 is 
measured as the interest rate on commercial paper 
minus a weighted average of the explicit rates of in- 
terest paid on the components of M2. When money 
market rates rise relative to the rates paid on the com- 
ponents of M2 like time and savings deposits, it 
becomes more costly to hold M2. The public then 
holds fewer M2 balances relative to its income and 
velocity therefore rises. Conversely, when it becomes 
less costly to hold M2, velocity falls. 

Figure 4 shows M2 velocity and the rate of infla- 
tion, which is used as a proxy for the cost of 

6 The magnitude of fluctuations in income would also depend 
upon the aspect of policy referred to in footnote 1, that is, 
whether the degree of interest rate smoothing chosen is optimal. 
The optimal amount of smoothing increases with the importance 
of random shocks to money demand relative to random shocks 
to real aggregate demand [Poole (1970)). 
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Figure 3 

M2 Velocity and the Mone Market 
Percent Opportunity Cost of il 2 Velocity 

1.25 

55 60 65 70 75 80 85 

Notes: Velocity is personal income divided by M2. The money market oppor- 
tunity cost of M2 is the 4-6 month commercial paper rate minus a weighted- 
average of the explicit rates of interest paid on the components of M2. Obser- 
vations are four-quatter moving averages of the contemporaneous value and three 
lagged values. Tick marks above years correspond to first quarter of year. 

holding M2 rather than physical assets.7 When 
inflation rises, it becomes more costly to hold M2, 
and velocity rises. Conversely, when inflation falls, 
velocity falls. Figure 4 also shows that changes in 
inflation tend to lead changes in velocity. Appar- 
ently, when inflation changes, significant time is re- 
quired for the public to substitute between M2 and 
physical assets. 

Figures 3 and 4 suggest the following regression 
equation to explain the public’s demand for real M2. 

(4) Ins It = CO + crln - - 
PtN 

dRt - RMt) 
t’ t 

- cs Aln Pt + pt 

M is M2, P the price level, N population, I income, 
R the interest rate in the money market, RM the 
own rate of return on M2, and y an error term. The 
natural logarithm is In. The left-hand variable is (the 
log of) real per capita M2. The right-hand variables 
are a constant, (the log of) real per capita income, 

7 The nominal return to holding physical assets is the sum of 
the rental rate on these assets plus the change in their price 
expected by the public. Neither of these variables is observable. 
The proxy used for this return, the rate of inflation, does not 
capture the rental rate on physical assets. In addition, actual 
inflation is not necessarily a good measure of the public’s 
expectation of the change in p&es on physical assets. Despite 
these drawbacks, Figure 4 does show a positive correlation 
between M2 velocity and inflation. 

the difference between a money 
market rate of interest and the 
weighted average of the explicit rates 
paid on the components of M2, and 
the rate of inflation (Aln Pt, which 
is the difference in the log of the 
price level in periods t and t-l). 

This regression was fit for the 
years 1950 through 1988 with a con- 
temporaneous value and one lagged 
value on the right-hand variables. A 
simpler regression without 
distributed lags on the right-hand 
variables, however, yielded values 
for the estimated coefficients very 
close to the values of the sum of the 
estimated coefficients in the first 
regression. The latter, simpler 
regression, is shown in Table II. It 
includes one contemporaneous term 
for real income and the money 
market opportunity cost of holding 
M2 and one lagged term, but no 
contemporaneous term, for inflation. 
The regression results shown in 

Table II indicate that an increase of one percentage 
point in the money market opportunity cost of 
holding M2 produces a decrease of 1.33 percent in 
real M2 demand. They also indicate that an increase 
in the inflation rate of one percentage point produces, 
with a lag of one year, a decrease of .79 percent in 
real M2 demand. 

The standard error of estimate (SEE in Table II) 
is one measure of the average annual variation in real 
M2 demand due to random disturbances unrelated 
to changes in real income and in the cost of holding 
M2. In percent, it is 2.3. (The low value of the 
Durbin-Watson statistic shows that there is a signifi- 
cant amount of persistence in these random disturb- 
ances,) The largest annual random disturbance to the 
public’s real M2 demand was an overprediction of 
- 3.7 percent, which occurred in 195 1. There is then 
considerable random annual variation in real M2 
demand. 

Estimation using data in level form, as in Table 
II, could produce a good fit spuriously. The regres- 
sion could fit a trend in the left-hand variable, real 
M2, to a trend in one of the right-hand variables, 
especially real income, even though these trends are 
unrelated economically (Granger and Newbold 
(1974)]. The low Durbin-Watson statistic of these 
regressions (indicating high first-order serial correla- 
tion of the residuals) suggests the possibility that the 
regression is explaining only the trend of real M2, 
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Inflation 

Figure 4 

M2 Velocity and Inflation Velocity 
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Notes: Velocity is personal income divided by M2. Observations are four- 
quarter moving averages of the contemporaneous value and three lagged 
values. Inflation is four-quatier percentage changes in the implicit consumption 
expenditures price deflator. Tick marks above years correspond to first quarter 
of year. 

not its annual variation. Differencing the variables, 
by removing trends in the data, eliminates this po- 
tential problem. Differencing, however, removes 
common trends that may in fact be important for 
explaining economic relationships. There is no clear 
criterion for choosing between regressions using data 
in level form and in first-differenced form. 

8 A regression was estimated using dif- 
ferenced data and one contemporaneous 
and lagged value on the right-hand 
variables, but with the calculated rate of 
return on M2 entered as a separate 
variable, rather than in the form of a dif- 
ference with the commercial paper rate. 
That is, the own rate of return on M2 
was entered separately from the rates of 
return on the substitutes for M2, money 
market instruments and physical assets. 

Fortunately, the absence of deterioration in fit in 
regressions estimated using differences indicates that 
the spurious regression phenomenon mentioned 
above is not a problem. Also, the estimated coeffi- 
cients are similar in regressions using data in level 

Table II 

This regression yielded almost the same estimates of the coeffi- 
cients on the real income and inflation variables as shown in 
Table III. The estimates of the coefficients on the paper rate 
and on the own rate of return on M2 were practically of the same 
magnitude, but with a negative coefficient on the paper rate and 
a positive coefficient on the M2 own rate. This unconstrained 
regression, then, suggested the essentially identical regression 
of Table III, where the paper rate and the MZ own rate are 
entered as a difference. Entering the opportunity cost variable 
for physical capital as the difference between the inflation rate 
and the own rate of return on M2 resulted in little change for 
regressions using first differences, but produced a deterioration 
of fit for regressions in level form. 

form and in first-differenced form. 
This similarity indicates that dif- 
ferencing does not produce an 
unacceptable loss of information. 
Table III reports regression 
results over the years 1950 to 
1988 using differences.8 Percen- 
tage changes in real per capita M2 
are regressed on percentage 
changes in real per capita income, 
changes in the money market op- 
portunity cost of holding M2, and 
changes in the rate of inflation.9 
The right-hand variables are 
entered with a contemporaneous 
term and one lagged term.‘O 

The regressions shown in Tables II and III are similar to the 
regressions that Friedman and Schwartz (1982) estimate in their 

Table 6.14. They calculate the money 
market opportunity cost variable for M2 dif- 
ferently, however. (Essentially, they assume 
that banks could costlesslv evade the pro- 

REAL M2 DEMAND REGRESSION, 1950 TO 1988 
hibition of payment of interest on demand 
denosits and Ree. 0.) Thev also orefer the 
peicentage change%‘GNP; rather than in- 

In 2 = -.20 + 1.01 In-It - 1.35 (R, - RMJ - .73 Ah P,-, 
flation, as the opportunity cost variable for 

+ ;Lt physical capital. Use of the percentage 

t’ t (4.1) (55.2) P<N, (4.0) (3.7) change in GNP, rather than inflation, in the 
regressions shown in this paper resulted in 
approximately the same fit for regressions ! 

run with differenced data. The fit 
deteriorated for reeressions run with data in 

CRSQ = .99 SEE = .023 DW = .60 DF = 35 

Notes: M is M2; P the personal consumption expenditures deflator; N population of the U.S.; 
I oersonal income: R the 4-6 month commercial oaoer rate exoressed as a decimal: RM 

level form, howe&. 
.-- ~~ 

the own rate of return on M2. Data are annual averages. In is the natural logarithm. A 
is the first-difference operator. CRSQ is the corrected R-squared; SEE the standard error 
of estimate; DW the Durbin-Watson statistic. DF is degrees of freedom. Absolute value of 
t statistics in parentheses. Estimation is by OLS. The right-hand variables include one 
contemporaneous term for real income; one contemporaneous term for the money market 
opportunity cost of holding M2; and one lagged term, but no contemporaneous term, 
for inflation. 

9 Aln, a first difference in logarithms, yields 
a continuously compounded percentage 
change. A is a simple first difference. 

10 The first differences of the data are 
multiplied by the falter (1 - .16L - .25Lr), 
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Table III 

CHANGE IN REAL M2 DEMAND REGRESSION, 1950 TO 1988 

Aln 2 
t’ t 

= .84 Aln & - 2.12 A(R, - RM$ - 
(7.7) t’ t (7.9) 

1.01 AtIn Pt - In PtelI + Gt 
(5.4) 

CRSQ = .85 SEE = .012 DW = 2.0 DF = 33 

Notes: A is the first-difference operator. The right-hand variables include a contemporaneous term and one 
lagged term. The sum of the estimated coefficients (and absolute value of its t statistic) is shown. 
The estimated coefficients on the contemporaneous and lagged terms (absolute value oft statistics in 
parentheses) are for Aln (IJP~N,), .33 (3.2) and .51 (4.9); for ACR, - RM,), -.87 (4.9) and 
- 1.25 (6.1); and for A(ln Pt - In Ptml), - .62 (5.1) and - .39 (3.6). The first differences of the 
data are multiplied by the filter (1 - .17L - .26L2), where L is the laer operator. - 

The estimated money de- 
mand errors used to fit (5) 
are taken from a money de- 
mand regression like the 
one shown in Table II, 
which uses annual observa- 
tions in level form. The 
regression included a con- 
temporaneous and one 
lagged value for each right- 
hand variable. The contem- 
poraneous disturbance esti- 

The magnitude of the coefficients estimated on the 
opportunity cost variables rises somewhat in com- 
parison to the regression using data in level form. 
Differencing eliminates the upward trend over the 
1950 to 1988 period in the money market oppor- 
tunity cost of holding M2 and in inflation. The 
upward trend in these variables correlates with the 
upward trend in real M2 and appears to have biased 
downward the estimates of the coefficients on these 
variables reported in Table II. Increases of one 
percentage point in the money market opportunity 
cost of holding M2 and in the inflation rate are now 
estimated to reduce real MZ demand by 2.13 and 
1.04 percent, respectively. 

Do the random disturbances to the public’s de- 
mand for real M2 (the pt of a regression like the one 
estimated in Table II) average out over time or 
cumulate? Alternatively, does the left-hand variable 
in money demand regressions, real M2, move 
together or diverge over time from the right-hand 
variable, real income. The relevant statistical test is 
whether the disturbances in an M2 demand regres- 
sion are stationary or nonstationary. The test is per- 
formed as above in the test of the stationarity of 
velocity. Nonstationarity of disturbances to money 
demand implies that the best prediction of the cur- 
rent value of a disturbance bt) is the prior disturb- 
ance ht _ 1). In the regression equation (S), nonsta- 
tionarity implies that cl = 1 and & is a white noise 
error. 

(5) pt = wt-1 +& 

mated from this regression 
is regressed on its own 

lagged value. See Table IV. (No lagged first differ- 
ences were needed in order to eliminate serial corre- 
lation in the errors.) The null hypothesis of nonsta- 
tionarity is that the coefficient on the lagged term 
is one. 

The OLS t-test of the null hypothesis that the true 
value of the coefficient on it - 1 equals one yields 
a statistic of -3.8 [(.44 - 1)/.147]. Fuller (1976, 
Table 8.52) gives -3.75 as the critical value for a 
test of the null hypothesis at the 5 percent significance 
level. The null hypothesis of nonstationarity can be 
rejected at the 5 percent level of significance. [Also, 
see Mehra (1989).] Random disturbances to real M2 
demand tend to average out over time. 

Because real M2 and real income both possess 
strong positive trends, neither are stationary variables. 
Stationarity of the disturbances estimated from the 
M2 demand regression equation implies, however, 
that the difference between real M2 (the left-hand 
variable of the regression) and real income (a right- 

hand variable) is stationary. Real M2 (3 and real 

income (Q) move together over time. 

Because real M2 (F) and real income (Q) move 

together over time, it follows that money per unit 

Table IV 

AUTOREGRESSION OF M2 DEMAND ERRORS 
1951 TO 1988 

where L is the lag operator. That is, each data point is a first 
difference minus .16 times the difference one period prior and 
minus .25 times the difference two periods prior. This filter 
removed residual autocorrelation in ihe errors left after first 
differencine. The coefficients used in the filter are derived from 
the fitted eyrors obtained in a regression like that of Table III, 
except using simple first differences. The contemporaneous 
fitted error from this regression was regressed on its two prior 
lagged values. The estimated coefficients on these lagged values 
are the values used in the filter. 

6, = .44 it-l + it 
(. 147) 

CRSQ = .20 SEE = .018 DW = 2.0 DF = 37 

Notes: The it is the estimated error from a regression in the form shown 
in Table II. The regression used to generate the errors included a 
contemporaneous and one lagged term on the right-hand variables. 
The standard error is in parentheses. 
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of output (g) and the price level (P) move together 
Q 

over time. The quantity equation can be written as 
M 
- = kQ. Stationarity of disturbances to M’Z de- 
P 
mand is a reflection of the stationarity of M2 ve- 
locity, or its inverse, k. This stationarity implies 

that l$ and Q move together over time. When the 

quantity equation is rearranged as g = k-P, it is seen 
Q 

that stationarity of M2 velocity also implies that 

money per unit of output (3 and the price level (P) 

move together over time. 

If each of the Series in Figure 2 is divided by real 
income (Q), the graph would plot M2 per unit of 

output (g) and the price level (P).” Like the series 
Q 

shown in Figure 2, these transformed series do not 
diverge over time. A target for M2 (M) in the form 
of a given trend line then will tie down the price level 
(P), apart from random permanent disturbances to 
real income (Q). These disturbances affect the 

denominator of money per unit of output (3 and 

will affect the price level (P) permanently. Such 
disturbances cause the price level to drift away over 
time from any given base value. Such drift, however, 
is small relative to the drift in the price level caused 
by the current drift in M2. A trend-line target for M2 
fixed over time would largely eliminate the present 
amount of drift in prices. This statement is illustrated 
below. 

Note first, however, that the regression analysis 
of Table II yields an estimate of the income elas- 
ticity of demand for real M2 (the estimated value of 
cr) of one. It follows that the trend rate of growth 
of real M2 and of real income are the same. This 
fact is shown in Figure 1 by the trendlessness of M2 
velocity. The quantity equation can be written as 
V = Q/(M/P). The trend rate of rise in Q and M/P 
is the same. If a trend-line target for M2 rose at the 
same rate as the trend rate of growth in real income, 
say, three percent per year, the trend rate of rise in 
the price level would be zero.‘2 On average, the in- 
crease in the demand for real M2 would be supplied 
by the increase in M2. On average, there would be 
no need for the price level to change. 

I1 This form of Figure 2 has long been used by quantity theorists. 
See, for example, Friedman (1958 and 1987). Humphrey (1989) 
provides a history of the graph. 

rz Over the period 1950 to 1988, the trend rate of growth of 
real GNP was almost exactly 3 percent. 

Consider now the Friedman proposal that M2 be 
made to grow at 3 percent per year. As noted in the 
introduction, the quantity equation can be written 
as M = (kQ)*P. In percentage change form, and with 
k equal to a constant over a long period of time, this 
formula implies that the trend rate of growth of 
money (M) will equal the trend rate of growth of real 
income (Q) plus the trend rate of growth of prices 
(P). Assuming that the trend rate of growth of real 
income is three percent, it follows that the trend rate 
of growth of prices will equal the trend rate of growth 
of money minus three percent. 

This last formula was used to predict the change 
in the price level since 1950. The price level (con- 
sumption expenditures deflator) and M2 were ex- 
pressed as index numbers with a base of 100 in 1950. 
The figure for the percentage excess of M2 over a 
trend line rising at three percent per year was used 
as the prediction of the percentage change in the price 
level from its 1950 base. The value of the index 
number for the price level in 1988 was predicted to 
be 517, while its actual value was 475. The actual 
value of the price level then was 8.5 percent below 
the predicted value. It follows that if procedures had 
been in place since 1950 to constrain M2 to grow 
around a trend line rising at three percent per year, 
the price level in 1988 would have fallen from 100 
in 1950 to 91.5, a decline of 8.5 percent. Instead, 
the price level rose to 475. An operationally signifi- 
cant trend-line target for M2 will eliminate most of 
the drift over time in the price level. 

IV. 
M2 DEMAND AND FINANCIAL INNOVATION 

IN THE 1980s 

The average magnitude of the estimated errors of 
the regressions in Tables II and III is no larger in 
the 1980s than in other periods. Financial innova- 
tion has not affected the stability of the M2 demand 
function. One reason is that the definition of M2 has 
imposed considerable continuity on the kinds of 
financial instruments included in M2. M2 is com- 
posed of transactions instruments and savings instru- 
ments available in small denominations. ‘3 It excludes 
money market instruments, which are issued in large 

I3 The exception is overnight Eurodollars and overnight repur- 
chase agreements. These instruments, which are good substitutes 
for corporate demand deposits, do not comprise a significant 
fraction of M2. 

There is a quirk in the definition of M2 that reduces its 
economic continuity over time. MZ includes time deposits less 
than $100,000. With inflation, over time, the definition of M2 
includes continually fewer time deposits representing a large 
amount of purchasing power. The $100,000 value used to ex- 
clude large time deposits should be indexed to change with the 
inflation rate. 
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denominations, except to the extent that such in- 
struments are made available in small denominations 
through money market mutual funds. Figure 5 shows 
the composition of M2 over time. 

To understand why financial innovation in the 
1980s altered the character of the public’s demand 
for Ml, but not M2, one must understand how this 
innovation altered the substitutions among savings 
instruments prompted by changes in market rates. 
The nationwide introduction of the NOW account 
in 198 1 changed the character of these substitutions 
and, in the process, changed the character of M 1. 
[See Hetzel and Mehra (1989) and Mehra (1989).] 
Because NOW accounts pay interest, they are used 
as a savings instrument, as well as an instrument for 
effecting transactions. l4 Both demand deposits and 
NOW accounts offer check writing privileges. NOW 
accounts, in contrast to demand deposits, however, 
are good substitutes for the other savings instruments 
in M2. 

The instruments in M2 used as savings vehicles 
are NOWs, savings deposits, small time deposits, 
money market deposit accounts (MMDAs), and 
money market mutual fund shares (MMMFs). The 
rates paid on small time deposits, on MMDAs, and 
on MMMFs change promptly with changes in money 
market interest rates. In contrast, the rates paid on 
NOWs and savings deposits change only slowly as 
money market rates of interest change. Figure 6 plots 
a money market rate, the commercial paper rate. It 
also plots the difference between the paper rate and 
a weighted average of the rates paid on small time 
deposits, MMMFs, and MMDAs, as well as the dif- 
ference between the paper rate and a weighted 
average of the rates paid on NOWs and savings 
deposits. When market rates fall, the attractiveness 
of small time deposits, MMMFs, and MMDAs 
changes only slightly. The rates offered on these 
deposits fall in line with market rates, so the differ- 
ence between market rates and the rates they offer 
changes only slightly. In contrast, when market rates 
fall, NOWs and savings deposits become more 
attractive. Because the rates offered on these deposits 

14 Prior to the introduction of NOWs, banks paid implicit in- 
terest on consumer demand deposits by offering check clearing 
services below cost. This practice made the average return paid 
by banks on demand deposits positive. An individual could in- 
crease the implicit yield on his demand deposits by writing more 
checks on a given balance. He could not, however, increase the 
return offered on his demand deposits by holding additional 
deposits. The marginal return on demand deposits was zero. 
With the introduction of NOWs, the marginal return to holding 
a checkable deoosit in this form increased from zero to 5.25 
percent, the ceiling rate under Regulation Q. Because a marginal 
rate of 5.25 percent was often close to the level of money market 
rates. individuals beean to use NOWs as an instrument for 
saving in small denokinations. 
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Notes: Percentage of M2 by component. C is currency; DO 
demand deposits; NOW other checkable deposits, chiefly 
NOW accounts; SD savings deposits; ST0 small t/me deposits; 
MMMF money market mutual funds of noninstitutional inves- 
tors; and MMDA money market deposit accounts. Misc. is 
overnight RPs, overnight Eurodollars, and travelers checks. 

change only slowly, the difference between market 
rates and the rates they offer narrows.15 

Consequently, when market rates fall, individuals 
take funds out of small time deposits, MMDAs, and 

I5 After 1987. the weighted averaee of rates oaid on small . 
time deposits, MMDAs, and MMMFs does not change quite 
as quickly as market rates. The reason is that changes in MMDA 
rates are becoming less sensitive to changes in money market 
rates. Increasingly, banks are competing for interest-sensitive 
funds solely through small time deposits and through “tiering.” 
Tiering is the practice of offering a rate of interest that is kept 
competitive with money market rates only on deposits that 
require a large minimum balance. 

Figure 6 

Paper Rate and Rate Differential for 
Percent Savings Instruments in M2 

-L1984 85 86 87 88 89 
Notes: Top line is 4-6 month commercial paper rate. Middle 
line is difference between paper rate and a weighted average 
of rates paid on NOWs and savings deposits. Bottom line is 
difference between paper rate and a weighted average of 
rates paid on MMDAs, MMMFs, and small time deposits. 
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MMMFs and place them in NOWs and savings 
deposits. When market rates rise, they reverse this 
transfer. Figure 7 shows that, when market rates fall, 
the share of savings-related deposits in M2 made up 
of small time deposits, MMMFs, and MMDAs 
decreases, while the share of NOWs and savings 
deposits increases. When market rates rise, this 
change in shares is reversed. 

These substitutions among instruments used as 
savings vehicles have affected the behavior of M 1. 
When market rates fell in late summer 1982 and again 
in fall 1984, the rates paid on small time deposits, 
MMMFs, and MMDAs (MMDAs were in existence 
in 1984, but not 1982) fell much more than did the 
rate paid on NOWs. Consequently, the public 
substituted out of small time deposits, MMMFs, and 
MMDAs into NOWs. Because small time deposits, 
MMMFs, and MMDAs are not included in M 1, this 
substitution increased the rate of growth of M 1. All 
these deposits, however, are included in M2, so the 
behavior of M2 was unaffected. In sum, the deregula- 
tion and financial innovation of the 1980s has altered 
the character of the public’s demand for M 1, but not 
M2. 

v. 
THE RECENT BEHAVIOR OF M2 AND INCOME 

The quantity equation can be written as I = M-V, 
that is, dollar income equals money times the velocity 
of money. M2 velocity is a function of the money 
market opportunity cost of holding M2 [(R - RM)] 
and of the rate of inflation [Infl. Expressing the 
preceding equation in percentage change form 
(using Aln) and making changes in velocity a func- 
tion of changes in the money market opportunity cost 
of holding M2 [A(R -RM)] and of changes in the 
rate of inflation [AInfl yields 

(6) Aln I = Ah-r M + Aln V(A(R -RM), AInfl. 

That is, the percentage change in income (Aln I) 
equals the percentage change in money (Aln M) plus 
the percentage change in velocity (Aln V), which 
depends upon changes in the money market oppor- 
tunity cost of holding M2 and in the rate of infla- 
tion. Below, the right side of this equation is used 
to predict the growth of dollar income over the 
recent past. 

Table V displays the M2 determinants of growth 
in dollar income, summarized by the rate of growth 
of M2 and by estimated changes in M2 velocity 
deriving from changes in the cost of holding M2. 
Column 1 shows actual year-over-year percentage 
changes in personal income (%AI). Column 2 shows 
an estimate for this figure (Est. %AI) derived from 
the sum of the percentage change in M2 (%AMZ) 

Figure 7 

Interest Rate 
Percent and ComDosition of M2 ‘n%z 

Notes: Solid line is the 4-6 month commercial paper rate. 
Dashed line shows the fraction of consumer savings-related 
deposits in MZ with interest rates sensitive to market rates: 

L 
STD+ MMMF+MMDA)/(OCD+SD+STD+MMMF+ MMDA). 
ee Figure 5 for definition of mnemonics. Tick marks indi- 

cate first quarter of year. 

and of the percentage change in velocity attributed 
to changes in the cost of holding M2 (Est. %AV). 
(Column 2 is the sum of Columns 3 and 4.) Column 
3 shows actual year-over-year percentage changes in 
M2 (%AMZ). Column 4 shows the estimated, com- 
bined effect on changes in M2 velocity of changes 
in the money market opportunity cost of holding M2 
and of changes in inflation. (Column 4 is the sum 
of Columns 5 and 6.) 

Column 5 is an estimate of the change in M2 
velocity produced by changes in the money market 
opportunity cost of holding M2, A(Rt - RM3. For 
each year, the contemporaneous and prior year’s 
values of A(Rt - RMt) are multiplied by the ap- 
propriate coefficient estimated in the regression 
shown in Table III, and the sum of these two terms 
is reported in Column 5. Column 6 is an estimate 
of the change in M2 velocity produced by changes 
in the rate of inflation, A(ln Pt - In Pt _ 1). For each 
year, the contemporaneous and prior year’s values 
of A(ln Pt - In Pr _ 1) are multiplied by the appro- 
priate coefficient estimated in the regression equa- 
tion shown in Table III, and the sum of these two 
terms is reported in Column 6. 

Table V brings out, for the recent past, the im- 
portance of changes in the cost of holding M2 for 
the relationship between M2 and income. The 
magnitude of the figures in Column 4 shows that 
velocity changes due to changes in the cost of holding 
real M2 have been important determinants of changes 
in income. Since 1978, M2 growth has been fairly 
steady at around 8 percent. (The major exceptions 
are 1983, when M2 growth was augmented by the 
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1977 10.2 10.3 11.9 -1.6 -1.2 -.4 
1978 12.0 10.6 8.2 2.3 1.7 .7 
1979 11.5 12.7 7.9 4.8 3.4 1.4 
1980 10.5 11.1 7.7 3.3 1.7 1.6 
1981 11.0 8.9 9.0 -.l .2 -.3 
1982 5.8 5.3 8.9 -3.5 -.9 -2.6 
1983 6.1 6.6 11.8 - 5.0 -2.8 -2.2 
1984 9.1 5.6 7.7 -2.1 -1.3 -.8 
1985 6.7 8.1 8.6 -.5 -.l - .4 
1986 5.9 5.6 8.0 -2.4 - 1.7 -.7 

1987 6.9 7.4 6.4 1.0 0.0 1.0 
1988 7.3 6.8 5.0 1.8 1.4 0.4 

Table V 

MONETARY DETERMINANTS OF INCOME GROWTH 

(1) La (3) (4) (5) 

%AI Est. %AI %AM2 Est. %AV %VIA(R - RMN 
(6) 

%V[Alnfl 

Notes: Col (1): %AI is the percentage change in personal income calculated using annual average data. Cal (2): Est %AI is the 
estimated percentage change in income calculated as the sum of columns (3) and (41, i.e., (2) = (3) + (4). Col (3): %AM2 is 
the percentage change in M2 calculated using annual average data. 

Col (4): Est %AV is the estimated percentage change in M2 velocity calculated as the sum of the estimated impact on velocity 
of changes in the money market opportunity cost of M2, AtR - RM), from column (5) and the estimated impact on velocity of 
changes in inflation, Alnf, from column (6), i.e., (4) = (5) + (6). 

Col (5): %VfA.(R - RMJI is the estimated impact on velocity of the percentage point change in the annual average money market 
opportunity cost of holding M2: the 4-6 month commercial paper rate minus a weighted average of the rates paid on M2. The 
values in column (5) show the sum of the estimated impact on velocity of the contemporaneous and lagged values of AfR - RM) 
using the regression coefficients from Table Ill. For year t, these values are .87 A(Rt- RM,) + 1.25 A(R,-, - RM,-,I. 

Col (6): %VfAlnfl is the estimated impact on velocity of the percentage point change in the annual average rate of inflation, 
measured by the personal consumption expenditures deflator. The values in column (6) show the sum of the estimated impact 
on velocity of the contemporaneous and lagged values of Afln Pr - In Pt-J using the regression coefficients from Table III: 
.62 A(ln Pr - In P,-,I + .39 Afln PrYI - In Pr-s). 

Figure 8 

Growth of M2 and the Mone Market 
Opportunity Cost of nx 2 

U 
55 60 65 70 75 80 85 

Notes: Quarterly observations of four-quarter percentage changes in M2. The money 
market opportunity cost of M2 is the 4-6 month commercial paper rate minus a 
weighted-average of the explicit rates of interest paid on the components of M2. Tick 
marks above years correspond to first quarter of year. 

FEDERAL RESERVE DANK OF RICHMOND 

introduction of MMDAs, and 
1988, when M2 growth 
slowed.) Since 1978, changes 
in the thrust of monetary 
policy have derived more from 
changes in the cost of holding 
M2, than from changes in the 
growth of M2. 

This last fact is apparent 
from Figure 8, which shows 
the rate of growth of M2 and 
the money market opportu- 
nity cost of holding M2. The 
initial contractionary effects of 
the reduction in the rate of 
growth of M2 that began in 
1977 were more than offset by 
the increase in the money 
market opportunity cost of 
holding M2. Monetary policy, 
therefore, remained expan- 
sionary in the last part of the 
1970s. In the 198Os, despite 
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steady growth in M2, monetary policy became con- 
tractionary because of the fall in the money market 
opportunity cost of holding M2. 

Table V illustrates that even over periods of time 
as long as one or two years the relationship between 
changes in income and in M2 can be quite loose. For 
this reason, M2 is not particularly useful as an inter- 
mediate target in procedures designed to control 
movements in income over periods as short as a year. 
Nor is it very useful as an information variable for 
inferring the contemporaneous behavior of income. 
M2 velocity is predictable over significant periods 
of time, however, as was shown earlier in the 
article. An M2 target can be used as part of a pro- 
cedure for controlling income and prices over a long 
period of time. 

VI. 

POLICY IMPLICATIONS 

Prior to the 198Os, most economists considered 
Ml to be the most useful monetary aggregate for 
monetary policy. 16 It was easy then to use Ml as a 
predictor of income because of the insensitivity 
of Ml demand to interest rates. Ml also corre- 
sponded to the a priori definition of money as a 
medium of exchange. The deregulation and finan- 
cial innovation of the 1980s however, have altered 
the characteristics of the public’s Ml demand func- 
tion. Ml now is an instrument for saving as well as 
for effecting transactions. Asset substitutions between 
NOWs and savings instruments not included in Ml 

r6 Milton Friedman, who emphasizes M2, is an obvious 
exception. 

have caused large fluctuations in M 1 demand in the 
1980s. In contrast, M2 is defined broadly enough 
to eliminate the asset substitutions that have 
changed the character of the Ml demand function. 

In order to ensure satisfactory behavior of the price 
level, monetary policy must provide for control of 
the money stock. A definition of money useful for 
monetary policy is one that provides a predictable 
relationship with the price level. The long-run 
predictability of M2 velocity makes M2 a useful 
definition of money for monetary policy. Brunner and 
Meltzer (1971) much earlier described aptly the 
reasons for using M2 now in the formulation of 
monetary policy. 

The recognition of the central role of a medium of ex- 
change does not imply that the collection of assets that 
serve as medium of exchange is most appropriate for 
explaining movements of the general price level. A defi- 
nition embracing a larger collection of assets is appropriate 
if there are close substitutes for the medium of exchange 
on the supply side. In this case, slight changes in relative 
prices reallocate [wealth] between the medium of exchange 
and other assets, so the collection of assets most useful for 
explaining the general price level differs from the assets 
that serve as medium of exchange [p. 803). 

M2 velocity is stationary. Over time, the values 
taken on by velocity gravitate around a fixed base. 
Because M2 velocity is stationary, an operationally 
significant M2 target in the form of a trend line would 
cause dollar income to grow around a trend line. M2 
velocity exhibits no trend. On average, real income 
and real M2 grow at the same rate. It follows that 
M2 growth equal on average to the trend rate of 
growth of real income will make the trend rate of 
inflation equal to zero. 
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CONSTRUCTION OF A RATE OF RETURN SERIES FOR M2 AND 

CONSTRUCTION OF M2 PRIOR TO 1959’ 

1. Introduction 

This appendix explains the construction of the rate of return series for M2. This series is constructed 
as a weighted average of the explicit rates of return on the various components of M2. This appendix also 
explains the construction of an M2 series prior to 1959 consistent with the current definition of M2. As 
currently defined, the M2 series published by the Board of Governors is only available starting January 1959. 

The monetary aggregates were redefined in 1980 (“The Redefined Monetary Aggregates,” FeahalReseme 
Bz&&, February 1980, pp. 97-l 14). Prior to 1980, M2 was defined as Ml plus time and savings deposits 
at commercial banks, minus negotiable CDs $100,000 or greater at weekly reporting banks. Since 1980, 
M’Z has been defined as Ml plus overnight RPs issued at commercial banks, overnight Eurodollar deposits 
held by U.S. residents at branches of U.S. banks worldwide, money market mutual fund shares, savings deposits 
at ad depository institutions, and time deposits at a& depository institutions issued in denominations less 
than $100,000, minus a consolidation component. 

Section 2 describes the construction of the M2 series prior to 1959Q 1. Table AI of Section 2 lists the 
mnemonics and sources for the components of M2 that enter into formulas (2) and (3) for calculating the 
rate of return on M2 prior to 1959Ql. Section 3 (Table AR) lists the mnemonics and sources for the 
components of M2 that enter into formula (4) for calculating the rate of return on M2 from 1959Ql on. 
Section 4 (Tables AI11 and AIV) lists the mnemonics and sources for the interest rates paid on the com- 
ponents of M2. Section 5 shows the formulas used to construct the rate of return series on M2. 

2. M2 Prior to 1959Ql 

Data on the components of M2 prior to 1959Q 1 are from Milton Friedman and Anna Schwartz (Monetaq 
Statistics ofthe UnitedStates, New York: National Bureau of Economic Research, 1970, Table 1, pp. 4-53). 
Basically, for the period before 1959Q 1, the M2 series used is the aggregate M4 reported in Table 1 of Friedman 
and Schwartz. Prior to 195OQ1, end-of-year observations on S&L shares were interpolated to yield quarterly 
observations, and from 195OQl to 1955521, end-of-quarter observations on S&L shares were interpolated 
to yield quarterly-average observations. These quarterly-average estimates of S&L shares were used in the 
construction of quarterly figures for M2 from the Friedman and Schwartz M4 series. 

The Ml component of M2 prior to 19.59 includes demand deposits of foreign commercial banks and 
institutions. These deposits were dropped from Ml as redefined in 1980, but had to be included in the 
observations prior to 19.59 for lack of data. 

l Robert LaRoche contributed to this appendix. 
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Mnemonic 

MlSA 

DC6 

DSB 

DPS 

DTH 

M2SA 

Table Al 

COMPONENTS OF M2, PRIOR TO 1959Ql 

Description 

Ml, seasonally adjusted 

Time and savings deposits at commercial banks 

Deposits at mutual savings banks 

Deposits with postal savings system 

Deposits at S&Ls 

M2, seasonally adjusted 

Source 

F&S1 8 

F&S1 3 

F&S1 5 

F&S1 6 

F&S1 7 

F&S1 13 

Notes: The number following F&S1 (Friedman and Schwartz, Table 1) refers to the column number of the data in F&S, Table 1. The series are seasonally 
adjusted. 

3. M2 from 1959Ql to Present 

Data are from the Federal Reserve Board’s Public Money Library (PML) and Friedman and Schwartz 
Monetary Statistics, Table 1. 

Mnemonic 

OCDC 

OCDT 

MlNSA 

SD 

STD 

DPS 

ONRP 

ONED 

MMDAC 

MMDAT 

MMF 

M2NSA 

Table Al I 

COMPONENTS OF M2, 195941 TO PRESENT 

Description Source 

Other checkable deposits at commercial banks (1974Ql- 1 PML 125 

Other checkable deposits at thrift institutions (1970Ql- 1 PML 147 

Ml, not seasonally adjusted (1959Ql- 1 PML 198 

Savings deposits of all depository institutions (1959Ql- 1 PML 470 

Small time deposits of all depository institutions (1959Ql- 1 PML 475 

Deposits with postal savings system (Ends 1967Q3) F&S1 6 

Overnight repurchase agreements issued by commercial banks to other than depository 
institutions and MMMFs (1970Ql- 1 PML 452 

Overnight Eurodollar deposits issued by foreign branches of U.S. commercial banks to 
U.S. residents (1977Ql- 1 PML 461 

Money market deposit accounts at commercial banks (1982Q4- 1 PML 239 

Money market deposit accounts at thrift institutions (1982Q4- 1 PML 345 

General purpose and broker/dealer money market funds(1973Ql- ) PML 404 

M2, not seasonally adjusted (1959Ql- 1 PML 498 

Notes: PML is the Federal Reserve Board’s Public Money Library. The number following PML is the line number of the data series in this database. These 
series are not seasonally adjusted. DPS is taken from Friedman and Schwartz, Table 1, and is seasonally adjusted. The dates in parentheses show 
the periods for which each series is non-zero. 

The other checkable deposits series, OCDC and OCDT, contain Super NOW accounts over the period of the latter’s existence from 1983Ql to 1986Ql. 

4. Interest rates on components of M2 

Data on rates of return before 195OQl are from Friedman and Schwartz Monetaq Statistics (Table 9, 
pp. 173-4). The annual data were interpolated to obtain quarterly data. 
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Table All1 

RATES OF RETURN PRIOR TO 1950Ql 

Mnemonic Description 

RDCB Rate on commercial bank time deposits 

RDSB Rate on mutual savings bank deposits 

RDPS Rate on deposits with postal savings system 

RDTH Rate on savings and loan shares 

Source 

F&S9 1 

F&S9 2 

F&S9 3 

F&S9 4 

Notes: The number following F&S9 refers to the column number in Friedman and Schwartz, Table 9. Rates of return are expressed as simple annual rates. 

Data on rates of return from 1950Ql to present are from the Board’s Quarterly Model (QM) database, 
from the Board’s Macro Data Library (MDL), and from a database kept by the Monetary Studies Section 
at the Board. Monthly data are averaged in order to yield quarterly series. 

Table AIV 

RATES OF RETURN FROM 1950Ql TO PRESENT 

Mnemonic Descriotion Source 

ROCDE 

RSAVEFF 

RSTDEFF 

RDPS 

RONRP 

RONED 

RMMDACE 

RMMDATE 

RMMFE 

Rate on other checkable deposits (1970Q2- 1 

Rate on savings deposits (1950Ql- 1 

Rate on small time deposits (1959Ql- 1 

Rate on deposits with postal savings system (Ends 1967Q3) 

Rate on overnight repurchase agreements (1972Ql- 1 

Rate on overnight Eurodollar deposits (1971Ql- 1 

Rate on money market deposit accounts at commercial banks (1982Q4- 

Rate on money market deposit accounts at thrift institutions (1982Q4- 

Rate on money market funds (1974Q3- 1 

* 

QM 

QM 

F&S9 3 

MDL 

MDL 

1 * 

1 * 

* 

QM refers to the Board’s Quarterly Model database. MDL refers to the Board’s Macro Data Library. RSAVEFF and RSTDEFF are the mnemonics used 
on the QM for the rate on savings deposits and the rate on small time deposits, respectively. The mnemonics on the MDL corresponding to RONRP 
and RONED are RMDLRRPM and &EDONM, respectively. Series with a “*” in the Source column are taken from a database kept by the Board’s 
Monetary Studies Section and have the same mnemonics as the corresponding series on that database. The number following F&S9 refers to the 
column number in Friedman and Schwartz, Table 9. The dates in parentheses show the periods over which each series is non-zero. 

With the exception of RONRP and RONED, the rate of return series kept on the Board’s databases are expressed as effective annual rates. The 
former are expressed as simple annual rates as is the RDPS series, which is taken from F&S, Table 9. (All series are in the form in which they are 
found in the sources.) 

The RSTDEFF series begins in 1959Q2. (The 1959Ql value was set at 2.7, the 1959Q2 value.) Prior to 1959Q1, the RSAVEFF series is used in 
place of RSTDEFF. 

ROCDE is a weighted average of the effective annual yields on OCDs at commercial banks and at thrift institutions. From 1983Ql to 1986Q1, yields 
on Super NOWs are included in the average. 

5. Calculation of rate of return for M2 

This section calculates a weighted-average rate of return on Ml (RMl) and M2 (RMZ) using rates on the 
components of these aggregates. Currency, travelers checks, and demand deposits enter in with a zero weight 
because they do not pay an explicit rate of return. 
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Calculation of RMl 

(1) RMl = (1IMlNSA) [(OCDC + OCDT) * ROCDE] 

Notes: The RMl series is zero until 197OQ2. The other checkable deposit series, OCDC and OCDT, contain Super NOWs over the period 
of their existence from 1983521 to 198601. 

Cahiation of RM2 

Prior to 1950Ql: 

(2) RM2 = (UMZSA) [DCB * RDCB + DPS * RDPS + DSB * RDSB + DTH * RDTH] 

For 195OQl to 1958Q4: 

(3) RM’Z = (UMZSA) [(DCB + DSB + DTH) * RSAVEFF + DPS l RDPS] 

For 1959Ql to present: 

(4) RM2 = (l/MZNSA) [MlNSA l RMl + SD * RSAVEFF + DPS * RDPS + STD * RSTDEFF 
+ ONRP * RONRP + ONED * RONED + MMDAC * RMMDACE 
+ MMDAT * RMMDATE + MMF * RMMFE] 
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Table AV 

RATE OF RETURN FOR M2 (RM2) 

Year & Quarter RM2 Year & Quarter RM2 Year & Quarter RM2 Year & Quarter RM2 

1946 1 0.47 1958 1 1.08 1970 1 3.07 
1946 2 0.47 1958 2 1.11 1970 2 3.16 
1946 3 0.47 1958 3 1.14 1970 3 3.18 
1946 4 0.48 1958 4 1.16 1970 4 3.18 
1947 1 0.49 1959 1 1.21 1971 1 3.19 
1947 2 0.49 1959 2 1.25 1971 2 3.15 
1947 3 0.50 1959 3 1.28 1971 3 3.20 
1947 4 0.50 1959 4 1.31 1971 4 3.23 
1948 1 0.52 1960 1 1.35 1972 1 3.23 
1948 2 0.53 1960 2 1.39 1972 2 3.23 
1948 3 0.53 1960 3 1.43 1972 3 3.27 
1948 4 0.53 1960 4 1.45 1972 4 3.33 
1949 1 0.57 1961 1 1.49 1973 1 3.42 
1949 2 0.57 1961 2 1.52 1973 2 3.67 
1949 3 0.58 1961 3 1.60 1973 3 4.52 
1949 4 0.58 1961 4 1.64 1973 4 4.55 
1950 1 0.37 1962 1 2.04 1974 1 4.65 
1950 2 0.38 1962 2 2.13 1974 2 4.57 
1950 3 0.38 1962 3 2.16 1974 3 4.45 
1950 4 0.39 1962 4 2.16 1974 4 4.32 
1951 1 0.40 1963 1 2.19 1975 1 3.94 
1951 2 0.41 1963 2 2.22 1975 2 3.81 
1951 3 0.42 1963 3 2.30 1975 3 3.92 
1951 4 0.43 1963 4 2.30 1975 4 3.87 
1952 1 0.44 1964 1 2.33 1976 1 3.88 
1952 2 0.46 1964 2 2.35 1976 2 3.93 
1952 3 0.47 1964 3 2.36 1976 3 3.98 
1952 4 0.48 1964 4 2.37 1976 4 4.05 
1953 1 0.50 1965 1 2.48 1977 1 4.02 
1953 2 0.51 1965 2 2.50 1977 2 4.07 
1953 3 0.52 1965 3 2.52 1977 3 4.22 
1953 4 0.54 1965 4 2.58 1977 4 4.29 
1954 1 0.55 1966 1 2.66 1978 1 4.28 
1954 2 0.57 1966 2 2.69 1978 2 4.32 
1954 3 0.58 1966 3 2.73 1978 3 4.75 
1954 4 0.59 1966 4 2.69 1978 4 5.35 
1955 1 0.60 1967 1 2.71 1979 1 5.64 
1955 2 0.62 1967 2 2.74 1979 2 5.67 
1955 3 0.64 1967 3 2.76 1979 3 5.85 
1955 4 0.67 1967 4 2.75 1979 4 6.90 
1956 1 0.68 1968 1 2.78 1980 1 7.75 
1956 2 0.71 1968 2 2.80 1980 2 6.71 
1956 3 0.74 1968 3 2.82 1980 3 6.10 
1956 4 0.77 1968 4 2.81 1980 4 8.09 
1957 1 0.94 1969 1 2.84 1981 1 8.89 
1957 2 0.99 1969 2 2.85 1981 2 9.26 
1957 3 1.03 1969 3 2.90 1981 3 9.93 
1957 4 1.05 1969 4 2.86 1981 4 8.66 

1982 1 8.97 
1982 2 8.78 
1982 3 7.82 
1982 4 6.35 
1983 1 6.39 
1983 2 6.48 
1983 3 6.88 
1983 4 6.88 
1984 1 7.04 
1984 2 7.47 
1984 3 7.97 
1984 4 7.27 
1985 1 6.63 
1985 2 6.23 
1985 3 5.87 
1985 4 5.87 
1986 1 5.78 
1986 2 5.29 
1986 3 4.88 
1986 4 4.63 
1987 1 4.62 
1987 2 4.76 
1987 3 4.93 
1987 4 5.13 
1988 1 5.10 
1988 2 5.10 
1988 3 5.38 
1988 4 5.64 
1989 1 6.10 
1989 2 6.40 
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THECHANGINGLABORFORCE: 

SOME PROVOCATIVE FINDINGS 

WilcMm E. CuLGorl 

A labor force participation rate is defined as the 
percentage of the population in the labor force. The 
labor force, in turn, is defined as the sum of the 
numbers of employed and unemployed persons. The 
total labor force includes armed forces personnel, 
while the civilian labor force does not. The Bureau 
of Labor Statistics (BLS) publishes labor force par- 
ticipation rates for various age, sex, and racial 
groupings. 

This article examines changes in the labor force 
participation rates in various sex and age groups since 
1950, with particular emphasis on developments 
since 1976. It also studies long-term trends in labor 
force participation by major age/sex group after 
mid-198 1 and tests labor force participation rates to 
see whether they have varied with real GNP, infla- 
tion, and/or unemployment since 1976. 

The data show that while female participation rates 
have been rising rapidly since 1950, male participa- 
tion rates have been falling, and falling especially 
rapidly for males 5.5 years and older since 1970. The 
popular press has widely reported the increase in 
female labor force participation, attributing it to the 
“feminist revolution,” among other things. But the 
press has largely ignored the decline in male labor 
force participation. r 

The results of a regression analysis of the trends 
in the data provide evidence on several key issues. 
These are: (1) the effects of the Reagan administra- 
tion’s tax policies on worker behavior in the 198Os, 
(2) whether any significant part of the labor force is 
composed of secondary workers who participate only 
when times get hard such that extra earnings are 
needed to maintain the family’s income (the so-called 
“additional worker” effect), and (3) whether any 
significant portion of workers become discouraged 
and drop out of the labor force in hard times when 
jobs are difficult to find. 

1 The economics literature, on the other hand, is replete with 
studies that recognize and attempt to explain the declining labor 
force participation of older males. See, for example, the survey 
articles by Killingsworth and Heckman [I], Lazear 121, and 
Pencavel 131, in the Handbook of L.abor Economics. 

The analysis concludes that the Reagan admini- 
stration’s reductions of marginal income tax rates after 
mid-1981 had no apparent influence on labor force 
participation. Other findings cast doubt on the 
extent of a discouraged worker effect on labor force 
participation but provide evidence consistent with 
an additional worker effect. The results of the analysis 
also suggest some surprising possible effects of the 
female work revolution on female and male labor 
force participation. Before these issues can be d:is- 

cussed, however, it is necessary to present the data 
and the regression analysis. 

1. 
TRENDS IN LABOR FORCE PARTICIPATION 

SINCE 1950 

Chart 1 depicts civilian participation rates for males 
and females 16 and over for the 1950 to 1988 time 
period. Almost 34 percent of the 16 and over female 
population was in the labor force in 1950, but Iby 
1988 the percentage had increased to 56.6. In con- 
trast, 86.2 percent of the 16 and over male popu- 
lation was in the labor force in 19.50, but that 
percentage had declined to 76.2 by 1988. 

The chart thus summarizes the striking changes 
in the composition of the labor force in the past .38 

Chart 1 

CIVILIAN PARTICIPATION RATES 
Males and Females, 16 years and over 
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years, which in numbers of persons affected might 
best be characterized as follows. If the population 
in 1988 had the same labor force participation by sex 
that it had in 1950, the labor force would include 
8.9 million more males and 22 million fewer females. 

Charts 2 and 3 illustrate the changes in labor force 
participation for females and males in the 20-24, 
25-54, 55-64, and 65 and over age groups. Chart 2 
shows that females in the prime 20-24 and 25-54 age 
groups have been the major source of female labor 
force growth, with the overall participation rate of 
20-54 females rising from approximately 40 percent 
in 1950 to almost 73 percent in 1988. The participa- 
tion rate of females in the 55-64 age category also 
rose over 1.5 percentage points from 1950 to 1970, 
but since 1970 participation rates in that age group 
have seemed to stabilize. Female labor force par- 
ticipation in the 6.5 and over category, on the other 
hand, remained stable from 1950 to 1970, but it 
began to decline very slightly after 1970. 

Chart 3 illustrates the changes in male labor force 
participation by age group. In contrast to female labor 
force participation, where most of the change in par- 
ticipation is in the prime 20-54 age group, the change 
in the male labor force participation is mostly in the 
55 and over age group. In 1950, for example, almost 
87 percent of the males in the 55-64 age group were 
in the labor force, but by 1988 the participation rate 
had dropped to 67 percent. Also, almost 46 percent 
of males over 65 were in the labor force in 1950, 
but only 16.5 percent in 1988. 

The decline in labor force participation of older 
males illustrated by Chart 3 has spawned a number 
of studies in the professional economics literature that 
attempt to explain the changes in male retirements. 
Some of the studies are concerned about the general 

Chart 2 

FEMALE PARTICIPATION RATES 
Civilian Labor Force, by Age Group 

effects of earnings on the retirement decision, but 
most examine the changes over time in govern- 
mental social security and private pension programs. 
The results of the studies are somewhat inconclusive, 
however, for different economists have focused upon 
different causal factors. These factors include cur- 
rent earnings, lifetime earnings profiles, education 
levels, wealth, wages in alternative jobs, social 
security benefits, earnings tests, pension levels, 
pension payment schedules, and individual savings. 
A good survey of the retirement studies is provided 
by Edward Lazear 121. 

Differences in Trends of Labor Force 
Participation Rates After 19812. 

To examine changes in labor force participation 
before and after the enactment of the Economic 
Recovery Tax Act (ERTA) of 1981, the partici- 
pation rates for the various age/sex groupings were 
examined using quarterly data over 1976-88. In par- 
ticular, the participation rates of the ten age/sex 
groups were regressed on two variables-a simple 
time trend, and a time trend multiplied by a 
dummy variable that took a zero value until 198 1: 1 
and a value of one after 198 1: 1. 

The results of these regressions are shown in the 
accompanying table. Significant serial correlation of 
the data was found, so the regressions are reported 
with the Cochrane-Orcutt correction. The coeffi- 
cients and t statistics listed in the column labeled 
“Trend 2” indicate the extent of the change in trend 
after 1981:l.z 

2 Trend 2 is the straight time trend multiplied by the dummy 
variable that takes a zero value before 19812 and a value of 
one after 1981:l. 

Chart 3 

MALE PARTICIPATION RATES 
Civilian Labor Force. bv Age Grout 
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REGRESSIONS OF PARTICIPATION RATES ON TREND AND A TREND DUMMY 
(With Cochrane-Orcutt Correction for Serial Correlation) 

Quarterly from 1976: 1 to 1988:4 

Sex-Age Group R* Durbin-Watson Constant Trend 1 Trend 2 Rho-AR1 

FEMALES: 

16-19 0.68 

20-24 0.96 

25-54 0.998 

25-54b 0.998 

55-64 0.78 

65 and over 0.69 

MALES: 

16-19 0.91 

20-24 0.45 

25-54 0.65 

25-54c 0.69 

55-64 0.98 

65 and over 0.97 

a The numbers in parentheses are f statistics. 

2.19 

2.33 

2.27 

2.22 

1.77 

1.84 

2.19 

2.08 

2.05 

2.03 

2.10 

2.01 

45.64 0.0597 -0.0121 0.6845 
(10.67) (1.71) (1.96) (7.09) 

52.37 0.1369 - 0.0040 0.7514 
(17.93) (5.87) (1.08) (9.27) 

28.36 0.2922 -0.0033 0.8984 
(8.69) (12.33) (1.66) (28.75) 

21.36 0.3310 - 0.0027 0.7947 
(10.08) (22.87) (1.41) (13.46) 

33.52 0.0660 - 0.0045 0.5433 
(20.96) (4.90) (1.73) (4.08) 

8.95 - 0.0073 -0.00161 0.5910 
(9.46) (0.92) (1.07) (4.55) 

68.07 - 0.0636 -0.0142 0.7617 
(14.32) (1.68) (2.41) (8.50) 

84.15 0.0146 - 0.0076 0.3717 
(53.94) (1.10) (2.75) (2.79) 

95.25 -0.0086 -0.0013 0.2501 
(193.40) (2.04) (1.48) (1.91) 

95.16 - 0.0075 -0.0015 0.1821 
(215.20) (1.96) (1.92) (1.35) 

88.65 -0.1348 - 0.0081 0.4717 
(61.90) (11.10) (3.31) (3.69) 

27.45 - 0.0704 -0.0031 0.8943 
(6.70) (2.36) (1.20) (13.49) 

(1950= 1) (1981:2 BREAK) 

’ A measure of the so-called “misery index” (the percentage change in the CPI from eight quarters before plus the unemployment rate) is included in this 
equation. The coefficient on the “misery” rate equals 0.1074; the t value is 2.98. 

‘The percentage change in real GNP lagged one quarter is included in this equation. The coefficient on the change in GNP is -0.0129; the t value is -2.31. 

The table shows that the coefficients for the Trend 
2 variable are negative for &ten age/sex groups. One 
can therefore conclude that there was no significant 
upward surge of the trend rate of labor force participa- 
tion after 1981 in any age/sex group studied. 

The coefficient on Trend 2 was signzjicant/y 
negative (at the 95 percent confidence level), 
however, only for three male age groups-16-19, 
20-24, and 55-64. This finding indicates that after 
1981 relatively more 16-24 year-old and 55-64 year- 
old men began either (1) to quit their jobs (or discon- 
tinue their job searches) and drop out of the labor 
force or (2) to refrain from entering the labor force 
at all. In the case of 16-19 and 55-64 year olds, the 

post-1981 change merely accentuated an existing 
trend toward lessened labor force participation. 

The male 20-24 age group, however, had exhibited 
a trend of increasing labor force participation before 
198 1, being the on4 male labor force group that 
tended to increase its participation rate over the 
1950-81 period. After the post-1981 trend correc- 
tion is made, the net trend coefficient for the 20-24 
year group remains positive, but its value is halved. 

How Differences in Economic Conditions 
Affect Participation Rates 

A regression equation containing the two trends 
and the percentage change in real GNP as inde- 
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pendent variables was also estimated for each of the the coefficient on the change in the CPI was sig- 
ten age/sex groups. The objective was to determine nificantly different from zero in one regression, that 
whether the participation rates were sensitive to of females aged 25-54. Since the t value for the CPI 
overall economic conditions. One frequently hears change was lower than the t statistic on the “misery” 
that the labor force tends to decline in times of coefficient, the table reports only the result of the 
econoniic contraction and to rise in times of expan- regression using the misery index as an argument. 
sion. For this claim to be consistent with the data, It is again worth mentioning that the regression 
participation rates must vary directGy with the rate of estimates of the coefficients on the Trend 2 variable 
change in real GNP. As it turns out, they do not. remained negative in all cases. 

The coefficient on the change in GNP was 
significantly different from zero only for the regres- 
sion with male 25-54 participation rates as the depen- 

dent variable. The results of that regression3 are 
reported in the table as the second equation for that 
age/sex group. As the table shows, however, male 
25-54 labor force participation varied inwe&~~ with 
the change in real GNP, The implications, thus, are 
that 25-54 males participate relatively more in the 

labor force in times of economic contraction and 
relatively less in times of economic expansion, and 
that the state of the economy has little effect on the 

labor market participation of any other age/sex group. 
It is worth mentioning that the coefficient on the 
Trend 2 remained negative in the equations that in- 
cluded the change in real GNP. 

II. 
IMPLICATIONS FOR SUPPLY-SIDE TAX POLICIES 

The early rhetoric accompanying the supply-side 
tax policies of the Reagan administration stated that, 
among other things, lower marginal tax rates would 
provide incentives for persons to work harder. As 
President Reagan put it in his first Ecot~o~~c Report 
(1982), 

. . . the first part of the year we work for ourselves. We 
begin working for the government only when our income 
reaches taxable levels. After that, the more we earn, the 
more we work for the government, until rising tax rates on 
each dollar of extra income discourage many people from 
further work effort or from further saving and investment. 

Finally, to examine the notion that increases in 
inflation and unemployment might induce secondary 
workers to join the labor force in order to maintain 
the family’s existing standard of living, a set of regres- 
sions was run with the two trends and a measure of 
the so-called “misery index.“4 The coefficient on 
the misery index variable was significantly different 
from zero (at the 95 percent level) only for partici- 
pation rates of females in the 25-54 age group. That 
equation is reported in the table as the second equa- 
tion for females 25-54. 

. . . We have set in place a fundamental reorientation of 
our tax laws. . . . The reduction in marginal rates for all 
taxpayers, making Individual Retirement Accounts available 
to all workers, cutting the top tax bracket from 70 percent 
to 50 percent, and reduction of the “marriage penalty” will 
have a powerful impact on the incentives for all Americans 
to work, save, and invest 14, pp. 6-7). 

In his last Econo9nic&~~~ (1989), President Reagan 
summarized his administration’s accomplishments as 
follows: 

Two additional sets of regressions were also run: 
one using the unemployment rate as the third inde- 
pendent variable, and the other using the percent 
change in the Consumer Price Index (CPI). The 
coefficient on the unemployment rate was not sig- 
nificantly different from zero in any regression, but 

And by reducing taxes and regulatory bureaucracy, we have 
unleashed the creative genius of ordinary Americans and 
ushered in an unparalleled period of peacetime prosperity. 
. . . Our New Beginning has restored personal incentives 
through a series of tax reforms and tax cuts. These reforms 
have reduced the top Federal marginal income tax rate to 
less than one-half the level that prevailed when we took 
office and decreased tax liabilities at all income levels 15, 

PP. 3, 71. 

3 Three sets of regressions were calculated-one with the cur- 
rent change in real GNP, one with the change in real GNP lagged 
one quarter, and one with the change in real GNP lagged two 
auarters-for all age/sex erou~s. Males 25-54 were the onlv LOUD 
tb be significantly affecTed by the change in real GNP’(g thk 
95 oercent level). The t value of the coefficient for the GNP 
vari‘able was hidest for real GNP lagged one quarter, so the 
results of that regression are reported in the table. 

4 The misery index is generally defined as the sum of the infla- 
tion rate and the unemployment rate. For this estimation, it was 
specifically defined as the sum of the annual rate of change in 
the Consumer Price Index (CPI) from eight quarters earlier and 
the civilian unemployment rate. 

In the Annual Report of t/ie Council of Economic 

Aderi~~, which is published with the President’s 
Economic Repon; Reagan’s Council of Economic 
Advisers stated: 

The Economic Recovery Tax Act of 1981 [ERTA] 
reduced the top marginal tax rate for individual income 
from 70 to 50 percent. It reduced marginal tax rates on 
given levels of nominal income for all tax brackets while 
indexing personal exemptions, the standard deduction, and 
the tax brackets in 1985 to prevent bracket creep. . . . The 
act significantly reduced the average burden of taxation for 
American families compared with what it would have been 
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without a change in the tax law. . . . The cuts in marginal 
tax rates acted to increase the incentives to work and to 
invest IS, pp. 86-7). 

After evaluating the effects of the Tax Equity and 
Fiscal Responsibiity Act of 1982 (TEFRA) and the 
Tax Reform Act of 1986 (TRA) on the changes in 
marginal tax rates initiated by ERTA, the Council’s 
Annual Report observed that income tax savings (for 
median income families of four) remained substan- 
tial, even in 1988, over what they would have been 
under the tax law in existence in 1980. The report 
concluded: 

The reductions in marginal tax on labor income encourage 
labor force participation, particularly of second earners. 
Because TRA reduced the difference between gross wages 
and net wages at the margin, it provides workers with an 
incentive to increase their work effort IS, p. 90). 

Finally, a great deal of publicity was given in the 
early 1980s to the Laffer curve. The Laffer curve 
was based on a simple truism-that at lower levels 
of income taxation, raises in tax rates yield more total 
tax revenue, but that if tax rates continue to rise 
individuals eventually lose incentives to work and 
invest, so total tax receipts eventually decline. Thus, 
at a 100 percent tax rate, total tax receipts would 
be zero. From a political point of view, the Laffer 
curve provided a rationale for reducing taxes without 
reducing government spending, provided of course 
that one assumed that income tax rates already were 
so high that the economy was operating on the 
downward sloping side of the curve. 

The foregoing quotations and the Laffer curve ra- 
tionale for tax reduction imply that lower marginal 
tax rates will induce individuals to work, save, and 
invest. If this implication is correct, one would 
expect labor force participation rates to rise after tax 
rate relief. 

In fact, however, no evidence of an increase in the 
trend rate of labor force participation was found. As 
the table shows, there was no significant upward 
movement in the trend rate of labor force partici- 
pation in any of the ten age/sex groups studied after 
the first half of 198 1, even after adjusting for changes 
in economic conditions.5 

5 Of course, some workers may have responded by taking 
second jobs; a phenomena that would not show up in the par- 
ticipation rate data. Data on multiple job holding were gathered 
from the May supplement to the Census’s Current Population 
Survey until 1980, when the supplement was discontinued. 
Special questions included in the May 1985 CPS, however, asked 
about multiple job holding, so data are available for 1985. By 
interpolation a quarterly series on multiple jobholders was 
estimated for males and females 16 and over for the 1970-85 
time period. The estimates were then added to the civilian labor 

Why did no such effect show up? One reason may 
be that the incentives were not large enough. At the 
same time that the income tax rates were being re- 
duced, for example, the payroll taxes (contributions 
for social security, etc.) were rising. A 1987 study 
by the Congressional Budget Office (CBO), for 
example, concluded that the effective tax rates for 
overall federal taxes were slightly higher under 1988 
tax laws than they were under 1977 tax laws for all 
but the highest decile of income earners.6 The CBO 
illustration showing the different effective tax rates 
by population decile is reproduced here as Figure 1. 

Chart 4 shows personal taxes and social security 
contributions as percentages of personal income 
before tax deductions.7 This chart does show a 
modest reduction in average taxes after 1981. 

That trends in labor force participation rates did 
not increase after 1981 implies either (1) that there 
were no significant reductions in marginal tax rates 
in the 1980s or (2) that the reductions in tax rates 
had no significant effect on labor force participation. 
The first possibility is contrary to the spirit of the 
1989 Economic Report of th P&dent. The second is 
contrary to the supply-side predictions of the early 
1980s. 

Ill. 
OTHER IMPLICATIONS OF THE DATA 

Discouraged Workers 

Some analysts argue that individuals will drop out 
of the labor force if they become too discouraged 
about their job prospects. Workers therefore would 
be expected to increase their labor force participa- 
tion in periods of economic expansion and decrease 
it in times of economic contraction. 

forces and new estimates of participation rates were devised that, 
in effect, counted the multiple jobholders as participating twice. 
Regressions were run on the revised participation rates over the 
1970:2 to 1985:2 and 1976:l to 1985:2 periods, again with the 
trend and trend dummy variables as arguments. It was found 
that adding the multiple jobholders made no difference to 
the regression results, and again all of the coefficients on 
“Trend 2” were negative. 

6 The data utilized in the CBO study, however, are not wholly 
appropriate for analyzing changes in tax incentives on labor force 
participation. The CBO procedure allocated both employer and 
employee contributions to Social Security as well as the 
family’s share of the corporate income tax to each decile’s 
effective tax rate. 

7 Personal income as defined by the Bureau of Economic Analysis 
includes transfer payments net of personal contributions for 
social insurance. To get an appropriate before-tax personal 
income measure to be used as the denominator for the series 
in Chart 4, personal contributions for social insurance were added 
to the BEA’s personal income figure. Thus, the before-tax 
personal income statistic used includes transfer payments gr0.r.r 
of social insurance contributions. 

34 ECONOMIC REVIEW, SEPlEMBERlOCTOBER 1989 



Figure 1 
EFFECTIVE FEDERAL 

Effective 
Tax Rates 
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Note: Families are ranked by income size (1 being the lowest) 
Family income includes the family’s share of the corporate 
income tax which is allocated to capital income. The lowest 
decile excludes families with zero or negative incomes. The 
effective tax rate is the ratio of taxes to family income in each 
income class. 

Source: United States, Congressional Budget Office, “The 
Changing Distribution of Federal Taxes: 1975-1990,” 
October 1987, Summary Figure 1, p. xv. 

The data, however, show that since 1976 the 
only participation rates that were significantly related 
to changes in real GNP were those of males in the 

Chart 4 

PERSONAL TAXES 
& S.S. CONTRIBUTIONS 

As Percent of Personal Income Receipts 

1977 78 79 80 81 82 83 84 85 86 87 

25-54 age group, and that those participation rates 
were not related to GNP growth in the way predicted 
by the discouraged worker hypothesis. As the table 
shows, the coefficient on the change in real GNP 
lagged one quarter bears a negative sign.8 Thus, 
the analysis implies that a decline in the rate of growth 
in real GNP, other things equal, will induce a rise 
in the rate of labor force participation of age 25-54 
males, which is exactly opposite to the sort of 
behavior predicted by the discouraged worker effect. 

This inverse relation between real GNP growth 
and male 25-54 participation rates is consistent with 
either (1) the backward-bending supply curve of 
labor, according to which workers opt for more leisure 
and therefore drop out of the labor market when their 
incomes rise and come back in when their incomes 
fall, or (2) a variant of the backward-bending supply 
curve, the additional worker effect. 

Additional Workers 

Underlying the additional worker effect is the con- 
cept that secondary workers (nonbreadwinners) enter 
the labor force in times of adversity to enable the 
the family to maintain its standard of living. As noted 
above, the labor force participation rate behavior of 
age 2.5-54 males, who increase their participation as 
the economy expands and reduce it as the economy 
contracts, would be consistent with the additional 
worker hypothesis if those workers were indeed 
secondary workers. If male 2.554 participation rates 
were dominated by the additional worker effect, 
however, the regression of them on the misery in- 
dex, the CPI, or the unemployment rate should also 
have been significant. It was not. ’ 

Evidence of the additional worker effect is found, 
however, in the regression of female ‘25.54 labor force 
participation on the trends and the misery index. As 
shown in the table, the regression results showed a 
significant positive relation between the misery 
index and participation rates in the female 25-54 age 
group. 

As mentioned earlier, if a significant negative 
correlation between the rate of growth of real GNP 
and the female participation rate had been found, that 
result would also have been consistent with the 
additional worker hypothesis. Intuitively, however, 
it seems most appropriate to identify the misery 
index more closely with the additional worker effect 
than the change in real GNP, for inflation and 

8 The sign was also negative for the regression using the cur- 
rent change in real GNP as an argument. The coefficient on the 
change in real GNP lagged 3 quarters was not significantly 
different from zero. 
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unemployment have immediate and direct effects on 
family real incomes. Therefore, it seems likely that 
the female 25-54 participation rates were affected 
more strongly by the additional worker effect than 
were the participation rates of males 25-54. 

The labor force participation of age 25-54 males 
seems more likely to stem from behavior consistent 
with the classic backward-bending supply curve. The 
rationale for the backward-bending supply curve is 
that as individuals achieve certain levels of income, 
leisure becomes progressively more desirable and 
pecuniary income progressively less desirable. As a 
result, wage increases may sometimes induce workers 
to substitute leisure hours for work hours. 

Speculations about Possible Effects of the 
Revolution in Female Labor Force 
Participation 

As noted earlier, the composition of the labor force 
in 1988 is radically different from that of 1950. If 
the 1950 participation rates had continued to prevail, 
the 1988 labor force would contain 22 million fewer 
female workers and 8 million more male workers. 
Moreover, the growth in the female labor force has 
drawn from the prime 20-54 age population, while 
the source of decline in the male labor force partici- 
pation has been in the older, 55 and over, ages. 

One of the early rallying cries of the feminist revolu- 
tion in the 1950s was that females were not en- 
couraged to enter the labor force, but rather were 
expected to remain home and nurture their children. 
If that were true in the fifties, it has changed in the 
eighties. As Chart 1 shows, over 55 percent of all 
women over 16 participated in the labor force in 
1988, far higher than the 35 percent female partici- 
pation rate registered in 1950. 

Whether the work situation for females has 
turned out to be consistent with the expectations of 
the feminist revolution, however, is open to ques- 
tion. First, a number of traditionally female jobs 
continue to pay lower wages than traditional male 
jobs. Second, the correlation of participation rates 
of 25-54 year-old females with the misery index pro- 
vides evidence that a proportion of female workers 
have jobs not because they desire to work, per se, 
but because they and their families need the income. 

How have males fared since 1950? Apparently 
quite well. Almost 45 percent of the male popula- 
tion over 65 was in the labor force in 1950, but only 
15 percent in 1988. Such a change, of course, could 
indicate that prospective employers now tend to 
discriminate against older men, but that explanation 
seems unlikely. Rather, the reduction in labor force 
participation of 65 and over males most likely is 
beneficial to older men, as more of those who want 
to retire are now able to do so. The data also show 

declining participation rates for 55-64 men, especially 
since 1970. Again, the trend could be interpreted 
as hurtful to the welfare of the 55-64 men, but the 
accuracy of such an interpretation would be ques- 
tionable. It seems much more likely that the declin- 
ing rates for 55-64 men indicate increases in welfare 
as more men are able to choose early retirement. 

This decreasing male labor force participation has 
come in the face of stable (65 and over) or rising 
(55-64) female labor force participation rates in the 
older age groups. Does this development mean that 
the older men are now living a life of leisure secured 
by their retirement benefits and the earnings of their 
breadwinning spouses? It could. Does it mean that 
older men and older women are now living lives of 
leisure, traveling around the country in their RVs, 
using up the inheritance that might otherwise have 
gone to children and grandchildren? It could, for 
although female labor force participation rates have 
risen, they still do not exceed male labor force par- 
ticipation rates. Does it mean that laid off older males 
get discouraged about their job prospects and drop 
out of the labor force? It might, but participation rates 
of older men do not seem to vary in any consistent 
way with the rate of growth of real GNP, so if they 
get discouraged it relates more to secular than to 
cyclical developments. 

So who has benefitted from the feminization of 
the work force? If benefit is based upon freedom to 
follow one’s preferences without worry about bread- 
winning, the beneficiaries are not all female, nor have 
all females benefitted. Rather, older men are now 
apparently able to choose to retire at earlier dates, 
while some prime age females apparently work out- 
side the home only because they and their families 
are facing hard times and they cannot afford not to 
work outside the home. 

1. 

2. 

3. 

4. 

5. 
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CHANGES IN MANUFACTURING EMPLOYMENT 

IN NORTH CAROLINA COUNTIES, 1980-85 

Chktine Chnzuru and Jane big ’ 

A turbulent economic environment challenged 
manufacturers from 1980 through 1985. During this 
period, the foreign exchange value of the dollar 
rapidly appreciated, oil prices surged and then 
plunged, inflation declined from double digit rates, 
and the U.S. economy went through two recessions. 
Moreover, manufacturing employment declined by 
more than a million workers. 

Steven A. Waldhorn, Director of the Center for 
Economic Competitiveness at SRI International, has 
argued that rural areas lost a larger proportion of 
manufacturing employment than urban areas between 
1980 and 1985 for the following reasons: 

. . . Rural areas tend to be at a competitive disadvantage 
because of their industry mix and structure. They also tend 
to be dependent on just a few industries; these industries 
also happen to be the ones most affected by increasing 
foreign competition. Lower-cost foreign locations are 
attracting some basic U.S. manufacturing operations . . . 
at the expense of rural economies.r 

This study focuses on manufacturing employment 
in the Fifth District state of North Carolina because: 
1) at 31 percent of total employment in the state, 
manufacturing in North Carolina accounts for a pro- 
portion of jobs that is higher than that of any other 
state in the nation, and 2) rural areas in North 
Carolina lost a larger percentage of manufacturing jobs 
than urban areas between 1980 and 1985. As will 
be shown for North Carolina, however, and contrary 
to Waldhorn’s statement, rural areas were generally 
not at a competitive disadvantage to urban areas 
because of their mix of industries. 

To evaluate if Waldhorn’s thesis applied to North 
Carolina, this paper investigates whether this state’s 
rural areas were relatively more dependent on 
manufacturing industries whose employment declined 

l The authors wish to thank Dan M. Bechter and William E. 
Cullison for helpful comments. 

1 “New Perspectives on Rural Development,” Hearing To 
Iaht$v Prospectsfw Economic &w&nnent in Rura/Amenka, before 
the Subcommittee on Rural Economy and Family Farming of 
the Committee on Small Business, United States Senate 
(Washington, D.C.: U.S. Government Printing Office, 1988), 
pp. 58, 62-63. 

nationwide between 1980 and 1985. The paper also 
analyzes changes in rural and urban jobs in three 
North Carolina industries-textiles, apparel, and 
chemicals-that lost the most jobs from 1980 to 
1985, to determine if rural locations were dispropor- 
tionately affected in these three industries. Finally, 
the article examines whether industry-specific 
changes in the foreign exchange value of the dollar 
affected manufacturing employment in North 
Carolina counties from 1980 to 1985.2 

RURAL VERSUS URBAN COUNTIES 

There are many different ways to define urban and 
rural areas. Most often, researchers use counties as 
the basic geographical unit. They define urban coun- 
ties as those that are in metropolitan areas-all others 
are rural. Because there is much diversity within the 
urban and rural categories, some researchers use more 
than two categories to define the rural-urban character 
of counties. 

This article uses a lo-class system to measure the 
degree of urbanization in counties. Under this system, 
counties are classified by population density and 
proximity to metropolitan areas into categories 
called “Beale codes.“3 As shown in Table I, the 
higher the integer value of the Beale code, the more 
rural the county. Following a precedent set by a U.S. 
General Accounting Office study, this article defines 
rural areas as counties classified as Beale codes 6, 
7, 8, and 9.4 

r This article uses ES-202 data from the U.S. Department of 
Labor in which employment is disclosed for all counties at the 
Z-digit standard industrial classification level. The authors thank 
the North Carolina State Employment Commission for per- 
mitting access to this unpublished data set in which employ- 
ment is listed for all data categories. 

3 Economic Research Service of the U.S. Department of 
Agriculture. 

4 U.S. General Accounting Office, Rural Lkvehpment: Federal 
Prvgzams TM Fous on Rurai America and Its Economic Dewelop- 
ment (Washington, D.C.: General Accounting Office), January 
1989. 
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Table I 

RURAL-URBAN CONTINUUM (BEALE CODE) COUNTY CLASSIFICATION SYSTEM AND THE 
DISTRIBUTION OF COUNTIES AND EMPLOYMENT IN THE NATION AND NORTH CAROLINA IN 1985 

Beale Code, Population and County Percent of 
Metropolitan Area (MA) Counties 

Percent of 
Mfg Employment 

0 Central to MAs of over l,OOO,OOO 

1 Fringe of MAs of over l,OOO,OOO 

2 In MAs of 250,000 to l,OOO,OOO 

3 In MAs of less than 250,000 

4 Urban 20,000 or more, adjacent to MA 

5 Urban 20,000 or more, not adjacent to MA 

*6 Urban less than 20,000, adjacent to MA 

*7 Urban less than 20,000, not adjacent to MA 

*8 Completely rural, adjacent to a MA 

*9 Completely rural, not adjacent to a MA 

U.S. NC - 

2.0 0.0 

6.3 0.0 

10.4 17.0 

7.1 8.0 

5.1 5.0 

5.1 7.0 

18.7 19.0 

25.4 17.0 

6.5 5.0 

13.5 22.0 

U.S. 

30.0 

15.7 

24.1 

8.7 

5.1 

2.9 

5.9 

6.0 

0.6 

1.0 

NC - 

0.0 

0.0 

42.5 

15.2 

8.7 

5.9 

14.5 

10.0 

5.1 

2.8 

Notes: 

TOTAL URBAN (0+1+2+3+4+5) 36.0 37.0 86.5 72.3 

TOTAL RURAL (6+7+8+9) 64.1 63.0 13.5 27.8 

Metropolitan status was determined by the U.S. Office of Management and Budget, June 1983, based on the results of the 1980 census. Metropolitan 
areas must have either 1) a city of at least 50,000 population, or 2) an urbanized area of at least 50,000 with a total metropolitan population of 
at least 100,000. This criterion further defines Beale codes 3, 4, and 5. A completely rural (Beale codes 8 and 9) county has no town in it with 
over 5,000 population. A county adjacent to a metropolitan area must have an adjacent physical boundary and at least 2 percent of its employed 
labor force must commute to metropolitan central counties. 

* Counties in these four classes are considered rural by the U.S. General Accounting Office in their study Rural Development: Federaal Progmms That Focus 
on Rural America and Its Economic Development, January 1989. 

Sources: Beale codes were obtained from the Economic Research Service, U.S. Department of Agriculture; employment data were obtained from the Bureau 
of Labor Statistics, U.S. Department of Labor, ES-202 data. 

The distribution of counties within rural and 
urban areas in North Carolina differs considerably 
from that of the national average, so changes in 
manufacturing employment in North Carolina are not 
necessarily representative of national trends (see 
“percent of counties,” Table I). For example, North 
Carolina has no counties in the largest metropolitan 
areas (Beale codes 0 or l), but 17 percent of its coun- 
ties are in metropolitan areas with populations of 
250,000 to l,OOO,OOO (Beale code 2). The figure 
shows the location of these counties in North 
Carolina. 

The distribution of manufacturing jobs by Beale 
code in North Carolina is also different from that 
of the nation (see “percent of mfg employment,” 
Table I). Only 72 percent of the manufacturing 
workers in North Carolina work in urban counties, 
compared with 87 percent in the nation. The greatest 
difference is in Beale code 2 counties, which con- 
tain over 40 percent of North Carolina’s manufac- 
turing jobs but only 24 percent of the nation’s 

INFLUENCE OF INDUSTRY MIX 
ON EMPLOYMENT DECLINES 

It has been argued that rural counties were more 
susceptible to downturns in the economy because 
a higher proportion of their jobs were in industries 
that reduced employment nationwide between 1980 
and 1985.5 This section examines whether the na- 
tionally contracting industries actually were more 
predominant in rural than in urban areas of North 
Carolina and whether these industries experienced 
relatively larger employment losses in the state’s rural 
areas. This section also examines the concentration 
of employment in contracting industries in North 
Carolina’s rural counties. 

s Industries may have reduced employment for a number of 
reasons, not all of which indicate worsening sales, profits, or 
growth potential. In this article, however, any industry 
characterized by employment reduction will be termed a “con- 
tracting” industry and, conversely, any industry characterized 
by employment gains will be called an “expanding” industry. 
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Urban / Rural Classification of North Carolina Counties 

URB’AN /RURAL CLASSlFlCATlON* 

l See Table I for definitions. 

@ Place of 100,000 or more inhabitants @ Place of 500,000 tp 100,000 inhabitants l Place of 25,000 to 50,000 inhabitants 



Dependence on Industries with 
Declining Employment 
(Contracting Industries) 

In the United States, employment in six 
manufacturing industries declined more than 
10 percent between 1980 and 1985, when 
the average decline in manufacturing employ- 
ment was 5.2 percent. (See Table II.) The 
largest employment reduction, 29.6 percent, 
was in primary metals followed by textiles, 
which declined 17.6 percent. 

Manufacturing employment in North 
Carolina increased slightly during the same 
period. Only in the textile industry did 
employment fall by more than 10 percent. 

Table II provides little support for the 
argument that manufacturing jobs in con- 
tracting industries were located predomi- 
nately in rural areas of North Carolina. Of 
the twelve industries that contracted na- 
tionally, only five comprised a greater 
percentage of manufacturing employment in 
the rural than in the urban counties. Also, 
only two of the six industries that experi- 
enced employment declines in North 
Carolina had relatively more manufacturing 
in rural counties. Therefore, the data in 
Table II suggest that rural counties in North 
Carolina were not more susceptible than ur- 
ban counties to downturns between 1980 
and 1985 because of a dependence on in- 
dustries that contracted nationally. 

Employment Losses by Industry 
Groups in Rural versus 
Urban Counties 

To further examine the proposition that 
rural counties in North Carolina lost a 
relatively larger percent of manufacturing 
employment because bf an unfavorable in- 

Table II 

CHANGES IN MANUFACTURING EMPLOYMENT FROM 
1980 TO 1985 IN THE UNITED STATES AND 

NORTH CAROLINA AND THE PERCENTAGE DISTRIBUTION 
OF NORTH CAROLINA MANUFACTURING EMPLOYMENT 

WITHIN RURAL AND URBAN AREAS 

U.S. NC - - 

Declined More Than 

- 29.6 28.7 

- 17.6 - 15.8 

- 13.4 -4.7 

- 12.2 18.1 

-11.8 7.2 

- 11.3 -3.2 

Proportion of 
Manufacturing 
Employment in 

North Carolina, 1985 

10 Percent Nationally 

Primary Metals 

Textiles 

Miscellaneous 

Nonelectrical Machinery 

Stone, Clay & Glass 

Apparel 

Declined Less Than 10 Percent Nationally 

-9.8 -4.7 Tobacco 

-8.6 28.5 Rubber 

-8.9 - 1.4 Fabricated Metals 

-6.4 2.6 Food 

-6.0 -5.3 Chemicals 

-1.8 5.6 Paper 

Increased Nationally 

0.4 3.4 Lumber 

1.2 6.6 Instruments 

4.1 53.1 Transportation Equipment 

4.5 18.2 Electronic Machinery 

6.2 2.9 Furniture 

13.3 29.3 Printing 

- 5.2 O-.2 TOTAL MANUFACTURING 

Urban Rural 

1.4 1.2 

24.3 28.7 

0.8 0.6 

8.5 3.3 

2.3 2.8 

8.7 14.6 

3.9 0.6 

4.0 2.9 

3.8 1.8 

4.9 7.0 

4.7 4.0 

2.0 4.0 

3.2 7.5 

1.3 1.3 

3.1 1.7 

8.5 5.7 

10.3 10.2 

3.9 1.4 

99.6* 99.6* 

dustrial mix, total changes in manufacturing employ- 
ment by Beale code were examined for the three 
groups of industries identified in Table II. For ex- 
ample, shown in Table III under the column heading 
“declined more than 10 percent” are percent changes 
in employment for the following six industries: pri- 
mary metals; textiles; miscellaneous; nonelectrical 
machinery; stone, clay, and glass; and apparel. With 
these groupings, one can determine if nationally con- 
tracting industries lost more employment in rural than 
in urban county classes in North Carolina. 

The last two rows in Table III show that manufac- 
turing employment in urban areas of North Carolina 

* Totals do not add to 100 because leather and petroleum are excluded. These two 
industries have relatively few employees in North Carolina. 

rose 1.3 percent from 1980 to 1985, while manufac- 
turing employment in rural areas fell 2.3 percent. 
Manufacturing employment growth in rural counties, 
however, was actually stronger than in urban coun- 
ties for industries that lost employment nationally. 
It was in the industries that gained employment na- 
tionally that employment growth in rural areas was 
slower.6 

6 The same conclusion was drawn when the mean changes in 
county manufacturing employment were considered by the 
industry groups shown in Table III and by Beale code. Larger 
standard deviations, however, were generally associated with the 
mean employment changes in the rural county classes. 
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Table III 

PERCENTAGE CHANGES IN MANUFACTURING EMPLOYMENT FOR 
DESIGNATED INDUSTRY GROUPS BEMlEEN 1980 AND 1985 

Industries Where National Manufacturine Emolovment 

2 2.6 -8.0 15.3 la.7 

3 2.8 -4.7 9.5 -4.8 

4 -3.1 -11.2 13.2 21.7 

5 -4.8 - 13.5 16.3 -0.3 

6 -3.2 -7.3 2.3 -0.7 

7, - 1.7 -0.6 7.8 -8.0 

a 5.3 27.7 - 29.4 11.0 

9 - 1.6 - 10.0 93.3 -11.8 

Total 
Manufacturing 

Declined More Declined Less 
Than 10 Percent Than 10 Percent Increased 

(Percentage Change in Manufacturing Employment) 

URBAN 

RURAL 

1.3 

-2.3 

-8.4 

-4.2 

1.1 

9.2 

20.8 

-4.4 

Employment Concentrations by 
Selected Industry 

When the concentration of each industry’s employ- 
ment is considered, it appears that some of the 
nationally declining industries were more concen- 
trated in rural counties. As Table IV shows, in 1980 
over half of all manufacturing employment in six 
urban and ten rural North Carolina counties was in 
textiles, the industry that recorded the second largest 
employment decline nationwide. Also, more than 30 

percent of the manufacturing employment in thirty- 
five North Carolina counties was in textiles, and 
twenty-one of these thirty-five counties were rural. 
As is also shown in Table IV, the apparel and lumber 
industries in North Carolina were relatively concen- 
trated in rural counties. 

The data thus indicate that while some individual 
rural counties might well have lost relatively more 
manufacturing employment as a result of the turbu: 
lent economic environment of the early eighties, such 

Table IV 

Food 0 5 0 0 0 0 

Textiles 14 21 6 10 1 0 

Apparel 1 15 0 9 0 1 

Lumber 0 9 0 3 0 1 

Furniture 4 3 1 1 0 0 

Paper 0 3 0 0 0 0 

Chemicals 1 2 0 1 0 1 

Nonelectrical Machinery 1 4 0 0 0 0 

EMPLOYMENT CONCENTRATIONS AS A PERCENT OF THE COUNTY’S TOTAL 
MANUFACTURING EMPLOYMENT FOR SELECTED INDUSTRIES, 1980 

Number of Counties 

30% or More 50% ;;tyore 80% or More 
of Total of Total 

Employment Employment Employment 

Urban Rural Urban Rural Urban Rural - - - - - - 
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losses were not generally characteristic of the rural 
counties of North Carolina.7 

INFLUENCES FROM 
RAPID DOLLAR APPRECIATION 

Analysts often associate the decline in rural 
manufacturing employment from 1980 to 198.5 with 
the decline in the world demand for U.S. manufac- 
tured goods caused by the concurrent rapid dollar 
appreciation. For example, William H. Branson and 
James P. Love found that in the entire nation, 
“ . . . the more rural the state, the more sensitive 
manufacturing employment in the state is to foreign 
trade.“* 

This section reports on a new attempt to see if 
the change in the foreign exchange value of the dollar 
did in fact affect manufacturing employment growth 
in North Carolina between 1980 and 1985. A single 
equation regression was used. 

Regression Model 

In an effort to capture the effect of increases in 
the exchange rate on manufacturing employment by 
county, a real exchange rate was created for each 
county, weighted to take account of the county’s 
industry mix. Each county-specific exchange rate was 
calculated as a weighted average of real industry- 
specific exchange rates. 9 The weights were per- 
centages of manufacturing employment in each 
county in 1980 at the Z-digit SIC level. (See the 
Appendix for the changes in the exchange rate be- 
tween 1980 and 198.5 for all counties in North 
Carolina.) 

The change in the foreign exchange value of the 
dollar, which were county-specific and industry- 
weighted, was assumed to be inversely related to 
industry output and thus to manufacturing employ- 
ment. As the dollar appreciates, for example, 
domestic goods become more expensive to foreigners 
and foreign goods become cheaper to U.S. con- 
sumers, all other things equal. The counties with 

’ For a study of rural-urban changes from 1980 to 1985 in 
manufacturing employment for all counties in the nation, see 
Dan M. Bechter and Christine Chmura, “The Competitiveness 
of Rural County Manufacturing During a Period of Dollar 
Appreciation,” Regional science Perspectives, forthcoming. 

8 William H. Branson and James P. Love, “The Real Exchange 
Rate and Employment in U.S. Manufacturing: State and Regional 
Results,” National Bureau of Economic Research, Inc., Work- 
ing Paper No. 2435 (1987) p. 16. 

9 The real industry-specific exchange rates were obtained from 
Kent Hill at the Federal Reserve Bank of Dallas. 

industry mixes that showed the largest dollar 
appreciation thus were expected to show the largest 
reductions in manufacturing employment. 

The Beale code of each county was also included 
in the regressions to test the hypothesis that rural 
areas suffered greater percentage losses in manufac- 
turing employment than urban areas. The Beale code 
coefficient was expected to be inversely related to 
changes in manufacturing employment. 

Regression Results 

Separate regressions were run for counties that 
gained manufacturing employment and counties that 
lost employment. As shown in the box, the exchange 
rate variable was not found to be significant in either 
regression. In the regression of counties that lost 
manufacturing employment, only the Beale code 
variable was significant. lo 

The regression results thus provide no support for 
the notion that the changes in North Carolina’s 
manufacturing employment from 1980 through 1985 
resulted from increases in the exchange rate. 

The Beale code coefficient was not significant 
in the regression of counties that gained manufac- 
turing employment from 1980 to 1985, but it was 
significant and negative for the counties that ex- 
perienced a loss in manufacturing employment. This 
result suggests that the rural-urban character of the 
county played a role in the manufacturing employ- 

ment change only when counties lost jobs: when 
counties lost manufacturing employment, rural coun- 
ties lost the larger percentage. 

CHANGES IN EMPLOYMENT FOR 
THREE MAJOR INDUSTRIES 

The regressions indicated that rural areas showed 
greater employment losses only among counties 
where employment declined. Therefore, the three 
manufacturing industries-textiles, apparel, and 
chemicals-in North Carolina that lost the most jobs 
between 1980 and 1985 are examined to see if the 

10 The regression models shown also included variables for 
manufacturing wage levels in 1980, education levels in 1980, 
and the change in manufacturing wages from 1980 to 1985. In 
the regression of counties that gained employment, only the 
change in wage variable was significant. When the regression 
was run with all counties-those whose employment increased 
and those whose employment decreased-problems were en- 
countered with heteroscedasticity. After the data were weighted 
by the variance of the employment variable, the transformed 
model produced no statistically significant coefficients. In the 
original regression that was run with all counties, the exchange 
rate and the change in wage variables were significant at the 
1 percent level. 
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Gains in Empfoyment: 43 observations (t statistic in parentheses) 

EMPL8085 = Intercept + Change in Exchange Rate + Beale Code 
- 0.478 1.556 0.027 

(-0.86) (1.31) (1.38) 

-2 
R 

.3.5 

Losses in Emphyment: 57 observations (t statistic in parentheses) 

EMPL8085 = Intercept + Change in Exchange Rate + Beale Code 
0.052 0.085 -0.021 

(0.22) (0.18) ( - 2.65) 

-2 
R 

.14 

declines in these particular industries affected the 
county’s overall manufacturing employment. First, 
a brief overview of the most important forces that 
affected these industries from 1980-85 is presented. 
Then this section examines which Beale code classes 
lost the greatest proportion of jobs in the textile, 
apparel, and chemical industries (see Table V) and 
how these losses affected total manufacturing in the 
county. 

Textiles 

The textile industry was especially affected by the 
changing economic environment of the early to 
mid-1980s. The dollar volume of textile imports rose 
over 60 percent in real terms between 1980 and 
1985. Perhaps because of pressures from foreign 
competitors, the textile industry underwent a con- 
solidation. Many firms merged, downsized, or 
closed completely. Consequently, the number of 
textile firms in North Carolina dropped by 730 to 
about 12,000 in 1985. 

As the textile firms became fewer, however, the 
remaining firms were becoming more productive. 

The textile industry made record amounts of 
capital expenditures in 1981, 1984, and 1985, and 
reduced employment substantially in the early 1980s. 
The technological improvements ultimately made the 
industry more competitive. As a result, the textile 
industry recorded record profits in 1986 and 1987. 

Although 26 percent of all manufacturing jobs in 
North Carolina were in the textile industry in 1985, 
the loss of almost 40,000 textile jobs in the state 
between 1980 and 1985 caused surprisingly little 
change in the total manufacturing employment of its 
counties. Although thirteen of North Carolina’s one 
hundred counties lost over 30 percent of their 
textile jobs, in none of those counties did those lost 
jobs exceed 2 percent of the county’s total manufac- 
turing employment. Moreover, four of the thirteen 
counties that lost textile jobs gained total manufac- 
turing jobs from 1980 to 1985. 

From 1980-85, while overall textile employment 
was falling in North Carolina, textile employment 
increased by more than 30 percent in eight coun- 
ties, most of which were rural. In fact, textile jobs 
in one rural county increased by 550 workers. More- 

Table V 

EMPLOYMENT LOSSES IN TEXTILES, APPAREL, AND CHEMICALS, 1980-85 

Number of Counties 

Industry 

Total 
Jobs 
Lost 

Lost More than 
30% of 

Industry Jobs 

Rural Urban - - 

Lost More than 
80% of 

Gaine3dgy:f than 

Industry Jobs Indust; Jobs 

Rural Urban Rural Urban - - - - 

Textiles 39,807 4 9 2 2 6 2 

Apparel 2,812 8 6 3 0 12 5 

Chemicals 2,099 9 3 3 1 6 13 
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over, in Beale codes 8 and 9 textile employment 
increased 71 percent and 8 percent, respectively. 

Textile industry employment fared somewhat 
better in North Carolina than it did nationally. United 
States employment declined 18 percent between 
1980 to 1985, compared with a 16 percent decline 
in North Carolina. The relative advantage of the 
textile industry in North Carolina and its most rural 
counties may be due, in part, to its lower wages. 
According to a study of location decisions of manufac- 
turers, relocations are “. . . often in response to a 
decline in sales or profits. Relocations will benefit 
relatively low-cost locations, especially areas which 
are seen as having low labor costs.“ir In 1985, the 
average annual income for textile workers in the 
nation was $15,956, compared with $14,396 in 
North Carolina and $12,222 in Beale codes 8 
and 9. Textile wages in North Carolina, however, 
are higher than in 17 other states in the nation. 
Thus, the state’s competitive advantage in textiles 
cannot be totally explained by low wages. 

Apparel 

The apparel industry employs about one-third as 
many persons in North Carolina as does textiles. 
Although national import penetration was stronger 
in the apparel industry than in textiles (the real dollar 
value of apparel imports doubled between 1980 and 
1985), considerably fewer apparel jobs were lost in 
North Carolina: 2,3 10, compared with almost 40,000 
jobs in textiles. 

Fourteen counties in North Carolina lost more than 
30 percent of their apparel jobs, and a little over half 
of these counties were rural. The decline in apparel 
jobs, however, was less than 2 percent of the coun- 
ties’ total manufacturing jobs in all but two counties 
where the apparel jobs lost were 5 percent of the 
counties’ manufacturing employment. Six of these 
fourteen counties gained total manufacturing jobs 
during 1980 to 1985. 

Twenty-two rural counties showed gains in apparel 
employment, as did fifteen urban counties. Moreover, 
gains in apparel employment exceeded 30 percent 
in seventeen North Carolina counties; most of which 
were rural, and apparel employment in two rural 
counties grew by more than 200 percent. 

As in the textile industry, employment in the 
apparel industry in North Carolina fared better than 
that of the nation. National employment dropped 11 
percent, but employment fell only 3 percent in North 
Carolina. In the case of North Carolina’s two most 

11 Eva Mueller and James N. Morgan, “Location Decisions of 
Manufacturers,” American Economic Rew’m 52 (May 1962): 2 15. 

rural classes (Beale codes 8 and 9), however, employ- 
ment fell more than in the nation, 27 percent and 
12 percent, but there was a gain of 759 apparel 
workers in the other two rural categories (Beale codes 
6 and 7). 

Wages could explain part of the relative gain in 
apparel jobs in North Carolina. Apparel workers in 
the nation received an annual average income of 
$12,569 in 1985, compared with $9,000 in North 
Carolina and $8,876 in its two most rural areas. Wage 
differentials, however, do not explain why Beale 
codes 6 and 7 recorded increases in employment 
while Beale codes 8 and 9, where wages were lower, 
showed declines. Perhaps the wage differential was 
so small that other factors such as access to better 
highway systems, proximity to textile plants, or 
availability of skilled labor caused apparel employ- 
ment to grow faster in Beale codes 6 and 7. 

Chemicals 

Although the chemical industry accounted for 
only about 5 percent of North Carolina’s manufac- 
turing jobs, its employment in the state declined by 
2,099 persons from 1980 to 1985. Most of the 
decline in jobs occurred from 1980 to 1983 because 
of two forces: 1) the output of three major sectors 
(transportation equipment, construction, and agri- 
culture) that substantially affect the level of shipments 
of chemicals fell sharply throughout the nation, and 
2) oil, which is used in producing many chemical 
products, fluctuated widely in price, rising more than 
15 percent between 1980 and 1981. 

Even though two-thirds of North Carolina’s 
chemical output was synthetics and plastics instead 
of the more recession-resistant drugs and cleaning 
products, employment in the chemical industry in 
North Carolina contracted 5 percent from 1980 to 
1985, compared with 6 percent in the nation. The 
largest employment losses occurred in rural areas. 
Nine of the twelve counties where employment 
declined more than 30 percent were rural. In three 
rural counties, chemical jobs declined more than 80 
percent. In none of these counties, however, was the 
loss in chemical jobs more than 1 percent of all 
manufacturing jobs. 

The largest percentage gains in chemical industry 
employment were located in urban areas. Thirteen 
of the nineteen counties in which chemical industry 
employment increased more than 30 percent from 
1980 to 1985 were urban. Some rural areas had large 
employment gains, however. In one rural 
county, for example, chemical employment increased 
from six to eight hundred forty-one workers from 
1980-85 and in another it increased from one to 
seventy-three workers. 
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Similar to the textile and apparel industries, the 
competitive advantage of the North Carolina chemical 
industry may be a result of its relatively low wages. 
North Carolina’s annual average wage in the chemical 
industry in 1985 was $20,563 compared with 
$30,699 for the United States (North Carolina ranks 
14th). 

Conclusions 

Manufacturing employment in North Carolina rural 
areas declined 2 percent from 1980 to 198.5, com- 
pared with a gain of 1 percent in urban areas. Not 
all rural counties were equally harmed by the turbu- 
lent economic environment that existed during this 
period, however, and manufacturing employment 
declined in only a small number of rural counties. 

Most rural counties were not at a competitive dis- 
advantage to urban counties because of an unfavor- 
able industrial mix, but there were exceptions. Rural 
areas as a whole did not hold a greater proportion 
of the nationally declining industries but some rural 
counties were comprised of a greater proportion of 
declining industries, particularly textiles. Moreover, 
a regression analysis suggested that movements in 

the foreign exchange value of the dollar between 1980 
and 1985 did not have a statistically significant 
effect on changes in manufacturing employment in 
North Carolina counties. Among counties experi- 
encing declines in manufacturing employment, 
however, the regression results suggested that rural 
counties experienced greater losses than urban 
counties. 

The case studies of the textile, apparel, and 
chemical industries in North Carolina indicated that 
wages within the state, and especially within its rural 
areas, were much lower than the national average. 
In some industries, this wage differential may have 
been a factor that gave North Carolina a competitive 
edge, allowing the state to grow in spite of the 
vicissitudes of the early 1980s. Other factors that may 
also have played a role in North Carolina’s employ- 
ment growth include: state and county policies such 
as low taxes and high education expenditures as well 
as a favorable business climate.*2 

12 North Carolina was rated in the top 10 states in the nation 
for its favorable manufacturing climate for each year from 1981 
through 1985 according to Alexander Grant & Company, Garffal 
Manuf~tuting Chates of the F&y-Eight Conti@us States of Anmica 
(Chicago: Alexander Grant & Company), various issues. 
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APPENDIX 

Percent Increase in North Carolina 

Real County-Specific Exchange Rates 

1980-85 

Alamance 39.84 

Alexander 32.74 

Alleghany 42.69 

Anson 40.44 

Ashe 33.86 

Avery 37.63 

Beaufort 36.85 

Bertie 36.93 

Bladen 35.39 

Brunswick 41.69 

Buncombe 36.14 

Burke 36.33 

Cabarrus 42.02 

Caldwell 32.93 

Camden 28.02 

Carter-et 31.71 

Caswell 41.23 

Catawba 34.85 

Chatham 37.67 

Cherokee 35.30 

Chowan 35.15 

Clay 40.92 

Cleveland 39.21 
Columbus 33.54 

Craven 31.80 

Cumberland 34.95 

Currituck 34.16 

Dare 47.73 

Davidson 33.86 

Davie 36.02 

Duplin 39.33 

Durham 38.84 

Edgecombe 37.84 

Forsyth 39.76 

Franklin 34.84 

Gaston 39.61 

Gates 26.10 

Graham 32.94 

Granville 39.17 

Greene 38.71 

Guilford 37.26 

Halifax 35.56 

Harnett 37.54 

Haywood 28.34 

Henderson 35.12 

Hertford 34.44 

Hoke 40.98 

Hyde 36.82 

Iredell 36.60 

Jackson 36.95 

Johnston 

Jones 
Lee 
Lenoir 
Lincoln 
McDowell 
Macon 
Madison 

Martin 

Mecklenburg 
Mitchell 
Montgomery 
Moore 
Nash 
New Hanover 

Northampton 
Onslow 
Orange 
Pamlico 

Pasquotank 
Pender 

Perquimans 
Person 
Pitt 
Polk 
Randolph 
Richmond 

Robeson 
Rockingham 

Rowan 
Rutherford 
Sampson 

Scotland 

Stanly 
Stokes 

Surry 
Swain 
Transylvania 
Tyrrell 

Union 
Vance 
Wake 
Warren 
Washington 
Watauga 
Wayne 
Wilkes 
Wilson 
Yadkin 

Yancey 

36.69 

38.33 

36.37 

40.39 

38.00 

39.4s 

35.18 

33.09 

30.81 

36.40 

35.69 

39.27 

37.44 

38.25 

35.52 

33.25 

35.94 

33.22 

37.96 

30.68 

35.20 

39.69 

38.43 

38.27 
40.11 

36.15 

39.10 

37.70 
41.09 

38.76 

39.16 

39.39 

38.24 

38.75 

37.59 

39.72 

37.32 

31.47 

30.42 

36.56 

40.09 

34.50 

33.96 

35.43 

33.18 

35.76 

36.75 

38.05 

38.77 

39.37 
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