After rising by more than 13 percent in 1979, the growth rate of the Consumer Price Index has further increased in the first months of 1980. Consequently, attention is being directed toward proposals for wage-price restraint. Among the proposals that have been mentioned are a wage and price freeze (as in August 1971), a mandatory control program (similar to Phase II of the Nixon-era controls), or some system of tax incentives and penalties designed to slow wage and price increases. The latter system is often referred to as a Tax Based Incomes Policy, or TIP.

The Argument for Restraint Whatever the exact form, wage-price restraint has well-known drawbacks: (1) it may not be effective, and (2) if effective, it can do severe damage to the economy (see, for example, [10]). Advocates of controls, however, argue that the costs of controls are outweighed by the costs of the alternative anti-inflation policy, that of totally relying on monetary and fiscal restraint. Arthur Schlesinger, for example, recently argued:

'The prospect of depression is the economic reality behind Carter's anti-inflation program... In the long run, recession will indeed slow the rate of inflation. But at what social and human cost?... The worst recession in nearly 40 years, widespread unemployment and considerable human anguish... is... peanuts compared to what would be required to bring down the 20-% inflation rate Mr. Carter is giving us... 'The reserve army of the unemployed will eventually squeeze inflation out of the system,' the economist Francis Bator has aptly commented...if it doesn't trigger a social revolution first.' The Carter-Volker policy... is one of enormously high risk to the stability of our political as well as of our economic system. It offers a future of bitter unemployment, accompanied by a very gradual reduction of inflation and by very dangerous intensification of social tension and class hostility. [9]

Evidence that monetary and fiscal restraint would produce a severe, prolonged recession is provided by econometric simulations. After evaluating simulations from six econometric models, Arthur Okun recently found, "...[T]he average estimate of the cost of a 1 point reduction in the basic inflation rate is 10 percent of a year's GNP..." [7] If true, Okun's conclusion would mean that lowering the annual growth rate of the Consumer Price Index below 3 percent could be accomplished by a monetary policy restrictive enough to cause a 10 percent GNP gap for a decade. [The GNP gap is an estimate of the extent to which real GNP is below normal, as would occur in a recession. In the first quarter of 1975, the trough of a particularly severe recession, the GNP gap was about 9 percent.] That policy would reduce output by about $250 billion annually (that is, roughly 10 percent of current GNP), or by $2.5 trillion over the decade.

The Fallacy in That Argument Policy evaluations using econometric models such as those examined by Okun necessarily assume that what's past is prologue, in that it is assumed people will respond to projected policy decisions in exactly the same manner as they have in the past. This seemingly innocuous assumption does simplify analysis. However, previous policy evaluations based on that assumption have often led to false conclusions.

One illustration is the income tax surcharge of 1968 and 1969. Policymakers expected the surcharge to lower consumers' disposable income, thereby reducing total spending for goods and services and thus dampening inflation. The Council of Economic Advisers, for example, on the basis of the surcharge predicted a reduction in the inflation rate for 1969 to "a little more than 3 percent." [3] Actually, the GNP implicit price deflator rose by 5.3 percent in 1969 as consumer spending accelerated, growing at a 4.6 percent rate in 1967 and an 8.7 percent rate in 1968 and 1969. As Robert Eisner has noted [4], an important reason that consumer spending failed to weaken as many had predicted was the erroneous assumption that consumers would respond to a temporary tax surcharge in the same manner as they had earlier responded to permanent tax changes. In this case the past was not prologue; therefore the actual consumer reaction to the surcharge was misjudged.

When an econometric model fails to predict the effects of an economic policy correctly, many an economist's impulse is to tinker with the model—
that is, to add a variable to an equation here, to add a new equation there, to experiment with a new statistical technique, etc. Robert Lucas [6] took another course, however, by systematically analyzing the foundation for evaluating potential economic policies with econometric models. To understand Lucas's work, it will first be necessary to review the nature of econometric models.

An immense volume of statistics concerning the economy are regularly gathered. The role of economic theory is to suggest a limited number of potentially useful relationships among the many relations possible. Typically, one first specifies the economic choices available to individuals. The next step is to characterize the choices that best achieve certain goals.

Consider the problem of how a household can best allocate consumption expenditure over its members' lifetimes, for example. Since income can limit consumer spending, economic theory might suggest to the model builder that consumption should be related to income available for people to spend. This relationship could be expressed symbolically as

\[ C = \theta (Y - T) \]

where \( C \) is national consumption expenditure, \( Y \) is national income, \( T \) is the level of taxes and \( \theta \) is a parameter. That is, some number. Theory might further predict that \( \theta \) is less than 1, since individuals would desire to have funds available for emergencies or retirement and would thus not consume every penny of available income. Therefore, equation (1) states that national consumption is a fraction of national income, net of taxes. Unfortunately, theory does not often provide the exact value for a parameter. To meet that difficulty, an econometrician estimates the parameter \( \theta \) by statistical methods using past data.

After an estimate of \( \theta \) has been made, equation (1) could be used to predict the effect of a tax cut on consumption spending. As is often done in elementary textbooks, equation (1) could also provide a basis for a relation between national income and taxes, such as

\[ \Delta Y = -\frac{\theta}{1-\theta} \Delta T. \]

In words, an increase in the level of taxes, \( \Delta T \), causes a fall in national income by the amount \( \frac{\theta}{1-\theta} \) times the tax hike. If an econometrician estimated \( \theta \) as .9, for example, equation (2) would imply that a $10 billion tax increase would reduce national income by $90 billion. It is this type of exercise that is labeled "econometric policy evaluation." Although hundreds of equations and advanced statistical techniques may be used, the process of econometric policy evaluation is a mechanical extrapolation, just as indicated by this example.

Lucas argued that this policy evaluation technique is not logically consistent. That is, the same economic theory that is used to suggest equations such as (1) also predicts that a parameter such as \( \theta \) will not be a fixed number. Instead, when economic policy changes it will often be in an individual's self-interest to change his economic behavior, which in turn may change a parameter's value. That is exactly what happened in 1968-69. The temporary tax surcharge induced consumers to spend a temporarily higher fraction of their incomes (in equations (1) and (2), that would mean that \( \theta \) would be larger). Most econometric models therefore yielded incorrect predictions of the effect of the surcharge since parameters had been estimated from individuals' past behavior.\(^2\)

A particularly graphic illustration of misleading policy evaluation can be constructed by applying Okun's 10 percent GNP gap rule to Germany in August 1922 through October 1923. Since the annual inflation rate was 300,000 percent, Okun's rule would imply that eliminating inflation in Germany would have taken a 50 percent GNP gap for 600 centuries! Actually, the German inflation was virtually eliminated in 1924 with a 10 percent GNP gap. In this example the error of making an unwarranted extrapolation is clear. It will be argued below that

\(^1\) Econometric models have many uses in addition to policy evaluation, and this critique does not challenge their efficacy for such uses. Moreover, it does not deny that changes can be imagined that would allow valid policy evaluation (for example, see [2]). Such changes are not trivial and have not been made on widely used models, however, including the models examined by Okun.

\(^2\) Lucas and other members of the New Classical school of economic thought (such as Robert Barro and Thomas Sargent) have criticized Keynesian macro-econometric models on several grounds. It is useful to focus only on the critique of econometric policy evaluation since many writings by leading Keynesian economists follow the same logic. As noted above, Eisner's writing on the 1968-69 tax surcharge is consistent with the Lucas critique. Also, Alan Blinder and Robert Solow [1] briefly made an analogous argument, that "treating the fiscal and monetary tools . . . as exogenous in the statistical sense involves a specific and erroneous error that all econometric models will continue to commit until they specify and estimate a proper reaction function for the authorities."
the same error is made in the well-publicized econometric policy evaluations that predict excessive costs if monetary restraint is used to lower inflation.

Such forecasts rely on an equation similar to

\[ \pi = a \pi^e + bE, \]

where \( \pi \) is the actual rate of inflation, \( \pi^e \) is the extrapolated rate of inflation, \( E \) is excess capacity (usually measured either as above-normal unemployment or below-normal GNP), and \( a \) and \( b \) are parameters whose exact values are unknown. This equation, sometimes called an aggregate supply function, a price equation, or a Phillips Curve, states that the actual rate of inflation is determined by the extrapolated rate of inflation and the degree of excess capacity. In this framework restrictive monetary policy can lower inflation only by slowing the economy and causing excess capacity. By statistically estimating the value of the parameter \( b \) one can then guess the amount of excess capacity needed to lower the inflation rate by a given amount. That procedure is the basis for estimates such as those examined by Okun.

These estimates assume that the parameter \( b \) is fixed. That assumption is questionable, since the estimates are based on data from the post-Korean War era—an era dominated (in fact if not in rhetoric) by only one monetary policy, that of frequently shifting targets (Robert Hetzel [5] discusses this policy, labeling it "leaning against the wind"). Briefly, the shifting target strategy involves responding to the most pressing short-run concern, such as interest rates, unemployment, inflation, the foreign exchange value of the dollar, etc. The most pressing short-run problem today, of course, will not necessarily be the most pressing problem tomorrow. In such an environment, it is not surprising that individuals have been slow to change their price or wage-setting strategies. They have observed that monetary restraint has previously been temporary, and that sooner or later the focus of monetary policy changes. Such anticipations have so far proved correct. Thus rather low estimates of the parameter \( b \) are not surprising, since individuals knew that if excess capacity should appear, the Fed would soon shift from fighting inflation to fighting unemployment.

If lower inflation were to become the dominant goal of monetary policy, the outlook could be dramatically different. Abandoning the policy of shifting targets would change the context in which individuals make price and wage decisions, thereby invalidating previous estimates of the parameter \( b \) in equation (3) and, consequently, the estimated cost of monetary restraint. A difficulty in implementing such a fundamental policy change would lie in convincing individuals that policy has in fact been changed. Simple announcement will not suffice since anti-inflation rhetoric has accompanied recent increases of inflation.

Two steps toward making future announcements more credible have recently been taken, however. Section 108 of the Full Employment and Balanced Growth (Humphrey-Hawkins) Act requires the Federal Reserve to announce annual targets for growth of monetary aggregates no later than February 20 of each year, and to explain any deviation which later occurs. This bill gives the Fed the opportunity to announce targets, and more importantly, the opportunity to establish a track record of meeting its stated targets. Such a track record would increase the responsiveness of individuals to future announcements. The second step was taken when the Fed's operating target was changed from an interest rate to nonborrowed bank reserves. Many economists believe that this change gives the Fed more control over the money supply, should such control be desired.

Conclusion The foundation for wage-price restraint is anchored in the quicksand of econometric policy evaluation. Frighteningly large estimates of the costs of monetary restraint are irrelevant if there is a credible replacement for the old policy of shifting targets. Even if such a replacement were adopted, reducing inflation would not be costless. However, a credible anti-inflation policy would lead to changes in individuals' wage and price setting strategies which would alter the economic outcome away from that predicted by models with parameters based on discarded strategies of individuals. This conclusion suggests two key questions that are not addressed in this paper: (1) whether lowering the inflation rate should be the principal goal of monetary policy, and (2) if so, what further steps are necessary to make policy credible?

---

3 The extrapolated rate of inflation is often labeled as "the expected rate" or "the underlying rate." Since these concepts are usually implemented as extrapolations of recent activity, the indicated expression may be more accurate.

4 It may not be easy to see how this equation results from individual decisions. Phelps [8] contains several seminal essays on this point.
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TRENDS IN FEDERAL TAXATION SINCE 1950

William E. Cullison

Federal government tax revenues in 1978 equaled 20 percent of the Gross National Product (GNP). In 1930, by contrast, Federal tax revenues equaled only 3.2 percent of GNP. This contrast illustrates the major trend in Federal tax policy over the past four decades, namely the trend toward ever-higher taxes to finance ever-larger expenditures.

This paper examines the changes that have taken place in the three major Federal taxes—individual income taxes, corporate income taxes, and payroll taxes—in some detail. Post-1950 changes are emphasized with particular emphasis being devoted to major implications of the changes in Federal tax policy for the economy.

As shown in Chart 1, the bulk of the increase in Federal taxes relative to GNP was completed by 1950. In that year, Federal taxes equaled 17.5 percent of GNP. The subsequent rate of increase of Federal taxes, to approximately 20 percent of GNP by 1978, was relatively slower. Nevertheless, Federal taxes have slightly outpaced GNP growth.

Chart 1 also shows state and local taxes as a percentage of GNP. Although these taxes will not be discussed in detail in this paper, it is worth noting that their size relative to GNP has also been rising during the past two decades. The ratio of state and local taxes to GNP increased from 6.1 percent in 1950 to 10.8 percent in 1978. Tax revenues for all levels of government, therefore, amounted to 30 percent of GNP in 1978.

The relative importance of different types of Federal taxes has also changed dramatically over time. As Chart 2 illustrates, almost 50 percent of Federal government tax revenue was raised from sales and excise taxes at the turn of the century, and most of the remainder came from customs duties. By 1927, fourteen years after the ratification of the Constitutional amendment that authorized the income tax, 63 percent of Federal tax revenues was raised from corporate and individual income taxes. Sales and excise taxes and customs duties provided only 30 percent of the tax bill.

The share of tax revenue raised from income taxes was reduced to 36 percent by 1940. In that year, funds raised by sales and excise taxes amounted to approximately 40 percent of Federal tax revenues. Payroll taxes, which were inconsequential in 1927, provided almost 13 percent of the tax revenue in 1940, a result that may be largely attributed to the initiation of the Old-Age and Survivors Insurance Program in the 1930's.

The share of Federal taxes raised through the individual income tax rose between 1940 and 1950, from 15 to 40 percent. It has since leveled off at around 45 percent. The share of Federal revenue raised by the corporate income tax rose from approximately 21 percent in 1940 to 28 percent in 1950. Since 1950, corporate income taxes have provided a generally declining share of Federal taxes. By 1978, the corporate income tax provided only 15 percent of the total tax bill.
Funds for the Old-Age, Survivors, Disability, and Health Insurance and the Unemployment Compensation programs are mostly raised by payroll taxes, which declined slightly in relative importance between 1940 and 1950. Since 1950, however, the relative share of payroll taxes has risen sharply, so that by 1979 they provided 31 percent of Federal tax revenues. By contrast, sales and excise taxes and customs duties have continued to decline in relative importance, providing approximately 4 percent of the 1979 tax revenue.

Individual Income Taxation, 1950-1978 The individual income tax has provided approximately 40 to 45 percent of Federal government revenue since 1950. The tax is widely believed to be steeply graduated or progressive, in the sense that the higher an individual's income, the larger the percentage of it that he pays in taxes. The rate structure is indeed steeply progressive, and the ceilings for personal exemptions and standard deductions also insure progressivity for relatively low levels of income. The overall degree of progressivity of the tax, however, is considerably less than that implied by the rate structure. The difference between the tax's actual progressivity and the progressivity implied by the rate structure, of course, stems from the definition of items included in taxable income and from the deductions and credits allowed.

Chart 3 shows the percentage of total adjusted gross income corresponding to the percentage of total

Chart 3
LORENZ-TYPE CURVES ILLUSTRATING RELATIVE PROGRESSIVITY OF U.S. INDIVIDUAL INCOME TAX RATE STRUCTURE

Source: U.S. Department of the Treasury.
individual income taxes paid by taxpayers in various income groupings for selected years. This device, called a Lorenz curve, provides an indication of the degree of disproportionality of the tax burden. In cases where everyone pays taxes in equal proportion to income, the Lorenz curve coincides with the 45 degree line. By definition, the more progressive the tax, the more the curve lies below the line. A curve representing a regressive tax would lie above the 45 degree line. The graphs are based on published IRS data. The published figures are classified into fewer income brackets, particularly in the higher income categories, than is ideal for graphing the Lorenz curves. Even so, Chart 3 illustrates some of the changes in the progressivity of the individual income tax over time. It shows that the tax became considerably less progressive between 1939 and 1950, but that the largest part of the reduction in progressivity was completed by 1955. The tax was only slightly less progressive in 1976 than in 1955.

Although the Lorenz curves indicate relatively little change in the progressivity of individual income taxes between 1965 and 1976, progressivity actually increased slightly over that span. Much of the increase involved a movement of the tax burden from lower income classes to the upper middle and upper income classes. Examples of the effects of these changes in progressivity between 1965 and 1976 are shown in Table I.

Progressivity changes since 1965 largely reflect the effect of increases in the standard deduction (now termed the zero-rate bracket). The standard deduction for a single return was raised in stages from 10 percent ($1000 maximum) in 1965 to 13 percent ($1500 maximum) in 1971, and finally, to 16 percent ($2400 maximum) in 1976. As a result, aggregated standard deductions (or low income allowances) increased rapidly during the seventies, from $20 billion in 1970 to $78.5 billion in 1976. The personal exemption was also increased from $600 to $750 per person during the 1965-1976 period, but that increase amounted to very little in constant dollar terms.

The minimum tax provision, which became effective in 1970, may also have had some impact upon the progressivity of the tax structure since 1965, although it is difficult to estimate its extent. This provision was intended to increase taxes on selected income and deduction items that were afforded special tax treatment. The 1976 Act, effective for 1977, increased the effective tax on such tax preferences nearly seven fold. These minimum tax provisions thus increased the taxes paid by the upper income groups, who had in the past been able to receive more of their income from less taxable (or nontaxable) sources.

Some other major changes in individual income taxes over the 1950-1978 time period are shown in Box I. As indicated, tax credits of various kinds

Table I

<table>
<thead>
<tr>
<th>Income Levels</th>
<th>Percent of Total Adjusted Gross Income Received</th>
<th>Percent of Total Individual Income Tax Bill</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Income Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of 1976</td>
<td>$9000 or less</td>
<td>16.2</td>
</tr>
<tr>
<td>Year of 1965</td>
<td>$9021 or less</td>
<td>17.9</td>
</tr>
<tr>
<td>Selected Middle Income Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of 1976</td>
<td>$20,000 to $30,000</td>
<td>23.4</td>
</tr>
<tr>
<td>Year of 1965</td>
<td>$18,042 to $27,063</td>
<td>21.3</td>
</tr>
<tr>
<td>Upper Income Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of 1976</td>
<td>$200,000 or more</td>
<td>1.5</td>
</tr>
<tr>
<td>Year of 1965</td>
<td>$180,423 or more</td>
<td>2.2</td>
</tr>
</tbody>
</table>

* Adjusted Gross Income as reported to the IRS.

** Based upon the Consumer Price Index for Urban Wage Earners and Clerical Workers, the price level rose 80.4 percent between 1965 and 1976. The 1965 figures are adjusted accordingly.

Source: U. S. Department of the Treasury.
proliferated during the 1965-1976 period. The general tax credit, an item that supplemented the personal exemption until 1979 when the latter was raised, reduced revenue by the largest amount in 1976, $9.3 billion. The investment tax credit, which is far more important for corporate taxes, lowered personal tax revenues by $1.9 billion in 1976, whereas the childcare and the purchase of new principal residence credits together totaled slightly over $0.5 billion.

**Box I**

**SUMMARY OF MAJOR LEGISLATION CONCERNING INDIVIDUAL INCOME TAXES, 1950-1978**

1950 Tax rates comprised a 3 percent normal rate plus a graduated surtax ranging from 17 to 88 percent. The Revenue Act of 1950 increased tax rates by eliminating a series of percentage reductions in "tentative taxes" that were in effect during 1948 and 1949. This change became effective as of October 1. The net combined taxes (normal plus surcharge) were limited to 87 percent of net income, compared to 77 percent in the previous year. The withholding tax rate was 18 percent.

1951 To help finance the war in Korea marginal surtax rates were increased effective November 1, 1951, to a range of 19.2 to 89 percent, making marginal tax rates as high as 92 percent. Statutory reductions on the combined normal tax and surtax were eliminated, and the ceiling on combined taxes was raised to 89 percent of net income. Withholding tax rates were increased to 20 percent.

1954 The normal tax and surtax were combined into one rate structure. Marginal tax rates were lowered to a range of 20 to 91 percent. The level of earnings required for filing a return was raised from $600 to $1200, and the definitions of dependents and head of household were broadened. The retirement income credit, credits for dividends received and for partially tax-exempt interest, and the deduction for dependent childcare were introduced. The withholding tax rate was reduced to 18 percent.

1962 The tax credit for investment in certain depreciable property was introduced. The rate was 7 percent of the qualified investment.

1964 The Revenue Act of 1964 lowered the tax rate significantly, to 16-77 percent. It also introduced the income-averaging provision, and reduced withholding rates to 14 percent.

1965 The further lowering of the tax rate range to 14-70 percent, legislated in 1964, became effective in 1965.

1966 Graduated withholding was initiated. Withholding rates ranged from 14 to 30 percent.

1968 A 10 percent surcharge on income taxes was imposed, effective April 1, at a time when U.S. involvement in Vietnam was nearing its peak.

1969 The investment tax credit began to be phased out. The 10 percent surcharge was extended to cover calendar year 1969. The maximum withholding rate was raised to 33 percent.

1970 An Additional Tax for Tax Preference ("Minimum Tax") of 10 percent was introduced, primarily increasing capital gains taxes. Depletion allowances were reduced, deductions for capital losses were limited, exemptions were increased, and the maximum withholding rate was reduced to 25 percent. In addition, a new minimum standard deduction (or low income allowance) was allowed, and the surcharge was continued at a 5 percent rate through June 30.

1971 The investment tax credit was revived. The standard deduction was increased to 13 percent ($1500 maximum). Taxes were lowered for single persons, and a maximum marginal tax of 60 percent was placed on earned income.

1972 The maximum tax rate on earned income was lowered to 50 percent.

1974 A tax rebate was approved.

1975 Primarily as temporary anti-recessionary measures, a series of tax reduction measures were adopted. The standard deduction was increased to 16 percent ($2300 maximum for a single return) and a credit of $30 per exemption was allowed. In addition, Congress approved earned income credits of up to $400 for heads of households (with dependents) receiving less than $8000 in adjusted gross income. Purchase-of-residence credits of up to $2000 were also approved, as was an increase in the investment tax credit from 7 to 10 percent.

1976 Some of the 1975 tax reductions were extended or modified. Childcare credits (instead of the childcare deduction) were allowed. The personal exemption credit became a general tax credit (the larger of $35 per exemption or 2 percent of the first $9000 of taxable income). The "Minimum Tax" was expanded through broadened definitions, reductions in deductions, and an increase in the rate to 15 percent.

1977 The general tax credit was broadened to include exemptions for age or blindness. The standard deduction was made independent of income, renamed the "zero bracket amount," and incorporated in the tax table, allowing many taxpayers to benefit.

1978 A gain of up to $100,000 on the sale of a principal residence was made tax free for persons 55 or older. The personal exemption was increased to $1000 and the zero bracket amount to $2300 for single and $3400 for married taxpayers filing joint returns. The general tax credit was repealed. The earned income credit was increased to 10 percent of the first $5000 of income, state and local gasoline taxes were ruled nondeductible, and unemployment compensation was made taxable for single persons whose income exceeded $20,000 and married couples with incomes over $25,000. An alternative minimum tax, designed to insure that taxpayers with large capital gains and certain substantial itemized deductions would pay at least a basic tax, was passed (effective in 1979). Sixty percent of long-term capital gains could be deducted, however, and the basis for figuring the alternative tax on personal service income was not to be reduced by capital gain preference items any longer.
The earned income credit, instituted in 1976, amounted to $0.25 billion in that year. Although post-1976 data are presently unavailable because of the publication lags of IRS figures, the amount deducted for the earned income credit has undoubtedly increased since 1976, as more taxpayers became aware of it. It originally allowed individuals who qualified by having at least one dependent to reduce their tax payments by as much as $400 (10 percent of the first $4000 of income). Moreover, the credit was refundable in cash for individuals whose tax was less than the credit. The credit diminished rapidly as taxpayers' incomes rose above $4000. The 1978 Revenue Act increased to $500 (10 percent on the first $5000) the maximum earned income credit and raised to $6000 the level of income at which the credit began to be phased out. The 1978 Revenue Act also allowed the general tax credit to expire and raised the personal exemption to $1000.

In conclusion, the changes in individual income taxes since 1965 have produced a slightly more progressive tax structure. This greater progressivity has been implemented mainly by changes in the taxation of the high and low income extremes. The changes in exemptions, the standard deduction, and the earned income credit were the principal means of reducing taxes on lower incomes. The maximum tax rate on earned income was reduced to 50 percent in 1972. In spite of this change in the rate structure, higher income groups ended up paying a larger percentage of the individual income tax bill than they did in 1965.

One of the rationalizations for lowering the effective tax rate on lower-income taxpayers was that lower taxes would encourage labor force participation among the unemployed (unemployment defined in the broad sense of the term). The childcare credit was specifically designed to assist working parents, but the earned income credits and the increases in the standard deduction were also expected to improve work incentives. That idea illustrates the tendency in evidence throughout the 1950-1978 time period, to use the personal income tax to promote social or economic goals that do not necessarily spring from a need to raise Federal government revenue.

Corporate Income Taxation, 1950-1978 The corporate income tax, as shown in Chart 2, provided 28 percent of the Federal tax revenue in 1950, but only 15 percent in 1977. About half of this decline took place between 1950 and 1965; the remainder of it occurred in the 1965-1976 period. Between 1965 and 1976, the share of revenue raised from the corporate income tax fell from 21 to 14 percent. The share of taxes raised from the individual income tax, in contrast, remained relatively constant over that period.

The apparent shifting of the tax burden from corporations to individuals merits some discussion. One possible explanation for the shift is a relative decline in corporate income. The figures based upon the Internal Revenue Service's (IRS) measure of corporate income (corporate net income), however, show no such decline. On the contrary, corporate net income rose at an average annual rate of 8.7 percent per year from 1965 to 1976, while adjusted gross income of individual taxpayers rose only 8.5 percent per year. In contrast, corporate profits before taxes, the measure of profits used in the National Income and Product Accounts (NIPA), rose only 6.9 percent per year between 1965 and 1976.

This latter measure of corporate profits is widely considered to be an appropriate estimate of the state of domestic corporate business. The relatively more rapid rate of growth of corporate net income (IRS) stems mostly from a relatively rapid growth of earnings in foreign branches of U. S. corporations. These foreign earnings also provide returns to owners of corporations, however, so both corporate net income and corporate profits before taxes can be interpreted as alternative measures of such returns.

The detailed differences in the two measures of corporate profit are shown in Chart 4, which reveals that the largest source of discrepancy is the treatment of foreign revenue. To compute NIPA corporate profits, income from equities in foreign corporations is deducted from corporate net income (IRS measure), and income actually received from equities in foreign corporations by all branches net of corresponding outflows (NIPA measure) is added back in. The difference between these two figures is quite large—$47.1 billion was deducted and $61.1 billion was added back in 1975. The major difference in the two accounts is that the smaller number does not include retained earnings of foreign branches of U. S. corporations and is measured after payment of foreign taxes. To get a measure of the before-tax

1 It might be argued, moreover, that this comparison of the tax base of individuals to that of corporations is misleading, for it compares gross revenue to net revenue. If so, adjusted gross income of individuals should be compared to corporate net income plus depreciation allowances. Using this figure, the corporate tax base rose at an average rate of 9 percent per year.

2 Because retained earnings of foreign branches do provide returns to U. S. capital; however, the U. S. Department of Commerce plans to include them in NIPA corporate profits with the next benchmark revision of the data.
return on U. S. capital, one can adjust the NIPA corporate profits figure, adding back foreign taxes and retained earnings. This adjustment adds $41.0 billion to 1975 corporate profits before tax. An equivalent adjustment adds only $2.8 billion to 1965 corporate profits. Corporate profits before tax, so adjusted, increased at an average annual rate of 7.5 percent per year between 1965 and 1975.

Looking at the other side of the coin, if corporations had paid U. S. taxes on their increased foreign earnings, the decline in the corporate share of the Federal income tax bill would have been considerably smaller. As noted earlier, the corporate income tax raised 14 percent of the total Federal tax bill in 1976 compared to 21 percent in 1965. Including foreign taxes credited, however, reduces the decline
in the corporate share by almost half. This information is shown in detail in Table II.

Foreign tax credits may be claimed by U. S. corporations for taxes paid by their foreign subsidiaries to foreign governments. The amount of such tax credits claimed, only $2.6 billion in 1965, began to rise rapidly in 1974, jumping from $9.6 billion in 1973 to $20.8 billion. The credits amounted to $23.5 billion in 1976, the last year for which data are available. If the foreign tax payments were included in corporate profits taxes, the relative share of total tax revenue raised in 1976 would have been 19.5 percent rather than the 14 percent figure shown in Chart 2.

Table II
ACTUAL AND RELATIVE AMOUNTS OF CORPORATE INCOME TAX — 1965 AND 1976
(calender years)

<table>
<thead>
<tr>
<th></th>
<th>1965</th>
<th>1976</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ billions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Total Federal taxes collected</td>
<td>$124.7</td>
<td>$318.5</td>
</tr>
<tr>
<td>(2) Corporation income taxes</td>
<td>29.0</td>
<td>43.2</td>
</tr>
<tr>
<td>(3) Foreign tax credit</td>
<td>2.6</td>
<td>23.5</td>
</tr>
<tr>
<td>(4) Extra write-off for accelerated depreciation</td>
<td>7.7</td>
<td>21.9</td>
</tr>
<tr>
<td>(5) Lower tax from accelerated depreciation</td>
<td>3.7</td>
<td>10.5</td>
</tr>
<tr>
<td>(6) Investment tax credit</td>
<td>1.7</td>
<td>6.5</td>
</tr>
<tr>
<td>(7) total Federal taxes plus foreign taxes credited (line 1 plus line 3)</td>
<td>127.3</td>
<td>342.0</td>
</tr>
<tr>
<td>(8) Line 7 plus amount taxes reduced by accelerated depreciation</td>
<td>131.0</td>
<td>332.5</td>
</tr>
<tr>
<td>(9) Line 8 plus investment tax credit</td>
<td>132.7</td>
<td>339.0</td>
</tr>
<tr>
<td>(10) Corporation income taxes plus foreign tax credit (line 2 plus line 3)</td>
<td>28.5</td>
<td>66.7</td>
</tr>
<tr>
<td>(11) Line 10 plus amount taxes lowered through accelerated depreciation</td>
<td>32.2</td>
<td>77.2</td>
</tr>
<tr>
<td>(12) Line 11 plus investment tax credit</td>
<td>33.9</td>
<td>83.7</td>
</tr>
</tbody>
</table>

Percent

<table>
<thead>
<tr>
<th></th>
<th>1965</th>
<th>1976</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corporate income taxes as percent of total Federal taxes (line 2 divided by line 1)</td>
<td>20.8</td>
<td>13.6</td>
</tr>
<tr>
<td>Corporate income taxes as percent of total, including foreign (line 10 divided by line 7)</td>
<td>22.4</td>
<td>19.5</td>
</tr>
<tr>
<td>Corporate income taxes as percent of total, including foreign, and adjusting for accelerated depreciation (line 11 divided by line 9)</td>
<td>24.6</td>
<td>21.9</td>
</tr>
<tr>
<td>Corporate income taxes as percent of total, including foreign, and adjusting for accelerated depreciation and the investment tax credit (line 12 divided by line 9)</td>
<td>25.5</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Table II also shows the effects of liberalized depreciation accounting and the investment tax credit on the corporate tax bill. If these changes had not taken place and if corporations had paid U. S. taxes on foreign earnings, the corporate income tax would have raised 23.3 percent of the total Federal tax bill in 1976, only slightly less than the 25.5 percent that would have been raised in 1965.

Thus, the reduction in the relative share of corporate taxes stem from a number of factors. Corporate profits and taxes, including profits and taxes in foreign countries, grew rapidly. Profits from domestic operations grew less rapidly and taxes still less rapidly, due to allowances for accelerated depreciation and the investment tax credit.

The foregoing findings about the decline in the relative share of taxes raised from corporate taxes may appear to be at odds with the oft-repeated assertion that corporate tax burdens have become increasingly onerous since the mid-sixties, but there is really little conflict between the two. The findings of Feldstein and Summers [1] illustrate this point. Feldstein and Summers show that if the tax rate on returns to nonfinancial corporate capital were measured properly, it would have been 52.5 percent in 1965 and 64.9 percent in 1976.8

Feldstein and Summers begin their analysis using corporate profits (NIPA) with inventory valuation adjustments (IVA) and capital consumption allowances (CCA).4 To find total tax paid on the total return to capital, they first add corporate interest payments to corporate profits before tax with IVA and CCA. This sum, which they term corporate source income, provides them with a measure of corporate income available to shareholders and creditors. To estimate total taxes collected on corporate source income, they add individual income taxes paid on dividends, interest, and realized capital gains—and poten-

8 This rate fluctuates widely. It was calculated to be 70 percent in 1973 and 95 percent in 1974.

4 The inventory valuation adjustment removes "inventory profits," which arise in an inflationary environment whenever inventories are valued at historical rather than replacement cost. The capital consumption adjustment adjusts depreciation allowances to a consistent (straight-line) accounting method, with the depreciated item valued at replacement rather than historical cost. Economists generally believe that corporate profits with IVA and CCA is a better measure of real profit than is the unadjusted figure. They come to this conclusion because "inventory profits" earned by a normal operating business enterprise must be spent immediately in replacing the old inventory, so the gain is illusory. The capital consumption allowance is considered to be a proper adjustment for normal business enterprises because firms will eventually need to replace their investment so they should be allowed to deduct the entire replacement expense from their profits.
tial taxes accrued yearly on unrealized gains—to corporate profits taxes. Their results, which are shown in Table III, indicate that corporate source income has often been subject to very high rates of taxation, the highest being 95 percent in 1974. At that time, a high rate of inflation coupled with the then-extensive use of first-in-first-out (FIFO) inventory valuation methods to produce a large difference between taxable and economic profits.

In using the NIPA definition of corporate profits, however, Feldstein and Summers ignore a large source of corporate revenue, namely foreign operations. Table III also includes a row in which the Feldstein and Summers figures are adjusted to include income from foreign equities and foreign taxes. These adjustments recognize that foreign income provides a return to domestic capital. Including the income from foreign equities and the foreign tax credit to the Feldstein and Summers figures is not strictly correct, because their estimates relate only to nonfinancial corporations and the foreign numbers relate to all corporations, but data were not available on the relative amounts of income and tax credits of the foreign sector received (claimed) by financial and nonfinancial corporations.

In summary, the tax burden placed upon returns to corporate capital can, indeed, be quite onerous and much of the burden is attributable to the corporate income tax. Critics have argued for decades that corporations are treated unfairly in that their stockholders are subjected to “double taxation.” The implication of this argument, that corporate enterprise is taxed relatively more heavily than unincorporated enterprise, however, is quite debatable.

Corporations enjoy certain advantages that may outweigh the burden of “double taxation.” The other side of the “double taxation” coin is that corporate enterprise has substantial foreign operations.

Table III

| THE EFFECTIVE TAX RATE ON CAPITAL INCOME OF THE NONFINANCIAL CORPORATE SECTOR |
|---------------------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| Total Real Income                | 70.9  | 70.2  | 73.8  | 75.7  | 74.9  | 64.2  | 75.7  | 66.0  | 90.2  | 76.2  | 100.2 | 125.3 |
| Corporate Income Tax             | 38.3  | 38.7  | 37.3  | 42.7  | 44.5  | 42.5  | 40.5  | 38.0  | 43.9  | 50.0  | 40.6  | 42.9  |
| Taxes on Shareholders and Creditors |       |       |       |       |       |       |       |       |       |       |       |
| Dividends                        | 7.1   | 6.9   | 7.4   | 7.6   | 8.0   | 9.0   | 7.9   | 7.2   | 7.7   | 10.0  | 8.4   | 7.4   |
| Real Retained Earnings           | 2.7   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   | 2.8   |
| Nominal Capital Appreciation     | 0.7   | 1.2   | 1.3   | 2.0   | 3.0   | 3.5   | 2.1   | 1.8   | 5.0   | 9.4   | 4.8   | 2.9   |
| (accrued capital gains taxes)    | 3.8   | 4.3   | 5.2   | 5.6   | 7.7   | 11.7  | 10.7  | 9.6   | 11.3  | 17.2  | 13.6  | 10.7  |
| Interest Income                  | 52.5  | 53.9  | 54.2  | 60.8  | 66.0  | 67.8  | 62.3  | 58.0  | 70.0  | 94.9  | 69.3  | 64.9  |
| Total Taxes                      |       |       |       |       |       |       |       |       |       |       |       |
| Foreign Income and Tax Credit    |       |       |       |       |       |       |       |       |       |       |       |
| Tax Credits Claimed for Foreign Taxes Paid | 2.6 | 2.9 | 3.2 | 3.7 | 4.0 | 4.5 | 5.7 | 6.3 | 9.6 | 20.8 | 20.0 | 23.5 |
| Income on Equities in Foreign Corporations and Branches* | 2.8 | 3.8 | 4.4 | 5.0 | 5.2 | 6.0 | 7.6 | 9.2 | 15.6 | 36.8 | 41.0 | n.a. |
| Total Tax (including foreign taxes) | 54.0 | 55.0 | 55.2 | 61.6 | 66.7 | 68.2 | 63.5 | 59.0 | 68.8 | 82.4 | 63.3 | n.a. |

* Portion not otherwise included in corporate profits before taxes.
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Corporations may retain earnings, thus allowing shareholders to defer taxes on these earnings until they sell their shares—at which time the increase in the value of the shares is treated as a capital gain. Corporations also enjoy certain advantages in setting up pension plans, as well as the widely-known legal advantages of limited liability (which is less of an advantage nowadays than it once was, for limited liability can be conferred to "limited partners") and immortality. Advantages such as these may partially account for the continued rapid growth of the corporate form of business relative to the noncorporate form.

The three sets of data available that allow comparisons of corporate and noncorporate growth are total receipts, number of firms organized, and income originating by form of organization. Total receipts of corporations increased at a 10.6 percent average annual rate between 1965 and 1976 while receipts of partnerships and proprietorships increased at only a 6.3 percent rate. Between 1973 and 1976, corporate receipts increased at a 12 percent average annual rate compared to 7 percent for noncorporate receipts.

The same picture emerges when the relative change in the number of corporations is studied. The number of corporations increased at an average annual rate of 3.6 percent between 1965 and 1976. The number of proprietorships and partnerships increased only 2.0 percent per year over the same period. Over the more recent 1973-1976 time period, corporations grew 3.4 percent per year while the number of proprietorships and partnerships increased only 0.6 percent per year. Likewise, national income originating in the corporate sector rose 10.6 percent per year between 1965 and 1976, while income originating in noncorporate business increased only 6.3 percent. Between 1975 and 1978, income originating in corporations rose 13.6 percent, whereas income originating in proprietorships and partnerships rose only 10.9 percent.

None of these statistics is completely satisfactory, of course, but taken together they indicate that the extra burden of taxes on the corporation is not so onerous that entrepreneurs view the corporate form as a relatively undesirable form of business organization.

Federal Payroll Taxes, 1950-1978 Federal revenue from payroll taxes, as illustrated in Chart 2, has been rising more rapidly than revenue from any other source. In 1950, payroll taxes provided less than 10 percent of Federal tax revenue. By 1975, they provided almost 30 percent; and by 1980 they will provide an estimated 32 percent of all Federal tax revenue. Most of these payroll taxes are used to finance the Old-Age, Survivors, Disability, and Health Insurance (the so-called "social security" system). These taxes are thus tied to certain benefit payments. The payroll tax schedules are therefore designed to allow the various social security trust funds to meet their projected benefit needs. As a result, payroll tax revenue increased from $19 billion in 1965 to $123 billion in 1978 (an average annual rate of increase of 15.4 percent, while other Federal taxes were increasing at an average rate of 8.7 percent). The payroll tax revenue is estimated to be $161.5 billion in 1980, thus registering a 14.6 percent annual growth rate from 1978.

Payroll Tax Rate Changes Since 1937 In 1937 employers and employees were each required to pay 1 percent of an individual's wages and salaries, up to $3000, in the form of a payroll tax. In 1950, the rate was increased to 1.5 percent each, and in 1951 the maximum wage base was raised to $3600. The rates and the base continued to be raised periodically until, by 1970, individuals and employers were required to pay 4.8 percent each up to the maximum taxable earnings of $7800 per worker. During the seventies through a series of steps, the rate was raised to 6.13 percent, and the maximum taxable earnings base was increased from $7800 to $22,900. The maximum base is $25,900 in 1980.

Chart 5 shows the maximum payroll tax per wage earner in the 1950-1981 time period. The sharp
increases in recent years illustrate vividly the increasing relative burden of the payroll taxes on middle and upper income groups (the data are shown in nominal terms; converted into constant dollars the burden would appear to be lower). These increases have unfortunately coincided with the worst decade of stagflation in American experience. The burden of paying for social security benefits, of course, increases during stagflation, which partly explains the sharp increases in payroll taxes over the past decade. In addition, many economists would argue that payroll taxes contribute more to stagflation than other types of taxes (see discussion below).

A Digression on Economic Effects of Payroll Taxes. The rapid increases in payroll taxes have been viewed with alarm by many economists, who fear their possible adverse effects on the accumulation of capital and on the wage and price structure of the economy. Theoretically, in a competitive economy the wage earner bears the burden of the payroll tax and it makes no difference whether the tax is nominally levied on the employer or the employee. This argument is illustrated algebraically in Box II. As this exhibit shows, the tax reduces the quantity of labor demanded and supplied by the same amount regardless of whether it is the “employer’s share” or the “employee’s share.” In this example, the wage earner, who receives the eventual benefits of the OASDHI system, pays the tax.

The argument in Box II, however, depends crucially upon the assumption of competition in product and labor markets. As Richard and Peggy Musgrave argue in Public Finance in Theory and Practice [3], however, market power allows wage earners to pass along the burden of a payroll tax to the general public. They also argue that, in reality, it can make a difference if the tax is paid by the employer rather than the employee.

In particular, the Musgraves state that:

If payroll taxes are increased, unions may accept an increase in the employer contribution without demanding a wage increase, but they will hardly agree to a reduction in their wage rate in order to offset an increase in the employer contribution. Firms, in turn, will not absorb the increase in their contribution in reduced profits, but will make it an occasion to raise prices. [3, pp. 392-393].

Wage earners will, therefore, not bear the entire burden of the tax, for through the price effect, the tax lowers real incomes generally. The Musgraves conclude that the price effect will be particularly strong when increases in payroll taxes are designated to be paid by employers rather than employees. Thus, in a noncompetitive world, actions designed to increase the payroll tax can have an inflationary impact upon the economy, and the inflationary effect can be larger if the tax increase is stipulated to come from the “employer’s share.”

This conception of the effects of the payroll tax is a source of the argument that increases in payroll taxes promote inflation. Arthur Okun [4, p. 351] and Robert Gordon [2, p. 339], among other influential economists, argue that a reduction in payroll taxes can be useful in coping with stagflation. Gordon also points out that

... the prospective increases in payroll taxes in the late 1970’s and early 1980’s amount to a series of “mini supply shocks.” A monetary authority adhering to a [constant growth rate rule for the money supply] would find that these cost increases would increase unemployment. An accommodative money supply would shift the burden of the [tax]... from unemployment to real income losses for those holding assets yielding nominal-fixed returns [2, p. 338].

Summary. Federal taxes have risen precipitously in the U. S. during the past half century. Between 1930 and 1950, Federal tax receipts rose from approximately 3.2 percent of GNP to 17.5 percent. Since 1950, the share of GNP going to Federal taxes has leveled off at around 20 percent.

The method of raising Federal tax revenues has also changed dramatically. In 1927, individual income taxes provided approximately 25 percent of Federal tax revenues; corporate income taxes approximately 37 percent; sales and excises, 12 percent; customs duties, 19 percent; and payroll taxes, 5 percent. By 1950, individual income tax receipts were a greatly enlarged 40 percent of all Federal tax receipts, corporation income taxes, 32 percent, sales and excises, 20 percent; customs duties, 3 percent; and payroll taxes, 9 percent. By 1977, individual income taxes provided 45 percent of total Federal revenue; payroll taxes, 29 percent; corporate income taxes, 15 percent; and sales and excises, 8 percent.

The major changes in taxation since 1950, therefore, have been the relative decline in the corporate income tax and the rise of the payroll tax. The decline in the share of the corporate income tax is somewhat illusory because of the tax treatment of foreign earnings and the foreign tax credit. The implication that one might draw from the reduction in the share of tax revenues raised from corporate income taxes, however, that the corporate tax burden is less onerous than in earlier years, is also illusory. The effective tax rate on corporate capital, according to the calculations of Feldstein and Summers, increased considerably between the late sixties and early seventies, primarily because of inflation.
Payroll taxes, have increased more rapidly than any other source of Federal tax revenue since 1950. Payroll tax revenues, moreover, are projected to increase at the same rapid rate (approximately 15 percent per year) in 1980. This meteoric rise has been viewed with alarm by many economists who think that payroll taxes have more undesirable social and economic effects than other types of taxes.
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Box II

Assume
\[ Q^b = f(W) \] is a labor demand function,
\[ f' < 0, \text{ continuous; and} \]
\[ Q^s = h(W) \] is a labor supply function,
\[ h' > 0, \text{ continuous;} \]
and \( Q^b = Q^s \) is the equilibrium condition, where \( W \) is the wage rate. \( Q^b \) is the quantity of labor demanded and \( Q^s \) is the quantity of labor supplied. Assume also that \( Q_0 \) is the equilibrium quantity of labor exchanged at the equilibrium wage \( W_0 \). A payroll tax paid by employers changes their demand for labor as follows:
\[ Q^b_1 = f(W/(1-t)), \]
where \( t \) is the tax rate on the hourly wage. A payroll tax paid by employees changes their supply function as follows:
\[ Q^s_1 = h(W \cdot (1-t)). \]

Case 1—Employers pay the tax
\[ Q^b_1 = Q^s_1. \] Thus, there exists a \( W_1 < W_0 \) such that
\[ f(W_1/(1-t)) = h(W_1) = Q_1. \]

Case 2—Employees pay the tax
\[ Q^b = Q^s. \] Thus, there exists a \( W_2 > W_0 \) such that
\[ f(W_2) = h(W_2 \cdot (1-t)) = Q_2. \]

\( W_1/(1-t) \) is the after-tax wage paid by employers when they pay the tax and \( W_2/(1-t) \) is the after-tax hourly wage received by employees when they pay the tax, so \( W_1/(1-t) \) is equal to \( W_2/(1-t) \) and \( Q_1 = Q_2 \). Thus, whether the tax is paid by employer or employee is irrelevant to the case at hand. \( Q_1 = Q_2 < Q_0 \), however, and \( W_1 < W_0 < W_2 \). Thus, assuming that the labor supply is not perfectly inelastic, the imposition of a payroll tax does reduce the equilibrium quantity of labor exchanged.
Prominent among competing explanations of exchange rate determination in a regime of floating exchange rates is the so-called monetary approach, which holds that the exchange rate between two national currencies is determined by current and prospective relative supplies of and demands for those national money stocks. This theory has a long tradition going back more than 300 years. As an integral part of pre-Keynesian international monetary theory, it formed the central analytical core of classical and neoclassical explanations of exchange rate behavior. Although it was temporarily eclipsed by the rival elasticities and foreign trade multiplier or income-expenditure approaches that gained popularity with the domination of the Keynesian revolution, it has recently made a comeback and today is widely employed by academic and business economists to explain the behavior of exchange rates in the post-Bretton Woods era of generalized floating. For example, such well-known economists as Robert Barro, John Bilson, Jacob Frenkel, and Michael Mussa have successfully employed the monetary approach to account for recent exchange rate experience, as have analysts at Citibank, Chase Manhattan, and other financial institutions. Finally, it is worth noting that certain segments of the financial press, notably the editorial pages of the Wall Street Journal, regularly espouse the monetary approach.

Corresponding to the growing popularity of the monetary approach has been an accompanying interest in its historical antecedents. Accordingly, in the past few years Jacob Frenkel, Johan Myhrman, and Mordechai Kreinin and Lawrence Officer, respectively, have published papers dealing with the doctrinal development of that approach. These papers, however, suffer from one serious omission. For while they cite several prominent economists writing in the 1920s—notably Cassel, Gregory, Hawtrey, and Keynes—as important early proponents of the monetary approach, they say nothing about the great British economist Dennis Robertson. Not only did he endorse and utilize the established components of the monetary approach, he also presaged recent developments in the theory of exchange rate expectations. For these reasons his work merits consideration.

The purpose of this article is twofold. First, it identifies and explains the essentials of the monetary approach to exchange rates. Second, it documents Robertson's views on that approach. This is a fairly easy task, since the bulk of Robertson’s work on floating exchange rates is contained in one volume, namely the 1929 edition of his famous Cambridge Economic Handbook Money. In that book he divides his discussion of exchange rate determination into two sections, one dealing with conditions of monetary stability and the other dealing with episodes of violent and rapid inflation. His views on the monetary approach are to be found in these two sections. What particular elements identifying the monetary approach should one look for in his views?

Basic Ingredients of the Monetary Approach To demonstrate that Robertson was a proponent of the monetary approach, it is necessary to spell out the key ingredients or propositions that characterize that approach. These elements include the following:

1. MONETARY VIEW OF LONG-RUN EXCHANGE RATE DETERMINATION. The monetary approach holds that the long-run equilibrium exchange rate between two national currencies is determined chiefly by relative national money supplies and demands operating through relative national price levels. This proposition implies a particular monetary transmission mechanism or channel of causation linking money to exchange rates.
rates. Accordingly, the monetary approach specifies such a mechanism and identifies quantity theory of money and purchasing power parity relationships as the key links in that mechanism. The quantity theory says that the general price level is determined by the demand-adjusted money stock, i.e., by the nominal quantity of money per unit of real money demand. In other words, the price level equates money supply and demand by deflating the real value of the nominal money stock to the level people desire to hold. By contrast, the purchasing power parity doctrine states that the long-run equilibrium exchange rate tends to equal the ratio of the price levels in the two countries concerned. This condition ensures that the real (exchange rate-adjusted) price of goods is equal where the same so that there exists no arbitrage advantage to buying in one country over the other. It also ensures that both moneys have the same real (exchange rate-adjusted) purchasing power such that there exists no incentive to switch from one currency to the other. Taken together, the quantity theory and purchasing power parity components imply that relative money supplies and demands operating through relative nominal price levels determine the long-run equilibrium exchange rate. And according to the monetary approach, the stability of that equilibrium is ensured by the self-correcting characteristic of the purchasing power parity mechanism itself. Thus, should random deviations from purchasing power parity occur, they would be quickly eliminated. For by overvaluing one currency and undervaluing the other on the foreign exchanges, such deviations would shift demand from the former currency to the latter and in so doing bid the exchange rate back to purchasing power parity equilibrium.

2. ASSET MARKET VIEW OF SHORT-RUN EXCHANGE RATE BEHAVIOR. The foregoing proposition refers to exchange rate determination in the long run when purchasing power parity holds. With respect to exchange rate determination in the short run when purchasing power parity may not hold, the monetary approach advances the so-called asset market view. According to that view the exchange rate between two national currencies behaves like an asset price in an efficient market, adjusting instantly to a level at which both asset (i.e., money) stocks are willingly held. As an efficient asset price, the current spot exchange rate is particularly sensitive to expectations of future exchange rates, expectations that are heavily conditioned by recent and current monetary policy and other indicators of the future course of monetary policy. More generally, as an efficient asset price the current exchange rate embodies all available information about current and prospective events likely to affect the future external values of the two currencies and adjusts instantaneously to incorporate new information about changed conditions. In this manner, the information about future exchange rates is discounted into the current exchange rate analogously to the way that news about the future profitability of a corporation is discounted into the current market price of its equity shares.

3. ROLE OF EXPECTATIONS. As noted above, one implication of the asset market view is that the current spot exchange rate is strongly influenced by current expectations of future exchange rates. This is so because the expected rate of change of the exchange rate is the same as the anticipated rate of return from holding foreign rather than domestic money. As such, expectations affect the relative demand for the two currencies and thereby influence the exchange rate. Thus a rise in the expected rate of depreciation of the exchange rate will, by raising the expected yield from holding foreign rather than domestic cur-

4. RATIONAL EXPECTATIONS HYPOTHESIS. Besides explaining how expectations affect exchange rates, the monetary approach also explains how expectations themselves are determined. According to the monetary approach, people formulate exchange rate expectations operating through relative money demands. In so arguing, the monetary approach advances the rational expectations hypothesis according to which the market's predictions of future exchange rates are the same as those generated by the actual mechanism that determines exchange rates. This assumption ensures that the monetary approach is internally consistent, i.e., that its explanation of expectations formation is consistent with its explanation of exchange rate determination. Such consistency is thought to be characteristic of the forecasting behavior of rational agents who use knowledge of the actual generating mechanism in formulating expectations of future exchange rates. Knowing that money supplies and demands determine actual exchange rates, rational agents will predict future exchange rates from forecasts of future money supplies and demands.

Constituting the central analytical core of the modern monetary approach to floating exchange rates, the foregoing ingredients must be found in Robertson's work if he is to be judged a proponent of that approach. Accordingly, the following paragraphs show what he had to say on each of the propositions listed above.

Before discussing Robertson's views, however, it should be pointed out that the long-run quantity theory version of the monetary approach (i.e., proposition one above) long predates him. That version dates back at least to the mid-sixteenth century when Spanish scholastic writers of the Salamanca School used it to explain fluctuations in the Spanish currency price of Flemish money. And in the famous Bank Restriction Controversy of the early 1800s, David Ricardo, John Wheatley, and other bullionist writers employed it to explain the fall of the paper pound on the foreign exchanges following Britain's switch from fixed to floating exchange rates during the Napoleonic wars. The theory was endorsed by A. Marshall

4 See Grice-Hutchinson [6, p. 5.51].
5 See Myhrman [12, pp. 170-173].
in the late 1880s and revived by Gustav Cassel in 1916 to explain exchange rate movements during World War I.\(^6\) After the war the theory was widely used to explain the fall of the German mark in the famous hyperinflation episode of the early 1920s.\(^7\) Robertson of course was well aware of this and goes out of his way to disclaim any originality in his presentation of the theory. His views on this long established or “customary” (as he called it) doctrine are presented immediately below [14, p. 58].

**Long-Run Equilibrium Exchange Rate** The first proposition of the monetary approach states that the long-run equilibrium exchange rate between two national currencies is determined by the relative supplies of and demands for those national money stocks. That Robertson was in basic agreement with this proposition is evident from his discussion of the determination of the “normal level of the rate of exchange” between two inconvertible paper currencies (or “arbitrary independent standards” as he called them) [14, pp. 57, 58]. In his discussion he attributes the state of the exchanges largely to the underlying monetary conditions in the two countries concerned. Although he denies that these monetary factors are the sole determinants of exchange rates, he repeatedly refers to them as the dominant determinants. For example, in various places he specifically identifies “the monetary situation” or “the supply of money in the two countries” or “the state of a country’s monetary glands” as “the essential condition for the maintenance of a given rate of exchange” [14, pp. 60, 103]. Elsewhere, when discussing the stability of exchange rate equilibrium, he reiterates his belief in the importance of the monetary factor when he notes that the exchange rate must always gravitate to that particular equilibrium level “which the existing money supply of the country as compared with that of other countries renders permanently maintainable” [14, p. 101].

Embodied in the monetary approach is a particular model of the monetary transmission mechanism connecting money with exchange rates. As usually presented, that model contains quantity theory of money and purchasing power parity relationships, the former linking money supplies and demands to prices and the latter linking prices to the exchange rate. These same elements can be found in Robertson’s work. Consistent with the monetary approach, he combines them to arrive at the conclusion that exchange rates are determined largely by relative money supplies and demands operating through price levels, particularly the prices of internationally-traded goods. He reaches this conclusion via the following route.

First, he argues that “the value of money . . . depends on the conditions of demand for it and the quantity of it available” [14, p. 32]. This of course is the quantity theory of money which may be written as

\[
(1) \quad P = M/D
\]

where \(P\) is the general price level (the inverse of the value of money), \(M\) the nominal money stock, and \(D\) the real demand for money. This equation, which says that the price level is determined by and varies equiproportionally with the stock of money per unit of real money demand, is expressed by Robertson in the following words: “given the conditions of demand for money . . . the general level of prices varies directly as the quantity of money available” [14, p. 26]. Note that equation 1, which may be written as \(M/P = D\), also says that the price level adjusts to equate the real (price-deflated) value of the nominal money stock with the public’s real demand for it, thereby clearing the market for real cash balances. Consistent with his adherence to the quantity theory, Robertson employs this alternative interpretation when he declares that, given the public’s real demand for money, a ten percent rise in the nominal money stock will produce a corresponding ten percent rise in the price level such that the price-deflated or “aggregate real value of the public’s money supply is no greater than it was before” [14, p. 76].

Second, he presents the purchasing power parity relationship, stating that “the normal level of the rate of exchange depends on the relative price levels, in the moneys of the two countries, of the things which enter into trade between them” [14, p. 58]. This of course is the traded-goods or commodity arbitrage version of purchasing power parity, which holds that the equilibrium exchange rate is equal to the ratio of the domestic and foreign price levels of internationally traded goods. In symbols

\[
(2) \quad E = P_T/P_F
\]

where \(E\) is the exchange rate (defined as the domestic currency price of a unit of foreign currency), and \(P_T\) and \(P_F\) are the domestic- and foreign currency prices of traded goods, respectively.

Third, he assumes that in long-run equilibrium the price of traded goods bears a certain equilibrium

---

\(^6\) On Marshall, see Eshag [5, pp. 26-34]. On Cassel, see Myhman [12, pp. 177-178].

\(^7\) See Ellis [4, pp. 209-236].
relationship to the general price level. This relationship can be expressed as

\[ PT = RP \]

where \( R \) denotes the equilibrium ratio of traded-goods prices to general prices in the home country, as can be seen by rewriting the equation in the form \( R = PT/P \). Representing the relative price of traded goods in terms of the general price level, this equation summarizes the equilibrium structure of prices in the home country. This notion of a stable equilibrium price structure can be inferred from Robertson's statement that he is assuming conditions of "comparative stability" characterized by the absence of "violent and continuous monetary dislocation" [14, p. 58]. It can also be inferred from his willingness to substitute traded-goods prices interchangeably for general prices as a measure of the value of money.\(^8\)

Fourth, he substitutes equations 1 and 3 into equation 2 to obtain the following result

\[ E = (1/PT)R^{D\ast}M \]

which says that given foreign prices and the domestic price structure the exchange rate depends on the domestic money supply per unit of real money demand. Robertson states this result when he declares that "given the price level of traded goods in terms of utopes [Robertson's hypothetical foreign currency] . . . the monetary situation in England turns out to be the essential condition for the maintenance of a given rate of exchange" [14, p. 60].

Finally, he assumes that prices in the foreign country are determined analogously to their domestic counterparts. Specifically, the foreign price of traded goods is linked through a price structure variable to the foreign general price level which is determined by foreign money supply and demand. Substituting this assumption into equation 4 yields the following expression

\[ E = \frac{R}{R^\ast} \frac{D^\ast}{D} \frac{M}{M^\ast} \]

which says that the long-run equilibrium exchange rate is determined by the product of three groups of factors, namely relative price structures, relative real money demands, and relative nominal money supplies, respectively.\(^9\) Of these three groups, the first two capture the effect of real (nonmonetary) influences on the exchange rate while the third captures purely monetary influences.

Equation 5, which summarizes Robertson's theory of long-run exchange rate determination, puts him squarely in the ranks of the monetary approach. To be sure, the equation does contain a relative price structure variable (and hence an extra channel through which real factors can affect exchange rates) not usually found in the monetary approach. Apart from this, however, the equation is exactly the same as that advanced by the monetary approach. It embodies the latter's assumption of quantity theory and purchasing power parity linkages running from money to the exchange rate, and therefore, in Robertson's words, "serves to remind us that the exchange rates are . . . connected with the supply of money in the two countries" [14, p. 60]. Moreover, like the monetary approach, it identifies relative money demands and supplies as key determinants of the exchange rate. Finally, it yields the standard monetarist homogeneity postulate that a ceteris paribus rise in the relative money supply produces an equi-proportional rise in the nominal exchange rate. That Robertson accepts this homogeneity postulate is evident from his statement that if "the supply of Utopian money had become double . . . while neither the supply of English money nor any other conditions of the problem had changed, we should not be surprised to learn that the rate of exchange had become 10 utopes to the pound instead of 5" [14, p. 60]. In short, to the extent he accepts these features, Robertson is a proponent of the monetary approach.

Before concluding this section it is necessary to compare Robertson's views of the purchasing power parity relationship with those of the monetary approach. Regarding purchasing power parity there are at least three main issues, the first referring to the relevant price levels to use in calculating the parity. On this issue Robertson disagrees with the monetary approach. For whereas the latter holds that general prices should be employed in computing the purchasing power parity, Robertson argues that only the prices of internationally traded goods should be used. Thus in stating that the equilibrium exchange rate tends to equal the ratio of domestic to foreign prices, he makes it emphatically clear that he is referring to the prices of "traded goods" or "those goods which are the subject of trade" [14, pp. 60-61]. He apparently believes that purchasing power parity logically holds only for prices subject to international equalization by commodity arbitrage, for he states that it is only the movement of such prices "which

\[^8\] See Robertson [14, p. 61] where he refers to the value of money measured "in terms of traded goods."

\[^9\] Asterisks refer to foreign country variables.
we should expect to correspond closely to the movements of the exchanges" [13, p. 141]. Not mentioned by him is a point stressed by the monetary approach, namely that, with intercommodity substitution in production and consumption and interindustry competition for factors of production, the prices of traded and nontraded goods tend to be sufficiently closely related such that general prices can be used to approximate the purchasing power parity. Nevertheless, on at least one occasion he apparently accepts this proposition. For he uses a general price index to proxy the purchasing power parity claiming that, as a practical matter, the index is "good enough . . . to illustrate the general normal relation between price levels and exchanges" [13, p. 141].

The second issue relating to purchasing power parity concerns the purpose or role of the exchange rate. On this issue the monetary approach contends that the chief function of the exchange rate is to clear the market for money balances by equating the real purchasing power of both currencies such that both money stocks are willingly held. That Robertson is in substantial agreement with this point can be inferred from such comments of his as "the normal rate of exchange between [two countries] depends on the relative values of their moneys in terms of traded goods," and "the normal rate . . . reflects the condition of the country’s money supply as compared with that of the other countries" [14, pp. 61, 102]. The first comment implies that the purchasing power parity exchange rate embodies the relative price deflator that, when applied to relative nominal national money supplies, serves to equalize the real (price-deflated) value of money across nations. Robertson’s second comment implies that exchange rates, like prices, also summarize the underlying monetary conditions in each country. Both implications are consistent with the notion that the exchange rate functions to clear the market for national money balances by equating the real purchasing power of both currencies such that there exists no incentive to switch from one currency to the other.

Robertson recognizes, as do proponents of the monetary approach, that the exchange rate also plays a commodity arbitrage role, adjusting to equalize the real price of traded goods across nations so that there exists no advantage to buying in one market over another. In this connection he points out that if the real price of goods were to differ between countries such that it became advantageous to buy in the cheaper country and sell in the dearer one, the resulting excess demand for the currency of the former country would quickly bid the exchange rate up to the purchasing power parity level at which the common currency prices of goods are everywhere the same. While recognizing the arbitrage function of the exchange rate, however, he nevertheless apparently places greater emphasis on its money market clearing role. For whereas he mentions the commodity arbitrage role but once, he repeatedly contends that the equilibrium exchange rate must be consistent with the underlying monetary conditions in the countries concerned [14, pp. 59, 60, 61, 101, 103]. In so doing, he implicitly endorses the proposition that the chief function of the exchange rate is to achieve international monetary equilibrium by clearing the markets for national money balances.

As for the third issue, namely whether the purchasing power parity is an equilibrium condition or a cause-and-effect relationship between prices and exchange rate, Robertson obviously holds it to be the former. In so doing, he agrees with the monetary approach. Like proponents of that approach, he maintains that prices and the exchange rate are both endogenous variables simultaneously determined by underlying monetary conditions. As he puts it, both variables are "rendered possible by the monetary situation," i.e., both are established at levels "which the existing money supply of the country, as compared with that of other countries, renders permanently maintainable" [14, pp. 60, 101]. In short, on this issue as with most of the others, Robertson adheres to the monetary approach.

**Asset Market View** The second component of the monetary approach is the asset market view according to which the exchange rate behaves like an efficient asset price, embodying all available information about the future values of the currencies and adjusting instantaneously to incorporate new information about changed circumstances. Robertson possessed a sophisticated understanding of the asset market view, which he used in explaining "the misbehavior of the foreign exchanges" during the post-World War I hyperinflation episodes of the early 1920s. For example, regarding the proposition that the current exchange rate registers the market’s perceptions about the future exchange rate—i.e., market participants discount the expected future value of the currencies into the current spot exchange rate—he says that exchange rates tend “to reflect the degree of confidence felt in the future of a country’s money by the nimble-witted dealers in exchange” [14, p. 101]. These dealers he describes as being especially “well-informed and impressionable” implying that, consistent with the concept of an efficient market,
they utilize all available information in predicting future exchange rates [14, p. 99].

As for the speed of adjustment of exchange rates in response to new information, Robertson implies that adjustment is virtually instantaneous. For "if a country is rapidly increasing its supply of money," he says, a "lack of confidence in the future of the money ... strikes like a flash upon the consciousness of the well-informed and impressionable gentlemen whose business it is to carry on dealings in foreign money" [14, p. 99]. As a result, these dealers "become highly willing to buy foreign money and to sell the money of their own country" and in so doing immediately bid up the exchange rate [14, p. 99]. In this manner new information about the likely future value of the currencies is immediately impounded in the current spot exchange rate, which adjusts instantly to its new equilibrium level consistent with anticipated future monetary conditions.

Having developed the asset market view, Robertson used it to explain why the external value (i.e., its value on the foreign exchanges) could temporarily depreciate faster than its internal value (i.e., its value in domestic commodity markets) during periods of rapid inflation. In so doing he presents the rudiments of a theory of differential speeds of price adjustment in asset and commodity markets, respectively. According to him, whereas the exchange rate adjusts instantaneously to changes in expectations of future monetary conditions, the prices of "home produced goods and services" adjust slowly, i.e., they "come lumbering after" the exchange rate with a lag [14, p. 101]. In other words, the market for foreign exchange is more efficient than domestic commodity markets in exploiting new information about future prospects. For this reason, expectations are discounted into exchange rates prior to being discounted into domestic commodity prices and "the external value of a country's money falls faster than the internal" [14, pp. 101, 108].

Robertson's views on asset and commodity price adjustment sound remarkably like those of the monetary approach. The same conclusions, namely that differential speeds of price response cause the exchange rate to adjust faster than commodity prices and thereby produce temporary disparities between the external and internal values of the currency, continue to be voiced by modern proponents of the monetary approach. Here, for example, is what one of those proponents, M. Mussa, has to say on the subject.

Relative adjustment speeds of prices ... in different markets are of vital importance in understanding fluctuations in exchange rates ... In the asset market approach to exchange rate theory, it is asserted that the exchange rate is a relative asset price that is determined primarily by conditions of equilibrium in the market for asset stocks. What this means is that the exchange rate ... responds essentially instantaneously to changes in economic conditions, in particular, to new information that is received by market participants. Of course, exchange rates are also related to general price levels. ... But, if price levels adjust relatively slowly in comparison with exchange rates, then ... exchange rate movements should frequently anticipate, rather than follow, movements in national price levels [11, pp. 196-197].

In short, because the exchange rate responds more rapidly to news about future events than do commodity prices, the external value of the currency deviates temporarily from its internal value. On this point Robertson and Mussa agree.

Prior to ending this section it should be pointed out that Robertson was not alone in endorsing the asset market view of exchange rates in the 1920s. Gustav Cassel, for example, also enunciated it. Perhaps its strongest proponent, however, was Ludwig von Mises, whose contributions to the monetary approach, like those of Robertson, have been largely overlooked. As early as 1919 von Mises wrote that exchange rates, like the prices of other assets traded on organized markets, "are speculative rates of exchange," that they reflect "not only the present but also potential future developments," and that they respond to news of excessive monetary growth "relatively soon ... long before the prices of other goods and services" [8, p. 51]. Again, in 1923, he wrote that the current spot exchange rate "forecasts anticipated future changes in commodity prices," that it is "determined by nothing more than the anticipated future purchasing power attributed to a unit of each currency," and that it adjusts faster than commodity prices to news about future events [8, pp. 28, 31]. Any notion that the asset market view is a recent development is quickly dispelled by a reading of Robertson and von Mises.

Role of Expectations The third proposition of the monetary approach deals with exchange rate expectations. Consistent with the monetary approach, Robertson recognized that expectations play a central role in short-run exchange rate determination. In so doing he implicitly accepted the proposition that the expected future rate of change of the exchange rate constitutes the expected cost of holding one currency rather than the other and therefore affects the current spot exchange rate through relative money demands. To be sure, he did not state this proposition explicitly. That is, he did not specify the expected rate of change of the exchange rate as a cost or rate
of return variable in the money demand function. He did, however, assume that the demand for money in each country is affected by the expected rate of inflation in that country [14, pp. 97-98]. By implication, however, this means that relative money demands are affected by expected inflation differentials. And since the expected inflation differential is closely related to the expected future rate of depreciation of the exchange rate, he implicitly reached the conclusion that expectations of exchange rate depreciation affect the current exchange rate through the channel of relative money demands. In particular, he argued that if everybody expects the currency to depreciate, they will attempt to get out of that currency into other assets, including foreign exchange. The resulting reduction in the demand for the currency will produce the very depreciation that is anticipated. In his own words, if the public expects a depreciation of the currency, "every individual passes it on as quickly as he is able, knowing that if he keeps it it will lose value still further in his hands, and seeks with ingenuity and persistence to embody his resources in any other form" [14, p. 98]. One of these forms is foreign exchange. Consequently, people "become highly willing to buy foreign money and to sell the money of their own country" and "this involves their coming on to the exchange market as purchasers of foreign money" [14, p. 99]. The resulting reduction in the demand for domestic relative to foreign money causes the exchange rate to depreciate. On this point Robertson is in perfect agreement with the monetary approach.

Rational Expectations Hypothesis Finally, Robertson endorsed the last ingredient of the monetary approach, namely the rational expectations hypothesis. The latter states that people formulate exchange rate expectations from information about prospective policy actions and other events believed to have a bearing on the future values of the monetary variables that actually determine exchange rates. Knowing that monetary policies are a basic determinant of long-run equilibrium exchange rates, rational agents will predict future equilibrium exchange rates from forecasts of future monetary policies and these forecasts will be immediately discounted into the current spot exchange rate. That this was indeed Robertson's view is evident from his statement that "the actual rate of exchange is largely governed by the expected behavior of the country's monetary authority" [14, p. 102]. The same idea was expressed by von Mises, who declared that the exchange rate "is affected only by changes in the relation between the demand for, and quantity of, money and the prevailing opinion with respect to expected changes in that relationship, including those produced by governmental monetary policies" [8, p. 25].

Robertson also stressed that exchange rate changes largely stem from unexpected policy actions. In his words, if the monetary "authority behaves in a way which is not expected, the rate will ultimately alter" [14, p. 102]. In stating this point Robertson pre-saged the monetary approach's distinction between the effects of expected versus unexpected policies, respectively. According to this distinction, expected policy actions should have little or no impact on the exchange rate since those policies have already been fully anticipated and discounted into the exchange rate. Having been foreseen in advance, such policies entail no disappointed expectations, no surprises, no new information to discount into the exchange rate. By contrast, unexpected policies should indeed affect the exchange rate. Not having been foreseen in advance, they produce forecasting errors that constitute new information that the market discounts into the exchange rate. In this manner they alter the exchange rate, which adjusts to incorporate the new information represented by the policy surprises. In recognizing this point Robertson foreshadowed much of the recent research on rational expectations.

Conclusion The preceding has identified four basic essentials of the monetary approach to exchange rates and has documented Robertson's views on each. His writings indicate that he largely accepted these essentials and that he incorporated them into his own analysis of the foreign exchanges. Moreover, with respect to the asset market and rational expectations components, he contributed insights that are remarkably suggestive of recent work. All in all, his position is consistent with the monetary approach. This is not to say, however, that everything he wrote conformed to the monetary approach. On the contrary, at one point he used the rival elasticities approach to deny the existence of a stable equilibrium exchange rate [14, p. 100]. At another point he suggested, contrary to the monetary approach, that national money stocks may be endogenous rather than exogenous variables [14, p. 102]. Nor is it to claim that he was the only economist in the 1920s to recognize and discuss all the ingredients of the monetary approach. Ludwig von Mises, for one, enumerated them even more emphatically and lucidly than Robertson. Nevertheless, Robertson did endorse and utilize these ingredients and for that reason deserves to be recognized along with Cassel, Hawtrey, Keynes, and von Mises as one of the important early proponents of the monetary approach.
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Reported bank profits have been in a strongly rising trend. The rate of return on equity, at about 14 percent, is close to a post-World-War-II high. Bankers are congratulating themselves on their fine performance, and the frowns that bank regulators used to wear when bank loan losses were escalating some years back have changed back to deadpan. Only the stock market is striking a sour note. The growth of bank earnings has exceeded that of most corporations. Nevertheless, the market prices the stocks of many large American banks at four to six times earnings, well below the average for industrials. Quite a few large banks are selling at sharp discounts from book value. Does the market see something that the bankers and the regulators do not see?

The Stock Market's View The market could be skeptical of the condition of banks. Banks have had their share of troubles in the past, as with Real Estate Investment Trusts (REITs) and tanker loans. Today, concern might stem, for instance, from bank involvement in loans to developing countries. But past bad loans have on the whole been worked off quite satisfactorily. Present loss experience in international lending has been substantially better than at home. While concern about the condition of the banks was justified at the time of the Franklin and Herstatt failures in 1974, there is no obvious reason for it now.

The market could be skeptical also of the quality of bank management. However, with the high regard that I have for the many bankers I have been privileged to meet, I can see no reason why their performance, as a group, should be evaluated by the market less favorably than the performance of industrial executives. So there must be some other reason.

Bankers' Doubts Inflation might account for the low esteem in which banks are held by the stock market. On the surface, it could be argued that inflation must have been good for banks. Their reported assets have risen faster during inflation than during ordinary times. After all, the essence of inflation is an increase in credit and money, including bank credit and bank deposits. Interest rates are high, and many people believe that bankers profit from high interest rates. Of course, the banks lose something on their assets as money depreciates. But don’t they gain it back from the depreciation of their liabilities? So it looks as if inflation is just money-in-money-out, and of no concern to the banker. That seems to be the view of the casual observer.

That inflation doesn’t hurt banks seems to be argued on still other grounds. Bankers are blissfully free from the accounting problems of capital replacement and inventory that trouble industrial executives during inflation. They know that inflation distorts corporate accounting by generating fictitious profits from inventories and underdepreciation. Banks, having next to no inventory or fixed assets, are immune to these pitfalls. So why should inflation hurt them?

Banks Are Net Creditors What some people seem to overlook is that bankers are net creditors. Once we focus on that fact, suspicion is bound to mount that it is indeed inflation that is ailing the banks. The banks are creditors, and creditors are born losers in inflation. Their paper assets are larger than their liabilities. Their capital, therefore, except for what little real estate and equipment they have, is also invested in paper assets. These paper assets depreciate with inflation. The bank’s capital depreciates with them.

The banks add to their capital each year, of course, through retentions of profits. Recently these retentions have amounted to some 8-10 percent of equity, after dividends of about 4-5 percent of book
value. If these retentions exceed the rate of inflation, the book value of banks will rise in constant dollars. From 1972 to 1979, book value rose from $55 billion (equity and reserves) to $99 billion. Part of this 80 percent increase, although only a small part, is due to new stock issues and the like, but the great bulk is due to retention of profit. But during the same period the price level rose by 74 percent. Thus, almost the entire increase in book value, and certainly all the retentions, were swallowed up by inflation.

Bankers sometime point out that the same calculation can be made with respect to the book value of any industrial corporation. Since inventories and fixed assets are carried at cost, book value rises only with retentions unless there are new stock issues. So why single out banks for this calculation? Nobody worries much about the book value of corporations. Earning power is what counts. Why should banks be any different?

Bank Book Value Means Something The answer is that the book value of an industrial corporation and of a bank are indeed very different creatures. The present value of the fixed assets and inventories of a corporation can fluctuate widely. Carrying these assets on the books at historical cost is simply an accounting convention. Particularly with inflation, the market value of these "hard" assets, or at least their replacement cost, is bound to rise. When the price level has doubled or quadrupled, as it has in the United States since 1969 and 1945, respectively, the book value of fixed assets has indeed become meaningless.

A bank is very different. Its assets are primarily monetary. Its book value, therefore, is a fairly meaningful description of its value as an enterprise. Of course, the bank's market value may fluctuate above or below book value. If earnings provide a high return on book, the market will pay more than book. For poor earnings, it will pay less, as it is doing today for a number of larger banks. Unfriendly critics have been heard to say that such banks are worth more dead than alive, i.e., they could be liquidated at a profit above their market value. Market value can and does differ from liquidating or book value, because nobody thinks of liquidating banks. But book value nevertheless is a much more meaningful indicator of underlying value for a bank than it is in the case of a corporation.

That is why it makes some sense to measure a bank's book value in terms of constant dollars. If over a period of years it has not changed significantly, this means that all the additions to capital, from retentions and otherwise, have just been sufficient to preserve its real value. In other words, the loss to bank capital from inflation has been about equal to the retentions.

How to Calculate the Inflation Loss This very summary calculation can be made a little more sophisticated by allowing for the fact that banks usually own their buildings and perhaps some other real estate and equipment. For a large bank, these hard assets typically amount to about one percent of total assets or a little more than one-fifth of net worth. During inflation, the market value or at least the replacement cost of hard assets rises. The exact change may be difficult to measure, and in any case will vary among banks. But a not unreasonable approximation suggests that they rise with the general price level. One can reasonably argue, therefore, that the part of the bank's net worth that is matched by hard assets is in some degree protected against inflation. This means that about one-fifth of net worth of the average large bank is protected against inflation, while about four-fifths are exposed. Some banks may be able to improve on these relationships by making other "nonmonetary investments."

Given these premises, it is difficult to avoid making the following rough calculation. If inflation is 10 percent, and if a bank's net worth is protected only to the extent of one-fifth against inflation, the inflation loss on the real value of the bank's equity amounts to 8 percent of net worth. This loss needs to be deducted from the bank's rate of return on net worth. This, as noted before, recently has been about 14 percent of net worth. Therefore, about 6 percent is what is left after this inflation adjustment. If the bank paid a dividend of about one-third of its earnings, i.e., 5 percent on capital, it was paying out in fact most of its real earnings. The 9 percent that it thought it was adding to net worth was almost all absorbed by inflation.

The Painful Truth Many bankers may have been able to ignore these unpleasant implications. The stock market has not. The stock market seems clearly to have observed the damage that inflation is doing to banks, and has remained quite unimpressed by the seemingly glowing earnings reports.

I need hardly tell you that, if I were a banker, I, too, would prefer not to take account of these unpleasant matters. It is discouraging, having worked hard, to find that the results, inflation-adjusted, are poor. It is even harder if my pay or bonus were to be based on inflation-adjusted earnings. I would much
prefer to believe that the damage that the stockholder had suffered, in terms of the price of his stock, was due to the vagaries of the stock market rather than to anything I had done or failed to do.

Efforts to ignore the impact of inflation and reject the adjustment of bank statements and particularly earnings for inflation have, of course, a very respectable ancestry. In 1977, the Inter-Association Committee on Bank Accounting (IACBA) undertook a massive study of inflation accounting for banks, employing the research of three separate advisory groups (Arthur D. Little; Peat, Marwick, Mitchell & Co.; and Robert Morris Associates). The IACBA arrived at the conclusion that there was no need for any changes in bank accounting to reflect inflation. Characteristic of this view is the following quote from one of the study papers (Peat, Marwick, Mitchell & Co., page 3): “General purchasing power reporting is neither necessary nor desirable in the financial statements or as supplemental data.” “The capital maintenance concept appropriate for bank accounting and reporting is financial capital in units of money.”

If this is accountants’ language to say that a bank is maintaining its capital if, after years of inflation, the equity account shows an unchanged number of dollars, some bankers and some accountants will one day have an unhappy awakening.

Enter FASB More recently, however, the Financial Accounting Standards Board (FASB) added to their accounting standards a requirement that large banks make a supplementary statement in their annual reports showing selected financial data adjusted for the effects of changing prices. This mandate applies to about 150 bank holding companies and 20 savings and loans or savings and loan holding companies with assets over $1 billion. Annual statements now becoming available contain this information, usually somewhere in the back pages and sometimes accompanied by cautious language explaining that it does not mean anything. The classical comment along these lines that sticks in my mind is: “We believe these numbers are not relevant in managing the business of the corporation.”

What is the nature of the adjustments required by FASB, and why are they so sharply resisted by some of the reluctant practitioners? Every stock market analyst has been able to make these calculations for himself for many years. I am reminded of the words of Bishop Joseph Butler spoken in 1726 and recently unearthed in Foreign Affairs: “Facts and actions are what they are, and the consequences of them will be what they will be. Why then should we wish to be deceived?”

FASB’s principal inflation adjustment technique applicable to banks, known as constant-dollar accounting, does in a sophisticated way what my simple rules of thumb employed at the outset have attempted to do. They take account of the net creditor position of the bank, known as the net monetary asset position, and arrive at a broad measure of the inflation loss by applying the consumer price index to this magnitude. As noted, the net monetary asset position broadly speaking is equal to the bank’s capital minus hard assets (and also minus certain financial assets treated as the equivalent of hard assets). A second and much smaller adjustment is added, in the form of an upward revaluation of the small volume of a bank’s nonmonetary assets—building, equipment, and a few others—and an upward restatement of depreciation on the revalued nonmonetary assets. The net effect of these adjustments is that allowance for the hard assets improves the bank’s profit picture but that this improvement is far outweighed by the relatively large loss on the net monetary asset position and the—usually minute—increase in depreciation charges.

What are the reasons that so many of the critics and mandated practitioners give for their apparent rejection of these techniques, other, of course, than that they do not like the results? One is that the techniques were developed for industrial corporations with heavy fixed assets and/or inventories. Many though not all such corporations are net debtors. That is, financial (monetary) assets are less than their debt; their (nonmonetary) fixed assets and inventory, therefore, are larger than their net worth. Applying the inflation adjustment to this negative net monetary asset position, therefore, produces a gain from inflation. The adjustments made to fixed assets, by raising depreciation, and to inventories, by putting them, in effect, on a LIFO basis, reduce profits. Which of the two adjustments outweighs the other varies from corporation to corporation, in accordance with the degree of leverage. Heavily leveraged corporations usually show an inflation gain from this method.

Bank accountants seem to be of the opinion that this technique is appropriate for corporations but inappropriate for banks. Banks lack sizable nonmonetary assets and, therefore, tend to be net creditors. In my opinion, the opposite is correct. I have grave doubts about the appropriateness of considering the gain from a negative net monetary asset position, i.e., from being a debtor, as a true gain worthy of being included in the income account. It produces no cash flow, cannot be used to pay taxes or dividends, and
is at best a factor enhancing the corporation's market value in a very broad sense.

For a bank, these considerations are irrelevant. There are no significant nonmonetary assets to revalue and depreciate. But the inflation loss on the bank's net monetary asset position is very real. A bank stockholder is very much like a stockholder in a bond fund or money market mutual fund, except that he is heavily leveraged. The latter knows that the underlying assets are losing their purchasing power and that he can preserve the purchasing power of his own investment only if these assets produce a rate of return in excess of the rate of inflation. The same is true of the bank stockholder: Unless the return on equity exceeds the rate of inflation—with some allowance for hard assets—his investment is losing purchasing power. That is why the supplementary inflation-adjusted statements for banks make a good deal of sense.

**Some Concluding Questions** These conclusions, if they are valid, pose a vast range of questions, running from the value of bank stocks to regulatory policy with respect to bank capital and bank expansion and to the financing of our economy. Here I shall deal only with the narrowest implications concerning bank profits.

One very obvious implication about which the banks unfortunately are unable to do anything relates to taxes. If bank profits adjusted for inflation are smaller than unadjusted profits, banks obviously pay out more in taxes than the legislator, unaware of inflation, intended them to pay. Banks share this fate with nonfinancial firms. Since banks already pay a lower effective tax rate than most nonfinancial firms, it would come with poor grace from them to be the first in demanding relief. On the other hand, the tax overload from inflation is well known in the case of corporations. Legislators have tried to compensate by devices such as accelerated depreciation and the investment tax credit, neither of which is of significant value to banks.

Larger holdings of hard assets on the part of banks might be a means of defending their capital at least in an accounting sense. Since banks must not become manufacturing corporations, such hard assets presumably would have to be limited to real estate—except perhaps for assets that can be owned for leasing purposes. The historical record of bank real estate investments is not particularly encouraging. Moreover, regulators have strongly discouraged investment in bank buildings, at least initially, in excess of 40 percent of capital, although member banks are allowed to invest in their bank premises to an amount equal to their capital stock. Even poorly selected investments would give banks some protection against the adjustments required by FASB, because they would reduce the net monetary asset position, but they would be a menace to both a bank and its depositors and stockholders.

Inflation-oriented pricing of bank credit and services is another possibility. Banks could achieve a rate of return sufficient to compensate for capital attrition from inflation if they were to price accordingly. There is some evidence, in the recent gradual upcreep of the rate of return, that banks are trying to cope with the problem of capital attrition in this manner. But at present rates of inflation they are still far from achieving this objective. On the contrary, there is a widespread impression among the public (and some regulators) that banks are making enormous profits. Higher profits, even though modest after adjustment for inflation, might arouse widespread public criticism. Bankers are doing themselves little favor by not educating the public (and themselves) to the realities of bank inflation accounting.

Lower dividends would be still another line of defense. Retentions could be raised, in the unrealistic case of total omission of dividends, up to equality with the rate of return. This would protect bank capital at least so long as the rate of return on capital remained in excess of the rate of inflation. It would be poor comfort for the stockholder, of course, to know that his principal was protected only by denying him the fruits of it. However, so long as the payment of dividends does not lead to price levels for bank stocks at which new equity issues become a realistic possibility, dividends seem to serve no functional purpose from the point of view of the bank.