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Banking Deregulation— 
Where Do We Go From Here?

Earlier this month, we witnessed a chaotic winding up 
of the Congressional session, with action on only those 
bills for which there was a compelling need and a rea­
sonable prospect for passage. Among the many casu­
alties was a generally constructive banking bill, which 
had been passed by an overwhelming majority in the 
Senate. As a result, we are left with a familiar sense 
of frustration and uncertainty over the outlook for further 
reforms to the nation’s banking laws.

Why has it proven so difficult to reach a consensus 
on banking legislation? One problem, of course, is the 
very divisive nature of the competing private sector 
interests in the particulars of any such legislation. But 
that is certainly not new. What stalled legislation this 
time was an unusual degree of disagreement on three 
broad points. The first is the readiness of our financial 
institutions to cope with another wave of more intense 
competition. Specifically, is our financial system strong 
enough to continue with deregulation? The second 
relates to priorities for further change. Namely, which 
new powers, how to deal with interstate banking, and 
how much scope should be given to state governments 
on these issues. The third concerns how best to provide 
discipline and safeguards against imprudent behavior in 
a less regulated financial system.

Certainly, these are complex issues, where strong 
differences of view are to be expected. Many involve 
controversy over protected turf, making them even more 
difficult to resolve. But it is a serious mistake to think

Remarks of Anthony M. Solomon, President of the Federal Reserve 
Bank of New York, at the National Bankers Association on 
Wednesday, October 17, 1984.

we can afford an extended period of legislative inaction, 
in the face of rapid change in our financial system. So 
a consensus must be reached on these broad points. 
Let’s consider the key issues.

The fact that there are Congressional concerns over 
the readiness of our financial institutions to adapt to 
further deregulation is understandable enough. After all, 
the debate over banking reform has been against a 
financial background that has been anything but calm. 
The problems in the industry have been well publicized: 
the weaknesses in LDC loans, high failure rates among 
banks and thrifts, the deterioration in energy credits, the 
debacles of Drysdale and Penn Square and, most 
recently, the downfall of Continental Illinois. Each of 
these problems hit the financial system with force, trig­
gering shock waves that threatened to cause further 
distress. The net result has been nagging fears that our 
depository institutions have become too risk-prone for 
their own good, and that the safety nets which protect 
depositors and backstop these institu tions have 
encouraged risk taking, by bailing out problem banks 
and thrifts.

Despite all the turmoil caused by these shocks, our 
financial markets have shown considerable resiliency. 
And the authorities have demonstrated both a capacity 
and willingness to contain the fallout from them, gen­
erally in ways which have imposed costs on those most 
responsible for the problems. There also are a number 
of positive  signs ind ica tive  of e ffo rts  to fu rthe r 
strengthen the system.

For one, nonperforming loan ratios at the major U.S. 
banks are still lower, and problem sectors less wide­
spread, than in the mid-1970s, when banks were hurt
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by REIT loans and the fallout from that severe reces­
sion. It is true, of course, that these ratios generally 
don’t reflect large portions of restructured debt to Latin 
American governments. But it is also true that very 
considerable progress has been made toward a con­
structive, long-term approach for dealing with the LDC 
debt problem. Indeed, despite some remaining trouble 
spots, there is a better overall tone to debt renegotia­
tions than at anytime in the past two years.

What stalled legislation was disagreement on 
three broad points: the readiness of our financial 
institutions to cope with another wave of more 
intense competition; priorities for further change; 
and how best to provide discipline and safeguards 
against imprudent behavior.

Moreover, virtually all major U.S. banks have signif­
icantly bolstered their capital positions, including their 
loan loss reserves. In the process, bankers have 
recently shown an increased willingness to face up to 
the problems in their portfolios and to take remedial 
actions. And in the one area in which deregulation has 
been very extensive—that is, rate deregulation—most 
banks have adapted very well to the transition.to more 
aggressive competition.

Still, there are some disturbing signs which can’t be 
ignored. Although nearly two years into the recovery, we 
have yet to detect clear indications of a long-awaited 
improvement in bank asset quality. Instead, the key 
indicators show continued slippage. There is also 
growing unease with the risks banks have taken on 
through creative lending arrangements, such as in 
leveraged buyouts. Moreover, nonfinancial corporations 
have been increasing their reliance on short-term debt 
to new record levels. And, there is still a long road to 
recovery for the major debtor nations. So, the banking 
industry has a greater than normal stake in the U.S. 
achieving continued steady economic growth and 
declining interest rates.

But difficulties haven’t been confined to banks. Major 
players in the insurance and securities sectors have 
also had their share of performance problems. The more 
intense competitive pressures have taken a toll on 
margins in these businesses, just as in banking. As a 
result, there is now less room for error in management 
decisions to expand product lines or enter new markets. 
Moreover, conditions in the thrift industry remain very 
weak, with some form of continued Federal capital 
assistance for the thrifts inevitable.

Finally, there is the disturbing evidence of the Con­
tinental Illinois case, where the initial assurance from

the FDIC proved insufficient to stem the deposit flight. 
This sent a chilling message. Namely, once funding 
fears develop, not only does management have very 
limited options to contain the problem, but so do the 
authorities. This fact, together with the heavy depend­
ence of some major U.S. banks on volatile funding 
sources, has contributed to a perception of financial 
vulnerability at this time.

From the standpoint of public policy, these develop­
ments offer ample reason to place extra weight on 
safety considerations when evaluating various paths 
along which to channel further changes in our financial 
system. And they underscore the need to upgrade 
financial standards to ensure that our institutions can 
deal with unforeseen problems, especially during what 
could be a difficult transition period. But, in my opinion, 
they do not warrant closing off avenues for further 
change in our financial system. Indeed, that is not even 
a realistic option.

The fact is the blurring of distinctions among com­
mercial banks, thrifts, securities firms, and insurance 
companies is unleashing waves of new competition. 
These waves are swamping a regulatory structure 
designed to preserve comfortable distinctions among 
them. As a result, the nation’s banking and securities 
laws have become constant targets for evasion. Various 
states are also trying to outdo one another in efforts to 
attract new jobs via liberalized banking laws. And our 
financial landscape is becoming cluttered with products 
and institutions that have been contrived to exploit 
regulatory loop holes. The most offensive example is the 
so-called “ nonbank bank” , which can be used by any 
type of firm to provide banking services anywhere in the 
country. These trends rule out a. stand pat approach to 
banking legislation. Congress has recognized the need 
for a new base on which to build future financial 
change, but has been stymied on the question of the 
priorities.

The legislative framework should rest on four 
legs: a reaffirmation of the boundary between 
banking and commerce; a selective expansion of 
financial powers for banking organizations; a 
phase-in of nationwide banking; and a reasonable 
set of limits on the authority of states to 
experiment with new banking powers.

As I see it, that legislative base should rest on four 
legs: a reaffirmation of the boundary between banking 
and commerce; a selective expansion of financial 
powers for banking organizations; a phase-in of 
nationwide banking; and a reasonable set of limits on
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the authority of states to experiment with new banking 
powers. Let me focus on the powers and interstate 
banking issues.

Few would argue against the desirability of limiting our 
banking organizations to activities of a financial nature 
and of prohibiting nonfinancial firms from operating 
banks. What is more controversial is to determine 
where, along the spectrum of financial activities, a line 
should be redrawn to separate depository institutions, 
on the one hand, from securities firms and insurance 
companies, on the other. Not everyone agrees that a 
continued separation is necessary today. For example, 
the more aggressive bankers maintain that banks today 
enjoy no unique advantage over other profit making 
financial firms. They argue that banks should not be 
restricted from offering as full a range of financial 
services as can be provided by some of their nonbank 
financial competitors.

Regarding the line between banking and other 
financial services I would suggest three guiding 
principles: new activities should represent natural 
extensions of the types of financial services 
banks now provide to household and corporate 
customers; they must be acceptable from the 
standpoint of prudential and conflict of interest 
concerns; and they should contribute to the 
banking industry’s need to broaden earnings 
capacity through new services.

From a strictly competitive standpoint; this argument 
is not without merit. Nonetheless, if you believe that 
depository institutions play a special role in our financial 
system, and that there is a strong public interest in 
maintaining a sound banking system, then you cannot 
simply dismiss the need to retain some separation. Yet 
you must also ask how long banks can afford to be 
special, if that means laboring under extensive com­
petitive restraints.

There are many practical difficulties in determining 
where, in today’s economic world, one should redraw 
the line between banking and other financial services. 
In fact, given the speed with which changes are taking 
place in our financial system, I don’t consider it desir­
able to be too rigid or precise in setting new boundaries. 
So rather than dwell on details, let’s consider, in broad 
terms, what would be a logical basis on which to draw 
such a line, if one were starting with a clean slate. In 
so doing, I would suggest three guiding principles: new 
activities should represent natural extensions of the 
types of financial services banks now provide to 
household and corporate customers; they must be

acceptable from the standpoint of prudential and conflict 
of interest concerns; and they should contribute to the 
banking industry’s need to broaden earnings capacity 
through new services.

When viewed on this basis, there’s little reason to pre­
vent banking organizations from offering the household 
sector brokerage, agency, and advisory services for 
securities, insurance, and perhaps real estate needs. 
What limited concerns these raise, in terms of potential 
conflicts of interest, hardly seem to warrant outright pro­
hibitions on bank entry. Nor would such offerings to indi­
vidual consumers have to be through affiliated companies. 
In some instances, franchise or agency relationships may 
provide a sufficient foothold. Moreover, there is also a 
basis for allowing banks to offer consumers a full line of 
insurance and securities services, since the level of risks 
associated with providing these services to households is 
generally quite manageable.

The more difficult judgments arise in the case of 
financial services for corporate and other institutional 
customers. Certainly, there are significant risks asso­
ciated with corporate securities underwriting, commercial 
risk insurance, and real estate investment. And there 
are also more apparent opportunities for conflicts of 
interest to develop between the role of commercial 
lender and that of equity investor or underwriter. At the 
same time, many types of securities underwriting, 
including commercial paper, municipal revenue bonds 
and mortgage backed securities, are obviously very 
closely related to what banks now do, and without 
noticeable problems in terms of excessive exposure to 
risk or conflict situations. And there are also close 
business connections between real estate financing 
services banks now provide and the authority to take 
passive equity positions in those same projects, as is 
often done by their insurance company competitors.

On balance, I would conclude that these concerns 
warrant significant prudential lim itations on bank 
involvement in real estate investment activities; and, in 
the case of corporate securities underwriting, continued 
exclusion, at least for the present. As more experience 
is gained through selective expansions into related 
areas of securities underwriting, the need for such 
prohibitions can always be reassessed.

In sum, this suggests broad latitude for expanding 
banking powers at both the retail and wholesale level. 
In time, that may well be how our financial system 
evolves. But it is unlikely to get there anytime soon, 
since Congress appears to have a far more selective 
appetite for expanded bank powers. And where it has 
shown such an appetite, it has typically been based on 
more concrete linkages between those new powers and 
expected public benefits, as for example, the type of 
benefits which would flow to municipalities and the
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housing sector by broadening the market for revenue 
bonds and mortgage backed securities. I suspect it will 
take similar concrete linkages to consumer and com­
munity benefits in order to achieve a more significant 
expansion of banking powers.

Public policy concerns require a Federally 
sanctioned approach to interstate banking that is 
free from permanent regional restrictions and that 
provides upfront for an orderly transition to full 
nationwide banking.

The other major point of controversy oh which a 
consensus needs to be reached is the issue of nation­
wide banking. It is encouraging to see that this issue, 
which for too long has taken a back seat to the powers 
question, has finally moved to the forefront on many 
legislative agendas. Still, Congress seems inclined to 
toss the issue back to the states, where there is a 
ground swell of interest in forming regionally restrictive 
compacts. The hallmark of all such compacts is that 
they exclude those states which are home to the 
nation’s largest banks.

There may be some scope for considering regional 
banking arrangements as a limited transitional device to 
a broader form of nationwide banking. However, we 
should not ignore the dangers of these restrictive 
agreements, particularly among participants who are 
unwilling to build in provisions for an eventual opening 
of their markets. Once compacts are established, the 
larger banking organizations that form in the regions will 
have little incentive to consider permitting new com­
petition. They could well grow dependent on continued 
protection, to the detriment of the markets they serve. 
Nor should we expect the uninvited outsiders to be idle 
observers as the nation’s more attractive markets are 
parceled out. Instead, the likely response would be 
renewed efforts to exploit ways to evade restrictive state 
laws and to concentrate nonbank expansion in these 
same markets. This will lead to counter actions to fur­
ther limit available entry vehicles. The net result is 
bound to be extensive litigation, the beginnings of which 
have already surfaced, and a misallocation of capital 
and managerial resources as competing banks jockey 
for position.

I believe public policy concerns require a Federally 
sanctioned approach to interstate banking that is free 
from permanent regional restrictions and that provides 
upfront for an orderly transition to full nationwide 
banking. The transition period would allow efficient 
community and regional banks to strengthen themselves 
in the local markets which they serve. There can also

be safeguards put in place to ensure that banks which 
embark on expansion programs have the needed 
financial and managerial depth.

I’m well aware that the prospect of interstate banking 
has long been viewed by many independent, community 
banks as a threat to their future. Many felt much the 
same way about the prospect of statewide branching. 
Yet, the evidence in New York, California and elsewhere 
showed that well-run community banks can compete 
very effectively alongside money center organizations. 
And, if anything, when large banks enter into new states 
it will be focused on markets in population centers, 
presently served by the larger regional banks, rather 
than the community organizations. So I don’t view 
interstate banking as posing a significant threat to the 
role of community bankers in local markets.

The final broad policy issue on which I’d like to touch 
is how to maintain discipline within our banking system 
in a less regulated financial environment.

Some would have us believe that we can rely to a 
much greater extent than presently on what is loosely 
described as “ market discipline” to keep banking insti­
tutions strong. What does this entail? Market discipline 
is administered through price differentials on bank lia­
bilities and equity and, ultimately, through an unwilling­
ness to provide funding. It depends on the ability of 
market participants to detect and price differences in 
risk; on the responsiveness of bank management to 
early signals of market concern; and, ultimately, on the 
willingness of regulators to countenance the failure and 
liquidation of banks. To rely more heavily on this type 
of discipline would require even broader market access 
to detailed information about a bank’s condition. And a 
further, logical extension would be to cut back signifi­
cantly on the extensive Federal insurance protection 
now provided to bank depositors.

The overriding concern with heavy reliance on 
market discipline, is that it will lead to further 
instability in our financial system. So while market 
discipline should continue to play a significant 
role in our system, I see it as one which 
reinforces, rather than replaces, the discipline 
imposed through regulatory and supervisory 
standards.

Even then there would be no assurances that market 
responses to signs of bank weakness would come early 
enough to promote corrective action. Instead, it could 
merely exacerbate problems by creating funding strains. 
Thus, the overriding concern with heavy reliance on 
market discipline, particularly when exerted through
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pressure from uninsured depositors, is that it will lead 
to further instability in our financial system. So while 
market discipline should continue to play a significant 
role in our system, I see it as one which reinforces, 
rather than replaces, the discipline imposed through 
regulatory and supervisory standards. How can those 
standards be maintained and strengthened?

To begin with, certain minimum safeguards must be 
a necessary condition for expanded banking powers or 
interstate banking. These include authority for regulators 
to prescribe prudential limitations for the conduct of new 
activities; to review expansion proposals to ensure they 
are supported by adequate financial and managerial 
resources; and to retain authority to supervise all 
aspects of bank holding company operations.

There is also a need to strengthen regulatory disci­
pline. This might include selective reforms to the deposit 
insurance system, involving controls on the use of bro­
kered deposits and perhaps the use of risk sensitive 
premiums. What could be more helpful would be 
devising benchmarks for relating our higher capital 
adequacy standards to risks being managed, both on 
and off the balance sheet. Still, these are, at best, only 
useful tools. And, in the case of higher capital stand­
ards, we must keep in mind that, if they can’t be sup­
ported by quality earnings to attract new capital, they 
can become self-defeating.

In the final analysis, less formal regulation will require 
strengthening the supervisory process. For one, the 
discipline of liquidity management needs to receive more 
attention. Recent experiences have dramatized the 
importance of keeping business plans consistent with 
sustainable funding strategies. In those cases where 
funding depends on heavy use of potentially volatile 
sources, much closer links need to be established 
between a bank’s funding practices and the mainte­
nance of high standards of financial strength. Ideally, 
those links should be established by banks themselves 
and then reinforced by the supervisors and marketplace.

Also, old lessons on the importance of portfolio di­
versification and on resisting temptations to reach for 
earnings through creative stretching of credit standards, 
need to be relearned. Supervisors can reinforce this 
through clearer standards for determining what consti­
tutes excessive concentrations in a bank’s portfolio.

The supervisors must also be prepared to move ear­
lier and more forcefully to bring about corrective action,

especially at larger banks where weakness can pose 
risks to the overall system. The lack of forceful follow- 
up has been a recurring criticism of the supervisory 
process. Tendencies to defer to management on how to 
respond to points of supervisory criticism, or to be 
guarded in the signals sent to a bank’s board until 
problems become self-evident, will have to be overcome.

Less formal regulation will require strengthening 
the supervisory process. Supervisors must be 
prepared to move earlier and more forcefully to 
bring about corrective action, especially at larger 
banks where weakness can pose risks to the 
overall system.

Finally, bank supervisors at both the Federal and state 
level must ensure that their respective standards aren’t 
reduced to a least common denominator. This is espe­
cially important in terms of state bank supervisors. They 
now are under pressure to help attract new jobs into 
their states through liberal banking regulations and to 
assume greater responsibility for supervision of state 
chartered banks, yet still respond to local budgetary 
pressures. This is not a particularly healthy combination 
of pressures at a time of strains and rapid changes in 
our financial system. Nor are all state banking depart­
ments as well equipped as ours here in New York to 
respond to these pressures. We in the Federal Reserve 
are prepared to work closely with the states to help 
strengthen their respective banking departments.

What all this adds up to is an unusually complex and 
imposing agenda for the regulators and for the next 
Congress. From the regulators, you can expect a steady 
flow of policy initiatives designed to shore up financial 
standards in the industry. From Congress, I think you 
should expect significant Federal banking legislation, 
since it is clear that failure to act will trigger frantic 
efforts to exploit the numerous existing loopholes. There 
is little point in speculating on the likely particulars of 
such legislation. But it will have to deal with the broad 
issues touched on today. How they are resolved will 
have an important bearing on the future structure of the 
financial system in which you operate, even if it doesn’t 
have an immediate effect on the special role you play 
in your local markets.
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The M1-GNP Relationship 
A Component Approach

The sharp decline in M1’s velocity in 1982 and early
1983 caused considerable concern about whether the 
money-income relationship had become so unstable that 
monetary targeting was no longer a viable approach for 
the implementation of monetary policy. More recently, 
however, the return of M1’s velocity to a more normal 
trend raised the opposite question of whether M1 should 
be reinstated to its former role in the policy process. 
Indeed, after greatly reducing the weight given M1 in 
the policy process in 1982 and then monitoring rather 
than targeting M1 in 1983, the Federal Open Market 
Committee (FOMC) once again gave M1 equal weight 
alongside M2 and M3 in the July 1984 policy review. 
Clearly, understanding the reasons for the breakdown 
in the money-income relationship in 1982 and 1983 as 
well as some assessment of whether recent, more 
normal trends can be expected to persist are important 
for policy purposes.

What caused the money-income relationship to break 
down? Some analysts have suggested that the cause 
was the introduction of nationwide NOW accounts, while 
others have pointed to the variability of M1 growth.1 
Thus far, however, not much effort has been made to 
identify which components of GNP might not be con­
tributing to GNP growth the same way as in the past

1 Rik W. Hafer, “ The Money-GNP Link: Assessing Alternative 
Transaction Measures," Federal Reserve Bank of St. Louis Review, 
March 1984. Michael T. Belongia, “ Money Growth Variability and 
GNP," Federal Reserve Bank of St. Louis Review, April 1984. For 
other explanations of the 1982-83 deviation of velocity from past 
trend, see “ Monetary Targeting and Velocity," Conference 
Proceedings, Federal Reserve Bank of San Francisco, December 1983.

when M1 growth changes.2 Also, not much work has 
been done on the question of whether M1 growth that 
comes from NOW accounts has a different effect on 
spending than does M1 growth that comes from cur­
rency and demand deposits. As a result, in this paper, 
the sources of the breakdown in the money-income 
relationship are explored in two ways: first, by looking 
at the GNP component effects of changes in M1 growth, 
and second, by looking at the different effects that M1 
less NOW accounts (M') and NOW accounts have had 
on the growth of GNP and its components.3

The primary conclusion is that the relationships 
between several of the GNP components and money 
have changed. In part this results from the consideration 
that M1 growth due to NOW accounts has considerably 
less effect on various spending categories than does M1 
growth due to M'. The breakdown in the money-income 
relationship also reflects in part a significant change in 
the cyclical pattern of M1 velocity. After the different 
effects on GNP of M' and NOWs are allowed for, 
velocity exhibited its normal cyclical pattern during the 
1982 recession, but deviated sharply from past patterns

2The sectoral effects of changes in M1 growth had been the top ic of 
research interest in the past. For more detail, see David Meiselman 
and Thomas D. Simpson, “ Monetary Policy and Consumer 
Expenditures: The Historical Evidence," in Consumer Spending and  
Monetary Policy: The Linkages, Federal Reserve Bank of Boston, 
June 1971.

3M' was derived by subtracting the other checkable deposit 
component of M1 from total M1. The other checkable deposit 
component of M1 includes some other minor series in addition to 
NOW accounts such as savings subject to automatic transfer. In this 
article, the term "NOW accounts" is used rather than the term the 
"other checkable deposit component of M1."
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during the first year of the recovery in 1983. Moreover, 
once the different effects on spending from M' and 
NOWs as well as typical cyclical movements in velocity 
are allowed for, M1 variability no longer appears to be 
a significant explanation of the weaker-than-expected 
growth of GNP over 1982 and 1983. A detailed set of 
conclusions is presented at the end of this article.

Theoretical causes of the breakdown
Before analyzing the possible sources of the breakdown 
in the money-income relationship statistically, it might be 
worthwhile to ask at a theoretical level what could have 
caused the sharp decline in M1 velocity. A simple IS-LM 
model can be used to illustrate some possible causes.

(1) Y = - c r  + X
(2) M1 = - a r  + bY + Z

where:
M1 = narrow money stock (exogenously 

determined, Footnote 4) 
r = interest rate 

Y = income
Z = money demand shift 
X = autonomous expenditures 

a,b,c = structural parameters
If equations (1) and (2) are combined to derive the 

reduced form for income, the following equation results:

(3) Y =
a + bc

M + a
a + bc

X -
a + bc

This equation resembles reduced-form equations used 
to estimate income growth as a function of current and 
lagged money growth and autonomous expenditures 
(which are usually found to be insignificant). Money 
demand shifts, Z, are implicitly assumed not to occur 
and are therefore not included in the reduced form, 
although in theory, if they could be satisfactorily meas­
ured, they should be included. Other variables some­
times included are supply side shocks such as the rel­
ative price of energy and hours lost due to strikes. 
When this equation is estimated, the constant term is 
about equal to long-run average growth of velocity, and 
the sum of the coefficients on the growth of current and 
lagged money stock is roughly equal to one (Footnote 
1). Hence, this equation, as it is usually estimated with 
a lag covering about one year, is a convenient tool for 
analyzing unusual movements in velocity over the longer 
run without over-emphasizing quarter-to-quarter volatility 
in M1.4

4Over the years, many objections have been raised about the 
reduced-form  approach. In particular, even though the Federal 
Reserve has set M1 targets since the early 1970s, that is not the 
same as saying that M1 has been exogenously determ ined over the 
entire period. Rather, M1, like income, is an endogenous variable

From equation (3) it can be seen that 5 factors, indi­
vidually or in various combinations, could have caused 
income to be unusually weak relative to money growth 
in 1982 and 1983:

(1) The interest elasticity of expenditures (c) 
declined.

(2) The interest elasticity of money demand (a) 
increased.

(3) The income elasticity of money demand (b) 
increased.

(4) There was a shift in the money-demand function 
(Z).

(5) There was a decline in autonomous expendi­
tures (X).

Given the rapid pace of financial innovation and de­
regulation in recent years including the introduction of 
NOW accounts nationwide in 1981, it is possible that 
one or more of the key elasticities (a, b, or c) has 
changed or that the money demand function itself has 
shifted.5 The effects of NOW accounts on the reduced- 
form equations for GNP and its components will be 
studied in the next section. Moreover, since velocity 
growth is known to have a cyclical pattern, weakening 
during recessions and growing very rapidly during the 
first years of recoveries, it is possible that some of the 
apparent breakdown in the money-income relationship 
could be due to the deep recession in 1982 and the 
rather strong recovery in 1983 and 1984. In the third 
section of this paper, the error pattern from the reduced- 
form equation is analyzed to see whether there are any 
cyclical factors that systematically affect the accuracy 
of the reduced-form equation.6 In the final section, the

Footnote 4, continued
and  the c o rre la tio n  o b s e rv e d  in the  " re d u c e d -fo rm " equa tion  resu lts  
from both variables responding in a systematic way to other factors 
in the economy. Nevertheless, as long as this money-income 
relationship is stable, M1 can play a useful role in the policy 
process even if it is not exogenously determ ined, if for no other 
reason than it m ight serve as a leading indicator of what income wilj 
do. Hence, the “ reduced-form ” equation relating income growth to 
current and past money growth is a convenient tool for examining 
the instability in velocity over 1982 and 1983. Because the reduced- 
form model is being used in this paper, the discussion is often in 
terms of "money causing or determ ining incom e" even though the 
underlying process is much more complex.

5For more detail on this, see John Wenninger, "Financial Innovation, A 
Complex Problem Even in a Simple Framework," this Quarterly 
Review, Summer 1984. A lso see Thomas D. Simpson, “ Changes in 
the Financial System: Im plications for Monetary Policy,” Brookings 
Papers on Economic Activity, 1984-1V.

•In a recent paper, John Tatom tested for this in an equation for 
velocity using the gap between real GNP and potential GNP. He did 
not, however, try to incorporate the effect in the more conventional 
reduced-form  equation. Moreover, when his equation is simulated for 
1982 and 1983, it tracks 1982 fairly well. But for 1983, it over­
predicts velocity growth by 4.2 percentage points, suggesting that 
there are other explanations for the recent breakdown in the (p. 8)
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question of whether the increased variability in M1 
growth since 1979 could be a factor that explains the 
sharp decline in M1’s velocity is explored briefly.

Reduced-form equations using components
But before these other factors are allowed for, the sharp 
decline in M1’s velocity in 1982 and early 1983 is ana­
lyzed using the more standard equation in which nom­
inal income growth is specified as a function of current 
and past M1 growth. The initial statistical exercise 
undertaken in this section is quite straightforward. First, 
total GNP growth is broken down into the growth due 
to each of its components. In other words, the growth 
rates of the individual components are not used, but 
rather the contribution of each component to total GNP 
growth.7 In that way, when the component contributions 
of GNP growth are regressed on M1 growth, the sum 
of the coefficients across component contributions 
equals the coefficient obtained when GNP itself is 
regressed on M1 growth. Thus, for a given change in 
out-of-sample M1 growth it is possible to see which 
components are no longer contributing to total GNP 
growth as in the past, and hence the sources of the 
breakdown in the overall money-income relationship can 
be identified.

Looking at the relationship between components of 
GNP and M1 is somewhat unconventional, since at a 
conceptual level M1 growth is typically viewed as a 
determinant of nominal aggregate demand without much 
concern about the sectoral composition of the nominal
Footnote 6, continued
money-income relationship since 1982. For more detail on the 1982- 
1983 simulation as well as other explanations for the decline in 
velocity in 1982 and early 1983, see John A. Tatom, "Alternative 
Explanations of the 1982-1983 Decline in Velocity,” in Monetary 
Targeting and Velocity, Conference Proceedings, Federal Reserve 
Bank of San Francisco, December 1983.

7An example might help explain the variables being used here. For
ease of illustration, let income (Y) have two components, 
consumption (C) and investment (I). The change in income (AY) is 
equal to the change in consumption (AC) plus the change in 
investment (Al). Or in equation form, AY =AC + At. If both sides of 
this equation are divided by Y, the result is AY/Y = AC/Y + Al/Y. 
This last equation says that the percentage change in income can 
be accounted for by the increase in consumption as a percent of 
income and by the increase in investment as a percent of income.
In other words, if income increases 10 percent, 7 percent might be 
due to the increase in consumption and 3 percent due to the 
increase in investment. If AY/Y, AC/Y, Al/Y are regressed on M1 
growth (AM/M), the following equations would result. AY/Y = a, + 
b, AM/M+ V,. AC/Y = a2 + b2 AM/M + V2, Al/Y = a3 + b3 AM/M 
+ V3, where ai, a2 and a3 are intercept terms, b^ b2 and b3 are the 
coefficients on money, and V1t V2 and V3 are error terms. Since AY/Y 
= AC/Y + Al/Y, it is also true that AY/Y = (a2 + a3) + (b2 + b3) AM/M 
+ (V2 + V3) = a, + b, AM/M + V,. This means that the intercept 
terms, coefficients and error terms in the component equations add 
up to the intercept term, coefficient and error term in the aggregate 
equation. Hence, when studying the stability of the money-income 
relationship in recent years, this approach enables us to identify 
which components are no longer contributing to GNP growth the 
same way as in the past when M1 growth changes.

income growth. Moreover, if the money-income rela­
tionship had remained stable, it could be argued that 
there would be no need to examine the relationship 
between money and the components of GNP, since, by 
controlling money the Federal Reserve is attempting to 
keep nominal income growth at a noninflationary rate. 
Therefore, the Federal Reserve should not be that 
concerned about the sectoral composition of that growth. 
However, when the aggregate relationship breaks down 
in such a dramatic way as in 1982 and early 1983, it 
seems quite natural to look at the relationships between 
M1 and the individual components of GNP to see 
whether the problem can be traced to changed behavior 
in certain sectors of the economy that might have 
undergone structural change. This exercise, in turn, 
might yield some insights into the causes of the break­
down in the aggregate equation, insights that might be 
useful in the future.

Of course, the source of the problem might not be 
with GNP and its components, but rather with M1 and 
its components. NOW accounts have become a larger 
proportion of M1 in recent years, and since NOW 
accounts pay explicit interest, consumers may be 
holding transactions as well as savings balances in 
them. This, in turn, could mean that M1 growth due to 
NOW accounts might not have the same effect on GNP 
and its components as M1 growth due to currency and 
demand deposits (M '). Therefore, in addition to 
regressing GNP growth and the component contributions 
of GNP growth on M1 growth, equations were also 
reestimated using two independent variables, the con­
tributions of M' and NOW accounts to total M1 growth.8 
By repeating the exercise in this fashion it is possible 
to see not only which GNP com ponents are not 
responding to M1 growth the same way as in the past, 
but also whether the components of M1 growth have 
different effects on GNP and its components. If M1 
growth from increases in NOW accounts has a different 
effect on GNP or on its components than M1 growth 
from currency and demand deposits, then the Federal 
Reserve perhaps should react to M1 growth differently 
depending upon the sources of its growth.

Table 1 shows the results of regressing GNP growth 
and the component contributions to GNP growth on 
current and lagged M1 growth for the period from 1948-11 
to 1979-IV.9 The results in the first row suggest that a 
one percentage point increase in M1 growth will be 
associated with an increase in GNP growth of about 1.1 
percentage points. Of that 1.1 percentage point increase

•These series were constructed the same way as the component 
contributions to GNP growth (Footnote 7).

•Throughout this paper, a polynominal distributed lag of current M1 
growth and 4 lags is used. The polynominal is second order, (p. 10)
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Table 1

Reduced-Form Estimates Using M1 Growth

1948-11 to 1979-IV

M 't (t) R2
1980-1 to 

1981-IV
1982-1 to 

1984-11

Average Error*
1980-1 to 

1984-11

(1) GNP growth . . .......................... 1.11 (6.75) 0.30 -0 .2 -4 .8 -2 .8
GNP growth due to

(2) Durable co n su m p tio n .................... 0.08 (1.27) 0.04 -0 .5 0.1 -0 .2
(3) Nondurable co n su m p tio n ............. 0.28 (6.35) 0.23 -0 .4 -1 .5 -1 .0
(4) S e rv ic e s ........................................... 0.21 (10.23) 0.45 0.9 -0 .2 0.3
Investment in

(5) S tru c tu re s ....................................... 0.07 (4.96) 0 17 0.2 -0 .6 -0 .2
(6) Durable equipment ....................... 0.17 (5.12) 0.18 -0 .4 -0 .7 -0 .6
(7) Residential s tru c tu re s .................... 0.06 (1.70) 0.25 -0 .7 0.1 -0 .7
(8) Business inventories....................... 0.10 (0.77) 0/007 0.3 -0 .2 0

(9) Net e x p o r t ....................................... 0.02 (0.54) -0 .009 0.3 -1 .1 -0 .5
(10) Federal Government purchases . . 0.06 (0.87) -0 .002 0.3 -0 .3 -0 .1
(11) State and Local purchases . . . . 0.06 (3.74) 0.09 -0 .1 -0 .4 -0 .3

'Out-of-sample errors.
f-Sum of coefficients obtained from regressing GNP growth and the contributions to GNP growth from its components on a polynominal
distributed lag of M1 growth (current quarter and 4 lagged quarters).

Table 2
Reduced-Form Estimates Using Component Contributions to M1 Growth
1948-11 to 1984-11

M 't (t) NOWf (0

Average Error*
1980-1 to 1982-1 to 1980-1 to 

R2 1981-IV 1984-11 1984-11

(1) GNP g ro w th .................................... 1.13 (6.96) 0.66 (3.50) 0.29 1.5 -1 .6 -0 .2
GNP growth due to

(2) Durable co n su m p tio n .................... 0.10 (1.67) 0.06 (0.84) 0.05 0.3 0.2 0
(3) Nondurable co n su m p tio n ............. 0.27 (6.38) 0.12 (247) 0.22 0.3 -0 .4 -0 .1
(4) S e rv ice s ........................................... 0.19 (8.26) 0.24 (912) 0.43 0.7 -0 .4 0.1
Investment in

(5) S tru c tu re s ....................................... 0.06 (3.53) 0.05 (2.76) 0.13 0.2 -0 .4 -0 .1
(6) Durable equipment ....................... 0.18 (5.76) 0.09 (243) 0.18 0 -0 .2 -0 .1
(7) Residential s tru c tu re s .................... 0.08 (2.58) 0.03 (0.79) 0.30 0.5 0.3 0
(8) Business inventories....................... 0.15 (1.23) 0.10 (0.69) -0 .004 0.1 0.2 0.1

(9) Net e x p o r t ....................................... -0 .003  (0.07) -0 .0 6 (1.18) -0 .009 0.7 -0 .6 0
(10) Federal Government purchases . . 0.05 (0.68) 0.03 (0.34) -0 .0 2 0.4 -0 .2 0.1
(11) State and Local purchases . . . . 0.06 (3.83) 0.01 (0.54) 0.08 0.2 -0 .1 0

*ln-sample errors.
fSum of coefficients obtained from regressing GNP growth and the contributions to GNP growth from its components op polynominal distributed 

lags of the contributions to M1 growth of M' and NOW accounts (current quarter and 4 lagged quarters).
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in GNP growth, 1/2 percentage point comes through 
nondurable consumption expenditures and consumption 
of services (rows 3 and 4). Also important are the con­
tributions from investment in durable equipment and 
structures (rows 5 and 6). Durable consumption 
expenditures and residential structures, with t statistics 
between 1.3 and 1.7, seem to be somewhat less sys­
tematic sources of the response of GNP to changes in 
M1 growth. Changes in M1 growth do not appear to 
affect GNP growth through inventories, net exports or 
Federal Government purchases—consistent with what 
most analysts would expect. Somewhat surprisingly, 
however, state and local government purchases appear 
to be significantly influenced by changes in M1 growth.

The right-hand side of Table 1 shows the average out- 
of-sample errors in projecting GNP and the component 
contributions for two periods: 1982-1 to 1984-11 (the 
period of greatest difficulty in forecasting GNP with M1 
growth), and the period 1980-1 to 1981-IV when fore­
casting GNP with M1 growth was quite accurate on 
average despite changes in the Federal Reserve’s 
operating procedure, the introduction of nationwide 
NOWs, and the use of credit controls.10 Looking at the 
first equation, which regresses total GNP growth on M1 
growth, the average error in the first period was virtually 
zero, while in the second period it was -  4.8 percentage 
points. The regressions for the component contributions 
suggest that in the earlier period M1 growth predicted 
GNP growth accurately because of offsetting errors 
among the components, whereas in the second time 
period almost all the sectors (except for durable con­
sumption and residential structures) have negative 
average errors. Looking only at those relationships that 
were significant over the 1948 to 1979 period, the 
breakdown in the money-income relationship since 1982 
can be traced primarily to nondurable consumption 
expenditures, investment in structures and durable 
equipment, and state and local government expendi­
tures. These four components show significant bias after 
1982-1 and account for 65 percent of the total average 
error of -4 .8  percentage points. Clearly, the breakdown

Footnote 9, continued
constrained on the far right to zero. No attempt was made at this 
point to search for the "best lag structure" for each component of 
GNP. Alternative lag structures at the aggregate level as well as at 
the component level are likely to produce somewhat different results. 
Rather, the purpose of this exercise was to see if, by just using a 
simple lag structure, it would be possible to point to a certain 
component of GNP as causing the recent breakdown in the money- 
income relationship.

10While a case could be made to break the period into pre- and post-
nationwide NOWs in 1981-1, the errors from the reduced-form
equation do not show any significant bias until 1982. Indeed, some 
analysts argue that NOWs did not distort M1 and hence there was 
no need to adjust M1 for NOWs in 1981. See, for example, John 
Tatom, “ Recent Financial Innovations: Have They Distorted the Mean­
ing of M1?”, Federal Reserve Bank of St. Louis Review, April 1982.

in the money-income relationship has not been caused 
by some unusual behavior in just one or two sectors, 
but rather is a broad-based development.

Can this widespread phenomenon be traced to dif­
ferent responses to M1 growth depending upon whether 
it is due to increases in M' or NOW accounts? Table 2 
sheds some light on this question. The first regression 
shows that total GNP growth does respond differently 
to M1 growth depending on the source of that growth. 
M1 growth due to NOW accounts appears to have only 
about 60 percent of the impact on GNP growth that M1 
growth, due to increases in M', does. In terms of the 
component contributions, different responses can be 
seen for nondurable consumption, durable equipment 
spending, residential structures and state and local 
government spending. Why should aggregate demand 
as well as the demand for some of the components of 
GNP respond differently to changes in M1 growth 
coming from M' and NOW accounts? The reason why 
NOW accounts have a smaller impact on spending than 
M' may be because the demand for NOW accounts has 
a greater interest elasticity than the demand for M'. 
Hence, consumers will not require as large a decline in 
interest rates to hold a given increase in NOW accounts 
as they would have in the past to hold the same amount 
of additional demand deposits. The smaller decline in 
interest rates, in turn, means a smaller response in 
spending to changes in NOW accounts than to changes 
in M '.11 Moreover, as NOW accounts have become a 
larger fraction of M1, the interest elasticity of the 
demand for aggregate M1 has been also increased.12

How accurate are forecasts of GNP growth based on 
past M1 growth once the different effects of M1 and 
NOW accounts are allowed for? The far-right hand side 
of Table 2 provides a rough answer to this question by 
looking at the in-sample errors over the 1980-1 to 1984-11 
period. For the period as a whole (1980-1 to 1984-11), 
the in-sample errors in predicting GNP growth and the 
contributions of its components have been quite small 
when different effects of M1 growth are allowed for, 
depending upon the source (far right hand column). For 
subperiods and individual years within this longer period, 
however, some of the average errors were still fairly 
large. This suggests that, while over a long period of 
time, one can perhaps obtain a rough estimate of the 
different effects of M1 growth depending upon the 
source, over shorter periods those different effects are 
not likely to be constant. Thus, even though it appears

11For more on this, see Wenninger, op.cit. In that article, a case is 
made that NOW accounts could well be increasing the interest 
elasticity of the demand for M1, at least temporarily. Also see
Simpson, op.cit.

12From the simple IS-LM model presented earlier, it can be seen that 
an increase in the interest elasticity of the demand for M1 would 
reduce the responsiveness of income to changes in money growth.
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that changes in M1 growth due to NOW accounts have 
less effect on GNP than M1 growth due to M ', the exact 
m agn itudes probab ly have changed som ew hat over 
tim e. This, of course, makes it d ifficu lt to use any sort 
of an “ adjusted M 1” for policy purposes.

Cyclical sh ifts in the reduced-form equation
The next question to be exam ined is w hether the role 
assigned to NOW accounts in explaining the breakdown 
in the m oney-incom e re la tionsh ip  instead reflects the 
cyclica l behavior of velocity. Over the cycle, ve loc ity  is 
usually very weak (or declines) during recessions and 
grows very rapidly during the firs t years of recoveries. 
If this cyclical behavior of velocity systematically affects 
the accuracy of the reduced-form  equation over the 
b u s in ess  cyc le , then the  ro le  of NOW accoun ts  in 
exp la in ing the breakdown in the m oney-incom e re la ­
tionsh ip  over the most recent cycle (1982-83) m ight 
have been overstated.

To see if th is cyclica l ve locity effect has played such 
a role, zero-one dummy variables for recessions and 
first years of recoveries were included in the aggregate 
reduced-form equations from Tables 1 and 2. Equations
1 and 3 in Table 3 are the same as the firs t equations 
in Tables 1 and 2 respectively. In the top part of Table 
3, the effects of using cyclica l dumm ies are shown for 
reduced -fo rm  e q ua tions  in w h ich  M1 g row th  is the 
monetary variable. The bottom half of Table 3 shows the 
results when cyclica l dum m ies are incorporated into a 
reduced-form  equation in which M1 growth is divided 
into growth due to M' and NOW accounts. Looking first 
at the top of the table, the dummy variables for reces­
sions and firs t years of recoveries are sign ificant

(equa tion  2). The R2 is c o n s id e ra b ly  im proved  by 
including these variables, suggesting that reduced-form 
equations w ith M1 grow th as the independent variable 
have had s ign ifican t cyclica l error patterns in the past.

Once these cyclica l effects are allowed for, does M1 
growth still appear to have d iffe ren t effects on GNP 
depending w hether the M1 grow th  com es from NOW 
accounts or M '? The bottom half of Table 3 provides an 
answer by show ing the results when the equations in 
the  top  ha lf are es tim a te d  th rough  1984-11 and M1 
growth is broken down into its two components, as was 
done in Table 2. Even after a llow ing for cyclica l sw ings 
in ve lo c ity , M1 g ro w th  due to NOW  a c c o u n ts  s t i l l  
appears to have less effect on GNP growth than does 
M1 growth due to M' (compare equations 3 and 4). The 
difference between the two coefficients, however, is not 
as great in equation 4 as in equation 3. Nevertheless, 
the d ifference is still su ffic ien tly  large (0.32 percentage 
point in equation 4 com pared to 0.47 in equation 3) to 
cause some concern that NOWs are a d ifferent type of 
monetary variable than M '.

A fter allow ing for cyclica l e ffects and the d iffe ren t 
effects of the components of M1, how accurate has the 
money-income relationship been in recent years? Table
4 contains the in-sample errors in predicting GNP growth 
for each calendar year over the 1982-1 to 1984-11 
pe riod  w ith  the re d u ce d -fo rm  eq u a tio n s  in Table 3 
(equations 1 and 2 were reestim ated through 1984-11). 
The results from equations 1 and 2 (in which M1 growth 
was used) show that allowing for just cyclical effects did 
reduce the average errors over the entire 1982-1 to 
1984-11 period. All of the improvem ent, however, came 
from 1982; the equation with the cyclica l dumm ies

Table 3

Cyclical Effects on the Money-income Relationship

1948-11 to 1979-IV:

(1) v 3.0 + 1.11 M R2 = 0.30
(4.0) (6.8)

(2) Y 4.5 + 0.86 M - 5 .2  Rec + 3.7 FYR R2 = 0.49
(5.1) (5.3) (4.8) (3.6)

1948-11 to 1984-11:
(3) Y 3.0 + 1.13 M' + 0.66 NOW R2 = 0.29

(4.0) (7.0) (3.5)
(4) Y 4.8 + 0.82 M' + 0.50 NOW -5 .1  Rec + 3.3 FYR R2 = 0.48

(5.6) (5.1) (29 ) (5.1) (3.4)

Where: Y = quarterly growth rate of nominal GNP
M = polynominal distributed lag of M1 growth

Rec = zero-one dummy variable for recessions
FYR = zero-one dummy variable for first year of recoveries

M' =  polynominal d istributed lag of M1 growth due to M1 less NOW accounts
NOW = polynominal distributed lag of M1 growth due to NOW accounts
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Tabte 4

Average In-Sample Prediction Errors

In percent; from equations in Table 3

Equation 1* 
(M1 only)

Equation 2* 
(M1 and Cyclical 

Dummies)
Equation 3 

(M', NOWs)

Equation 4 
(M 't NOWs and 

Cyclical Dummies)

1982 ..................................................... . . . .  -7 .8 -1 .8 -4 .2 -0 .4
1983 ..................................................... . . . .  -3 .7 -5 .2 -1 .9 -4 .4
1984 (first h a l f ) .................................... . . . .  2.7 3.0 4.2 3.9

Entire P e r io d ..................................................... -4 .1 -2 .2 -1 .6 -1 .1

•Reestimated through 1984-11.

(equation 2) was less accurate in 1983 than the one 
without (equation 1), and they have been about equally 
accurate thus far in 1984. So while it is possible to 
im prove the m oney-incom e re la tionsh ip  w ith cyc lica l 
dummies, the relationship still has not been stable since 
1982-1, and in particu la r 1983 was a d ifficu lt year to 
expla in GNP growth in term s of M1 growth.

Are these conclusions appreciably changed if one also 
a llows for the d iffe ren t effects of NOWs and M' as well 
as the cyclical velocity shifts? Comparing the errors from 
e q u a tio n s  3 and 4, respec tive ly , to the ones from  
equations 1 and 2 helps answer this question. For the 
entire 1982-1 to 1984-11 period the average errors are 
reduced in each case by allow ing for d ifferent impacts 
of NOWs and M ': from -4 .1  to - 1 .6  percentage points 
for equations 1 and 3 which do not have cyclica l dum ­
mies, and from - 2 . 2  to - 1 .1  percentage points for 
equations 2 and 4 which include the cyclica l dummies. 
The average errors are also reduced for the individual 
years 1982 and 1983 for each of these sets of equa­
tions. By and large, these results are broadly consistent 
with the notion that NOW accounts have altered the way 
in w h ich  the econom y responds to changes in M1 
growth even after cyclica l effects are allowed for.

But that does not mean that the instab ility  in the 
m oney-incom e re la tionsh ip  in 1982 and 1983 has been 
fully explained. For equation 3, which allows for different 
effects of M ' and NOWs, but not for cyclica l ve locity 
shifts, the average error in 1982 was - 4 .2  percentage 
points and in 1983 it was -1 .9  percentage points. While 
inc lud ing  the cyc lica l dum m y variab les (equation  4, 
Table 4) reduces the overall average error somewhat, 
the effect is basically to reverse the relative size of the 
average errors in 1982 and 1983. In other words, rather 
than becom ing sm aller in absolute value in 1983 than 
in 1982, the average error becomes larger in absolute 
value when these cyclica l dumm ies are included. This

suggests  th a t w h ile  the  d iffe re n t e ffe c ts  of M ' and 
NOWs and cyclica l dum m ies can go a long way in 
exp la in ing  the 1982 in s ta b ility  in the m oney-incom e 
relationship (equation 4), the 1983 error remains largely 
unexplained. As a m atter of fact, the average error of 
- 4 .4  percentage points for 1983 is not that much larger 
in absolute value than the coeffic ien t on the dummy 
variable for firs t years of recoveries estim ated through 
1979 (3.7), suggesting that basically 1983 did not have 
the normal increase in ve loc ity  for the firs t year of the 
recovery tha t would have been expected from  past 
patterns. Hence, a case can be made that the recent 
in s tab ility  in the m oney-incom e re la tionsh ip  can be 
traced in part to the different effects M' and NOWs have 
on GNP growth and in part to a breakdown in past 
cyclica l ve locity patterns.

W hile  the com ponen t responses  to M ' and NOW 
accounts have been exam ined and cyc lica l ve loc ity  
sw ings a llow ed fo r in the aggregate  equations, the 
question of which GNP com ponents account for the 
cyclical swings in velocity— and hence which ones might 
account for the breakdown in the m oney-incom e re la ­
tio n sh ip  in 1983— s till rem a ins  to be ana lyzed . To 
answer this question, the component equations in Table
2 (incorporating separate e ffects for M ' and NOWs) 
were reestim ated using the zero-one cyclica l dumm ies 
that were used in equations 2 and 4 in Table 3 as well 
as a dummy variable for 1983 (D83) so the large neg­
ative average error from equation 4 in Table 4 for 1983 
can be accounted for.13

13lncluding a separate dummy variable for 1983 in effect prevents the 
large error for 1983 from affecting the other coefficients, in particular 
the coefficient on the dummy variable for first years of recoveries 
which had dropped from + 3 .7  to +3 .3  when the sample period was 
extended (Table 4). With the 1983 data unable to affect the other 
coefficients because of this dummy variable, the size of the average 
error for 1983 (as measured by the coeffic ient on the dummy 
variable) increases from -4 .4  in Table 4 to - 6 .0  in Table 5. With
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From Table 5 it can be seen that the cyclical swings 
in overall velocity are due primarily to business inven­
tories. Inventories, while not correlated with money 
growth, have a pronounced cyclical impact on GNP 
accounting for 35 percent of the weaker-than-expected 
GNP growth during recessions and for virtually all of the 
stronger-than-expected GNP growth during the first 
years of recoveries. Some other components mirror the 
GNP cyclical patterns in one of the stages, but it 
appears that inventories are the primary reason behind 
the overall pattern. Which components appear to be 
behind the instability of the money-income relationship 
in 1983? As it turns out, the error is spread across 
several components with consumption components 
accounting for 43 percent of the total average error, and 
investment in structures also an important factor. As was 
the case earlier for the entire 1982-1 to 1984-11 period, 
the breakdown in the money-income relationship in 1983 
cannot be traced to unusual behavior of a single com­
ponent.

Even though the 1983 instability in the money-income 
relationship suggests that the normal cyclical pattern in 
M1 velocity has at least temporarily broken down, one 
cannot rule out alternative explanations. In particular, 
nationwide NOW accounts have been in existence for 
only about 31A> years, and perhaps the coefficient esti­
mated for it here in the money-income relationship still 
has not stabilized, but rather is still evolving to some 
long-run value. The negative average error in 1983 
would suggest that the size of the coefficient in absolute 
value could still be declining. If this is true, it would 
suggest that rather than using an intercept shift for 
1983, as was done in Table 5, the appropriate procedure 
would be to allow for the coefficient on NOWs to change 
over time. Since a zero-one intercept shift was signifi­
cant for 1983, the statistical results would show a sig­
nificant change in the NOW account coefficient if it was 
allowed to shift rather than the intercept in 1983. How-
Footnote 13, continued
the dummy variable for 1983 in the aggregate equation, the 
d ifference between the coeffic ient on M1 growth due to M' and the 
coeffic ient on M1 growth due to NOW accounts is the narrowest of 
any of the regressions estimated, only about 0.20 percentage point 
as com pared to 0.32 and 0.47 percentage point for equations 4 and 
3 in Table 3. This reflects the consideration that NOW accounts have 
been making an important contribution to M1 growth for only a few 
years and, including the dummy variable for 1983, prevents the
1983 experience from affecting the coeffic ient on NOW accounts not 
only at the aggregate level but also at the component level as well. 
Hence, if it were possib le to find a variable that explained the 1983 
error in the reduced-form  equation quite well, the different effects on 
spending from M1 growth due to M ' and NOW accounts might not 
appear as s ignificant as shown in Table 2 for the aggregate 
equations or the component equations. In terms of F tests for 
differences in coefficients, the hypothesis that the sum of the 
coefficients on M' is the same as the sum of the coeffic ients on 
NOW accounts is rejected at the 95 percent confidence level for 
equation 3 in Table 3, at the 90 percent level for equation 4 in Table 
3, but not for equation 1 in Table 5.

ever, if the negative error in 1983 was attributable to 
drift in the coefficient on NOW accounts, then one might 
expect the negative errors to continue into 1984. The 
errors, however, are positive over the first half of 1984 
(Table 4), suggesting that the negative errors in 1983 
are probably associated with a breakdown in the usual 
pattern of velocity in the first year of the recovery rather 
than a drift in the coefficient on NOW accounts. In any 
case, this can only be resolved in some more definite 
sense after more experience with NOW accounts. And 
with NOW accounts scheduled for further deregulation 
in 1985 and 1986, it will be quite a while before anyone 
can be confident that the relationship between the 
economy and NOW accounts is fully understood. Hence, 
only limited consolation can be taken in the return of 
M1’s velocity to a more normal trend over the past year 
or so.

Variability in M1 growth
Finally, while a case can be made that the recent 
breakdown in the money-income relationship is in part 
due to NOW accounts and unusual cyclical movements 
in velocity, the question still remains whether the 
increased variability in M1 growth in recent years is also 
part of the explanation for the weaker-than-expected 
growth in GNP (see footnote 1 for references that make 
this case). Table 6 contains some regression results that 
might help shed some light on this question.

Equation 1 is a reduced-form equation estimated 
through 1979-IV using M1 growth only (for this shorter 
sample period, measures of M1 variability were not 
significant). If this equation is estimated through 1984-11 
including a measure of M1 variability (equation 2, Table 
6), it comes in significantly with a negative sign, sug­
gesting that the increase in M1 variability has reduced 
income growth and therefore could be a factor behind 
the sharp decline in M1’s velocity.14 Moreover, the sum 
of the coefficients on M1 growth remains at about the 
same value as in the earlier period, and the R2 stays 
at 0.38.

That, of course, still leaves the question of whether 
M' and NOWs would still show different effects on GNP 
growth once the increased variability in M1 growth has 
been allowed for. Equation 3 in Table 6 is the same as 
equation 4 in Table 3, except that, in addition to allowing 
for cyclical velocity shifts and different effects on 
spending growth from M' and NOWs, it also includes

14The measure of "money variab ility" used here was a five-quarter 
moving average of the squared deviations of the current quarter's 
M1 growth rate from the average of the previous four quarters. A 
nine-quarter distributed lag was used in the regression. Any 
measure of M1 variability is arbitrary, and no claim is made that the 
results obtained here would hold for all possib le measures. For 
example, if the lag is shortened from nine to five quarters, the M1 
variability measure is not significant.
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th is measure of m oney variab ility .15 However, in this 
equation, where money variab ility  is in some sense 
a llowed to “ com pete” w ith a lternative explanations of 
the breakdown in the m oney-incom e re lationship, it

15The sample period also begins later because of the longer lag on 
the M1 variability measure. Hence, the 1949-50 business cycle is 
excluded from the sample period and this affects the coeffic ients on 
the dummy variables for recessions and first years of recoveries 
relative to the com parable regression in Table 3.

becomes ins ign ifican t. W hile it m ight be possib le to 
construct some alternative measure of M1 variability that 
could compete better with these alternative explanations 
of the breakdown in the money-income relationship, the 
results here do not suggest that M1 variability has been 
an important factor behind the breakdown in the money- 
income re la tionsh ip  once o ther factors are allowed for. 
The results still po int to d iffe ren t effects from M ' and 
NOWs and a breakdown in the usual cyclica l pattern in

Table 5

Reduced-Form Estimates Using Component Contributions to M1 Growth and Zero-One Cyclical Dummy Variables
1948-11 to 1984-11

M'* (t) NOW* (t) Rec (t) FYR (t) D83f (t) R2

(1) GNP g ro w th .................................... 0.88 (5.8) 0.69 (3.9) -4 .94 (5.4) 3.63 (4.0) -5 .9 5 (2.6) 0.51
GNP growth due to

(2) Durable con sum p tio n .................... 0.06 (1.0) 0.03 (0.4) -0 .6 3 (16) 0.80 (2.1) -0 .3 2 (0.3) 0.10
(3) Nondurable con sum ptio n ............. 0.25 (5.4) 0.17 (3.0) -0 .4 6 (1.6) -0 .0 8 (0.3) -1 .1 9 (17) 0.23
(4) S erv ices........................................... 0.22 (92) 0.29 (10.1) 0.27 (1.8) 0.13 (0.9) -1 .3 7 (38) 0.48
Investment in

(5) S truc tu res ........................................ 0.04 (2.5) 0.09 (4.5) -0 .4 3 (4.3) -0 .0 2 (0.2) -0 .9 6 (3.9) 0.29
(6) Durable e q u ip m e n t....................... 0.11 (3.5) 0.07 (1.9) -1 .01 (5.2) 0.19 (1.0) 0.07 (0.2) 0.34
(7) Residential s tru c tu re s .................... 0.06 (1.8) -0 .0 3 (0.7) -0 .2 0 (10) 0.77 (3.8) 0.50 (10) 0.39
(8) Business inventories....................... 0.04 (0.3) -0 .04 (0.3) -1 .7 6 (2.3) 3.21 (4.3) -0 .41 (0.2) 0.19

(9) Net e x p o r ts .................................... 0.006 (0.1) -0 .0 2 (0.3) 0.04 (0.1) -0 .5 2 (1.7) -0 .4 8 (0.6) 0.003
(10) Federal Government purchases . . -0.01 (0.2) 0.11 (1.3) -1 .1 5 (2.6) -0 .8 6 (2.0) -1 .3 7 (1.2) 0.04
(11) State and Local purchases . . . . 0.09 (5.7) 0.03 (15) 0.41 (4.1) -0 .007 (0.7) -0 .41 (1.7) 0.19

*Sum of coefficients obtained from regressing GNP growth from its components on polynominal distributed lags of the contributions to M1 growth of M' 
and NOW accounts (current quarter and 4 lagged quarters).

tA  dummy variable set equal to one for 1983; zero elsewhere.

Table 6

M1 Variability and the Money-income Relationship

(1) Y 2.3 +1.17 M 
(3.2) (7.8)

R2 = 0.38

(2) Y 3.0 +1.14 M -0 .11 VAR 
(4.3) (8.2) (3.0)

R2 = 0.38

(3) Y 3.7 +0.94 M' +0.63 NOW -4 .0  Rec 
(4.4) (6.6) (2.3) (4.7)

+1.9 FYR 
(24)

-0 .006  VAR 
(0.1)

R2 = 0.52

Where: Y = 
M = 

Rec = 
FYR = 

M' = 
NOW = 
VAR =

quarterly growth rate of nominal GNP
polynominal distributed lag of M1 growth
zero-one dummy variable for recessions
zero-one dummy variable for first year of recoveries
polynominal distributed lag of M1 growth due to M1 less NOW accounts
polynominal distributed lag of M1 growth due to NOW accounts
polynominal distributed lag of a measure of M1 variability (Footnote 14)
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velocity as the most important factors behind the sharp 
decline in M1’s velocity in 1982 and early 1983.16

Conclusions
In sum, the primary conclusions of this article are:

•  The breakdown in the money-income relationship 
at the aggregate level since 1982 appears to be 
spread across several components of GNP. 
Hence, it is not possible to say that the break­
down reflects an unusual development in a single 
component.

•  One reason for the breakdown appears to be that 
M1 growth due to NOW accounts has a smaller 
impact on GNP and on some of its components 
than does M1 growth due to M'. This could be 
because the demand for NOW accounts has a 
larger interest elasticity than the demand for M'. 
Hence, smaller changes in interest rates are now 
required to prompt the public to hold a given 
amount of additional money balances. The 
smaller change in interest rates, in turn, means 
that spending will not respond as much to a 
given change in M1 growth as in the past, 
causing velocity to appear unusually weak.

•  Allowing for this smaller impact of NOW accounts 
on spending in an ex post sense produces rel­
atively small average errors in predicting GNP (or 
the component contributions) over the entire 
period from 1980-1 to 1984-11.

•  However, the relatively large negative error that 
remained for 1982 after allowing for the different 
effects of M' and NOWs suggests that there may 
be systematic cyclical influences on velocity not 
captured in the reduced-form equation.

•  If cyclical shifts in velocity are allowed for in

1#ln a sense, attributing the breakdown in the money-income 
relationship in part to a deviation in velocity from normal cyclical 
patterns still begs the question of what is actually behind that part 
of the breakdown in the money-income relationship. In other words, 
it is not possible to state precisely what economic development 
caused the deviation in velocity from past patterns during the first 
year of this recovery even though it was possible to account for the 
deviation in terms of the components of GNP. Hence, it m ight be 
more accurate to state the conclusion as follows: the apparent 
breakdown in the reduced-form  money-income relationship in 1983 
was not due to the cyclica l error pattern this equation has" shown on 
average in the past and, in part, remains unexplained.

reduced-form money-income equations, M' and 
NOW accounts still show different effects on 
GNP growth, although the difference is somewhat 
smaller.

•  However, while adding cyclical dummies to the 
reduced-form equation that allows for different 
effects from M' and NOWs virtually eliminates 
the 1982 error, it still leaves a substantial neg­
ative error for 1983. This suggests either that the 
different effects from M' and NOWs are not 
constant over time or that there has been a 
fundamental change in the cyclical behavior of 
velocity.

•  These results seem to argue for caution in 
interpreting M1 for policy purposes, particularly 
since the effects of NOW accounts could change 
again in 1985 and 1986 as the remaining regu­
lations on these accounts will be eliminated.

•  When NOW accounts become fully deregulated, 
it could turn out that the interest elasticity of the 
demand for NOW accounts will be lower than 
currently and also lower than the interest elas­
ticity of the demand for M' because the rates 
paid on NOWs will tend to move with market 
rates.17 That means larger changes in rates will 
be required to induce consumers to hold a given 
amount of additional NOW account balances or 
M1 balances. Hence, a given change in NOW 
accounts will be associated with larger changes 
in spending than estimated here. This, then, 
means that if the relative effects of NOWs and 
M' on GNP growth are examined in a reduced- 
form equation at some future date, the opposite 
result of what was reported here might be found; 
that is, M1 growth due to NOWs might have a 
larger impact on GNP than M1 growth due to M'.

•  It does not appear that GNP growth has been 
significantly lowered by increased variability in 
M1 growth once the different effects of M' and 
NOWs on GNP are allowed for, along with cycl­
ical shifts in velocity.

•  By and large, it appears that it will take a con­
siderable amount of time before there is enough 
experience with NOW accounts to be reasonably 
sure of their relationship to the economy.

17For more detail, see Wenninger, op. cit., and Simpson, op. cit.

John Wenninger

FRBNY Quarterly Review/Autumn 1984 15
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



CRR and Excess Reserves 
An Early Appraisal

Any major change in banking regulation raises the 
possibility that the way depository institutions operate 
may alter. The recent shift in reserve accounting pro­
cedures, from lagged reserve requirements (LRR) to 
contemporaneous reserve requirements (CRR), may 
have caused banks to manage their excess reserves 
differently (Box 1). Even before CRR’s introduction, 
there was considerable disagreement about how it might 
affect the demand for excess reserves. The issue is 
impqrtant because excess reserves have implications for 
monetary policy: unexpected movements in excess re­
serves can affect the Open Market Trading Desk’s ability 
to apply the degree of pressure on reserve positions 
desired by the Federal Open Market Committee.1

Why do depository institutions hold excess reserves 
at all? Banks, thrifts and other depository institutions are 
required by law to hold a pre-set proportion of certain 
deposit liabilities as reserves. In general, whether under 
LRR or CRR, institutions hold reserve balances to meet 
average reserve requirements, to facilitate clearings 
through their reserve accounts, and to avoid the pen­
alties associated with overdrafts (Box 2). They hold 
excess reserves, above and beyond the required level,

'For example, see the discussions of CRR and LRR by W. Poole and 
I. Auerbach in the American Banker 1979 issues of November 16, 
November 30, December 6, and December 24. For policy 
implications of excess reserves see “ Monetary Policy and Open 
Market Operations in 1983,” this Quarterly Review (Spring 1984), 
pages 39-56.

I wish to thank Irving Auerbach of Aubrey G. Lanston & Co. Inc. 
and David Jones of the Board of Governors of the Federal Reserve 
System for helpful discussions.

out of precautionary considerations because many of the 
flows through their reserve accounts are unpredictable.

But excess reserves earn no return, and so there is 
an opportunity cost to holding them. Naturally, this 
means that institutions have a strong incentive to 
maintain as small a precautionary cushion as possible. 
To do so, however, requires careful reserve manage­
ment, which itself can be costly. Thus, banks essentially 
seek to balance the cost of foregone interest income 
against the cost of reserve management practices. For 
example, if the expected interest rate was 10 percent, 
a bank that would hold $100,000 in excess reserves 
over the course of a year without careful reserve man­
agement would not be willing to pay more than $10,000 
for additional reserve management.

While the cost of management is difficult to measure, 
it is presumably proportionally higher for small institu­
tions, where retaining a full-time reserve manager is not 
economical. And since the volume of excess reserves 
held without reserve management probably changes as 
the size of the bank increases, one would expect to see 
different sizes of banks manage reserves to different 
degrees.

Another factor that some analysts felt would affect the 
volume of excess reserves is the increased uncertainty 
under CRR about the level of required reserves an 
institution must hold in its reserve account. Under LRR, 
banks knew their required reserves in the current period 
with certainty, since they were calculated based on 
deposits held two weeks earlier (Box 1). Under CRR, 
banks must calculate their required reserves based on 
deposit averages that occur nearly contemporaneously 
with the period when reserves must be maintained.
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A quick glance at the data for total excess reserves 
does indeed give the im pression that the shift to CRR 
substantially increased the demand for excess reserves. 
In 1983, excess reserves averaged $488 m illion, and 
since February of th is year they have averaged $668 
m illion. But the increase may not be entire ly due to 
CRR. In February of this year, reserve requirem ents 
were lowered for mem ber banks pursuant to the M on­
etary Control Act (MCA) of 1980.2 Some depository 
institu tions m ight adjust the ir reserve holdings relative 
to d e p o s it leve ls  ve ry  s low ly, w hich m igh t inc rease  
excess reserves. (If reserve requirem ents are lowered, 
but banks m aintain the same level of reserves, then 
they are au tom atica lly holding more excess reserves.)

In assessing the effects of CRR, banks’ demand for 
excess reserves before and after CRR was examined. 
Econometric techniques that control for factors such as 
the MCA reserve requirem ent changes were used. It 
also seemed desirable to use data in which banks are 
separated by size. Not all banks manage reserves to 
the same extent and they may not all be affected the 
sam e w ay by changes in rese rve  re q u irem en ts  or 
accounting procedures.3 In that regard, this study differs 
from some earlier published research efforts, where the 
focus was the behavior of all banks as a single group.4

In the next section of th is artic le, banks’ demand for 
excess reserves under LRR is discussed, broken down 
into four d ifferent groups of depository institu tions: the 
fifteen largest; other large member com m ercial banks; 
small member com m ercial banks; and all o ther ins titu ­
tions.5 The section fo llow ing reports pre lim inary results

2The MCA established new reserve requirements for all depository 
institutions. Briefly, all member banks' reserve requirements were 
reduced from their pre-MCA ratios. The phase-downs occurred at 
about six-month intervals, the last one becoming effective on 
February 2, 1984. The typical impact on the reserve requirements of 
all member banks was a reduction of about $2 billion at each 
phase-down. Nonmembers’ requirements are being gradually phased 
in, with annual increases occurring every September. The typical 
impact on the reserve requirements of all nonmember institutions is 
an increase of about $1 billion at each phase-in. The new 
requirements are to be com plete in September 1987.

’ A lthough the discussion of excess reserves in this article is in terms 
of four groups of institutions, the aggregate demand for excess 
reserves was also examined to see whether any change occurred as 
a result of CRR. In terms of out-of-sample p red ictions,‘the aggregate 
equation estimated under LRR has been quite accurate, on average, 
in tracking the level of excess reserves. However, if the coefficients 
on the variables in the aggregate equation are tested for change 
after CRR, some do show significant change. This suggests that the 
relatively accurate performance of this equation was due to 
offsetting effects of CRR and further argued for a disaggregated 
approach in examining the possible effects of CRR.

4David Beek, "Excess Reserves and Reserve Targeting", this 
Quarterly Review  (Autumn 1981), pages 15-22.

5This particular classification was chosen since it reflects the greatest 
degree of data d isaggregation available under CRR. Of necessity, 
these are first-announced figures and therefore subject to (p. 18)

Box 1: Timing of LRR and CRR

The Federal Reserve Act requires all depository insti­
tutions to hold a specified fraction of certain deposit 
liabilities as required reserves. The period during which 
the required reserves must be maintained is called the 
reserve maintenance period. The period during which 
reserve requirements are computed (that is, the period 
during which deposit liabilities occur) is called the com­
putation period. The two periods need not coincide.

Under lagged reserve requirements, as shown in the 
diagram, each period covered seven days, starting on 
Thursday and ending on the subsequent Wednesday. 
Also, the computation period terminated two weeks 
before the end of the maintenance period—that is, it was 
lagged.

Lagged Reserve Requirements

Computation Maintenance
Period Period

(7 days) (7 days)
▼ r 1 r V

T W T h F S S u M T W T h F S S u M T W T h F S S u M T W
▲ i i  i L ▲

Computation Period
(14 days)

Maintenance Period *
(14 days)

Contemporaneous Reserve Requirements

Under CRR, the periods are extended to fourteen 
days. The computation period extends from Tuesday to 
the second following Monday; the maintenance period 
extends from Thursday to the second fo llow ing 
Wednesday. The computation period thus ends only two 
days before the end of the maintenance period—the two 
periods are now more nearly contemporaneous.* The 
short inter-period lag of only two days would appear to 
make it more difficult for an institution to determine and 
hold the correct level of required reserves, and this 
greater uncertainty would tend to increase the demand 
for excess reserves. On the other hand, because of 
expanded carryover and the longer averaging period 
under CRR, the demand for excess reserves could be 
reduced (Box 3 on p. 23).

*This is so only for transactions deposits, such as regular 
checking accounts and NOW accounts. The maintenance 
period for nontransactions deposits, i.e. time and savings 
deposits, begins seventeen days after the end of the 
computation period.
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on whether CRR has changed excess reserves demand 
of any group. By and large, only the behavior of the 
other large member banks appears to have changed 
and th e y  a re  now  h o ld in g  lo w e r le ve ls  o f excess  
reserves on average as a result of CRR.

Excess reserves demand under LRR
The fifteen la rges t banks
The sta tis tica l analysis genera lly supports the w idely- 
held presum ption that the large money center banks 
managed reserves actively under LRR. While they held 
on average about 30 percent of total required reserves, 
their excess reserves comprised only 3 percent of total 
excess reserves. The average bank in th is group used

Footnote 5, continued
subsequent revisions. Unfortunately these revisions are not available 
on a d isaggregated basis. Large member banks are those with 
domestic assets equal to or greater than $750 m illion in 1979. The 
other institutions group contains all nonmembers who hold reserves 
or clearing balances d irectly with the Federal Reserve. Included 
here are foreign banks operating in the United States under the 
International Banking Act of 1978.

the reserve carryover priv ilege effectively, a llow ing its 
excess reserves to drop by $1 m illion for every $1 m il­
lion increase in net carryover of reserves from the pre­
v ious w eek (Table 1). The re  was no d iffe re n ce  in 
response  to ca rryo ve r su rp lu se s  as com pared  w ith  
carryover defic iencies (Box 3 on p. 23).

How se n s itive  w ere  th e ir re se rve  h o ld ings  to the 
Federa l funds  ra te?  T h e ir reac tion  was c le a re s t in 
response to the d ifferences in the W ednesday low and 
high values of the Federal funds rate, re lative to what 
they might have expected based on recent low and high 
values of the Federal funds ra te .6 The largest banks’ 
excess reserves demand increased by about $7 million 
for every percentage point fa ll in the W ednesday low 
va lue  of the Federa l funds ra te  be low  its  s ix -w eek  
average (Table 1). C learly, the lower the in terest rate, 
the more incentive there was for reserve managers to

sThe daily maximum and minimum values are "representa tive” values, 
so designated by consensus among the Federal funds brokers. 
These values are em ployed as deviations from a six-week moving 
average of lagged W ednesday lows and highs.

Box 2: Factors Determining the Demand fo r Excess Reserves

Depository institutions must hold a certain percentage of 
their average deposit liabilities as reserves. They also 
hold reserve balances to permit the routine clearing of 
checks, drafts and other financial instruments through 
their accounts. Even though reserves earn no interest 
for the depository institution, some amount of excess 
reserves is desirable, because reserve flows are 
uncertain and may not be sufficient to cover reserve 
requirements during particular maintenance periods.
Excess reserves help banks ensure that their reserve 
obligations will be met and that they can avoid account 
deficiencies and overdrafts at the Federal Reserve.

In planning to meet its reserve needs, an institution 
anticipates receiving certain inflows of reserves over the 
reserve maintenance period. Important determinants of 
expected available reserves are anticipated deposit 
levels and clearings drains. Typically, these exhibit reg­
ular seasonal patterns, caused by influences such as 
social security disbursements and bank holidays. The 
institution may also obtain reserves from three other 
sources: borrowing from the discount window, purchasing 
in the Federal funds market, and using its reserve car­
ryover privilege. The reserve carryover privilege allows 
each institution to carry a certain portion of its reserve 
surplus or shortage into the next accounting period (Box 
3). Therefore, in estimating the excess reserves demand 
function for each group, it is necessary to include vari­
ables such as reserve carryover, discount window bor­
rowings, and seasonal patterns.

Banks must also consider the costs of obtaining and 
holding these excess reserves. The most obvious cost 
is the foregone interest on the idle reserves. This can 
be measured by the Federal funds rate, since undesired 
accumulations or shortages of reserves are traded in the 
Federal funds market. To minimize lost interest income, 
banks can hire reserve managers to monitor their 
account positions closely, maintain the needed balances 
for reserve requirements and clearings, and guard 
against overnight overdrafts.

But of course, employing a full-time reserve manager 
itself entails an expense for the bank. For a small insti­
tution, that cost may outweigh the benefit in interest 
income. Instead of monitoring their account balances 
closely, such institutions may simply hold higher levels 
of excess reserves, determined largely by reserve 
availability. Or they may have someone manage reserves 
only on a part-time basis. Since part-time reserve man­
agers are likelier to respond more slowly to factors 
affecting reserves, small banks’ excess reserve holdings 
would adjust sluggishly. In contrast, the largest institu­
tions, by virtue of the scale and volume of their opera­
tions, find it profitable to respond to the cost of funds. 
Their reserve managers react quickly to take advantage 
of changes in the actual or expected Federal funds rate. 
Closely managed reserve positions are indicated in the 
statistical analysis by low levels of excess reserve 
holdings, rapid adjustment of reserve positions, and 
sensitivity to the Federal funds rate.
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hold back the ir funds, because the opportunity cost of 
idle balances decreased. To put it another way, when 
the supply of reserves in the banking system is much 
larger than the demand, then the Federal funds rate 
must fall even lower in order to induce banks to hold 
the large supply as excess reserves. S im ilarly, during 
a reserve scarcity, the Federal funds rate must rise 
higher than usual until banks are w illing e ither to hold 
very low levels of excess reserves, or turn to the d is­
count window for funds. For the largest banks the effect 
was a fall of about $2 million for every percentage point 
rise in the ra te ’s high value. These reductions are sub­
stantial, considering that mean excess reserves held by 
the fifteen largest banks over the LRR sample period 
were only $14.7 m illion.

Rather than relying on excess reserves, banks can, 
to a limited extent, use the discount window as a source 
of funds when unexpected reserve drains occur. But, 
s ince  fre q u e n t b o rrow ings  are d iscou raged , banks 
tended to be more cautious the more they had borrowed 
recently. It appears that for every $1 million increase in 
average borrow ings over the previous four weeks, cur­
ren t ho ld ings  of the fifte e n  la rges t b a n ks ’ excess 
reserves rose by alm ost $0.1 million.

C alendar factors— such as the end of the year, the 
week after the year-end and the end of a quarter— also 
accounted for a buildup of excess reserves. The usual 
explanation for th is is “ w indow dressing” : w ishing to 
portray a conservative image on their earnings reports, 
banks consciously build up the ir excess reserves at 
these times. In contrast, seasonal factors that largely 
reflect reserve availability, such as bank holidays and 
social security disbursem ents, were not s ign ifican t— 
further evidence of careful reserve management.

Other large m em ber comm erc ia l banks  
Like the money center banks, under LRR the other large 
m em ber com m erc ia l banks a lso held low leve ls  of 
excess reserves (alm ost $29 m illion, which is only 7 
percent of the tota l) and used the carryover priv ilege 
e ffective ly (Table 2). Excess reserves decreased $0.7 
million for every additional million of net carryover. Here, 
too, there was apparently no difference in response to 
carryover surpluses as compared with carryover 
deficiencies.

For this group, however, the Federal funds rate was 
not im portant. W hile this m ight suggest higher costs of 
active reserve management, the explanation more likely 
lies in the important role the other large member banks 
play as funds intermediaries for the smaller institutions. 
As such, they probably obtained reserves to meet their 
own re se rve  needs from  these  sm a lle r banks, and 
entered the Federal funds market prim arily as sellers.

Again, in contrast to the fifteen largest, the other large

Excess Reserves of the Fifteen Largest Member 
Commercial Banks
In millions of dollars; LRR sample period from 7/8/81 to 2/1/84

Table 1

Independent Variable Coefficient t-value

C o n s ta n t.......................... ................  5.0 0.4
Net carryover.................... ................. - 1 .0 ' -8 .1
Wednesday low value of

Federal funds rate . . . ................. -7 .1 * -4 .5
Wednesday high value of

Federal funds rate . . . ................. -1 .9 -1 .2
Borrowed reserves . . . . ................  0.09 1.5

Seasonal Dummies
Y ear-end ....................... 58.9 1.4'
Year-endf .................... ................  63.2 1.7
Quarter-end ................ ................  66.2* 2.8

S.E.E. = 60.77 D.W. = 2.17 R2 = .45

'Significant at the 99 percent confidence level. 
tWeek after the event 

In regressions where carryover was decomposed into its surplus 
and deficiency components, the coefficient for carryover deficiency 
was $11 million with a t-value of 4.1; the coefficient for excess 
carryover was $ -1 .0  million with a t-value of -  4.8. This difference, 
in absolute value, was not statistically significant.
Borrowed reserves is a four-week moving average of lagged 
discount window borrowings by this group of banks

m em bers’ reserve holdings responded to calendar fac­
tors such as bank holidays, implying less active reserve 
management. As was mentioned (Box 2), banks can use 
excess reserves as a re la tive ly inexpensive substitute 
for closer monitoring of their reserve account balances. 
In such a case, reserve holdings tend to reflect the 
reserve ava ilab ility  due to such seasonal events.

In brief, the im portance of ca lendar factors such as 
bank holidays and m onth-ends suggests that the other 
large member banks, as a group, managed reserves 
less actively, on average, than the fifteen largest banks. 
Also, while they used their carryover privilege effectively, 
their excess reserves were not completely offset, dollar 
for dollar, as were those of the ir larger com petitors.

Small m em ber com m erc ia l banks  
Over the LRR sample period, small member commercial 
banks held on average $227 million of excess reserves. 
These were the highest levels of holdings among the 
four categories and accounted for about 54 percent of 
the total.

Seasonal factors were the m ajor influence (Table 3). 
S ocia l se cu rity  d isb u rse m e n ts , bank ho lidays , and 
quarter-ends were all associated with h igher excess 
reserve holdings. Excess reserves tended to fa ll about 
$24 million the week before a month-end. Similarly, the
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week before a bank holiday typ ica lly had a drop of 
about $12 m illion.

The small mem ber banks were the only group whose 
excess reserve holdings exhibited both a long-term and 
short-term response to the reserve requirements phase- 
downs established under the MCA. The long-term impact 
on excess reserves was a rise, equal to 0.8 percent of 
the cum ulative reduction in all member banks’ reserve 
requirements. Discussions with Reserve Banks suggest 
that th is long-term  increase should be attributed to the 
im plem entation of the MCA. Evidently, the MCA reserve

Table 2
Excess Reserves of Other Large Member 
Commercial Banks
In millions of dollars; LRR sample period from 7/8/81 to 2/1/84

Independent Variable Coefficient t-value

C o n s ta n t..............................................  -1 6 .7 - 0 .8
Net c a r ry o v e r ....................... .............  -0 .7 * - 2 .6
M C A .................................... .............  -0 .0 0 2 -1 .5

Seasonal Dummies
Q u a rte r-e n d .................... .............  31.0 1.3
Month-end .................... .............  36.1 f 2.4
H o lid a y s ........................... .............  50.6* 4.4
Admission D ay t . . . . .............  97.0* 2.6

S.E.E. = 62.12 D.W. = 2.10 R2 = .28

The Additional Impact of the Independent
Variables Under CRR
In millions of dollars; sample period from 7/8/81 to 9/26/84

Independent Variable Coefficient t-value

M C A ..................................................... .0003 0.2
Net c a r ry o v e r .................................... -0 .6 - 1 .0
Q u a rte r-e n d ........................................ -6 0 .8 - 1 .0
M o n th -e n d ........................................... -5 6 .8 -1 .4
H o lid a y s .............................................. -2 9 .4 -1 .0
Admission Day}: .............................. -5 9 .9 -0 .8

'S ignificant at the 99 percent confidence level.
■(-Significant at the 95 percent confidence level, 
iw e e k  before the event.

MCA measures the total reduction in all member banks’ 
reserve requirements attributed to the Monetary Control Act 
phase-downs. While not significant, it is included mainly to 
distinguish between the effects of CRR and the final MCA 
phase-in which also occurred during the first period of CRR. 
Holidays refers to those bank holidays when most, though not 
necessarily all, System banks were closed.
Admission Day is a California holiday.
The value of the F statistic to test for the overall homogeneity 
of behavior between LRR and CRR was F (17, 128) = 2.19. 
The null hypothesis of no change is rejected at the 99 
percent confidence level.

reductions lowered some small member banks’ required 
reserve ba lances below  the m inim um  level though t 
necessary to avoid overnight overdrafts. At the same 
tim e, the re  was no ince n tive  fo r these  in s titu tio n s , 
because of the additional reserve management costs 
invo lved , to reduce th e ir  excess rese rve  ba lances. 
Either reducing their maintained balances or raising their 
required c learing  ba lances w ould have necessita ted 
monitoring reserve balances more closely to ensure 
against reserve deficiencies.

The short-term  or transito ry response was quite d if­
ferent. Reserves freed by MCA phase-downs appear to 
have been held in itia lly  as excess reserves, w ith o ff­
setting adjustments occurring over the following weeks. 
This response probably reflects how slowly these banks 
adjusted the ir reserve positions.7

O vera ll, it seem s th a t the  sm all m em ber banks, 
holders of the highest level and largest percentage 
share of total excess reserves, modified the ir holdings 
gradually and mainly in response to seasonal influences. 
Their h igher cost of active reserve management offers 
a reasonable explanation. Unlike the larger member 
banks, the small members did not seem to use the 
carryover privilege, partly because many of them rou­
tinely hold excess reserves.

A ll nonm em ber institu tions
The nonmembers were the second largest holders of 
excess reserves, averaging 36 percent of the total, or 
$153  m illio n , ove r the  LRR sa m p le  p e rio d . T h e ir 
behavior resembled that of small com m ercial member 
banks in several ways (Table 4). For example, seasonal 
factors were important. Once again the ends of the 
month, quarter, and year, as well as bank holidays, were 
all accom pan ied  by a bu ild -u p  of excess rese rves . 
Similarly, slow adjustment characterized changes in their 
excess reserve holdings. Again, h igher management 
costs are the plausible explanation.

The MCA reserve requirem ents phase-ups do not 
seem to have had a s ignificant, d irect impact. More 
im portant was a small, ongoing rise in the ir reserve 
holdings of $0.6 m illion per week. How can th is be 
explained? Prior to the MCA, th rifts  and nonmember 
co m m e rc ia l banks , by d e fin it io n , he ld  no excess  
reserves. During 1982 and early 1983, however, non­
mem bers’ excess reserves increased to reflect both 
growth in the number of institu tions having active Fed­
eral Reserve accounts, and more intensive use of such 
accounts for clearing purposes. Both of these influences 
ind irectly  would account fo r g radua lly  ris ing excess 
reserves levels. Moreover, as the phase-ups progressed 
and more institu tions with higher management costs

7The statistical importance of the lagged six-week moving average of 
their excess reserves further bears out this point.
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became bound, excess reserves would rise to guard 
against defic iencies and overdra fts .8

Excess reserves demand under CRR
Estim ating the im pact of CRR on the four groups of 
institu tions poses some problem s. So far, through Sep­
tem ber 26, 1984, only seventeen maintenance periods 
have occurred. Moreover, the beginning of CRR co in­
c ided  w ith  the  fina l phase -dow n  in m em ber b a n ks ’ 
reserve requirements under the MCA; the impacts of the 
two events must be disentangled. And, of course, data 
for institutions broken down by size are not available in 
final revised form at this time.

Nevertheless, the fi fteen largest m em ber banks  con­
sistently show unaltered demand for excess reserves— 
hardly a surprising result. These banks a lready m an­
aged reserves aggressive ly and so probably reacted 
quickly and sm oothly to changes. Moreover, CRR did 
not impose as many new costs, since some of these 
banks were a lready experienced under LRR in pro­
jecting the ir reserve needs and the Federal funds rate.

In co n tra s t, the o the r  la rge  m e m b e r c o m m e rc ia l  
banks  c learly appear to have altered the ir behavior 
under CRR and have, as a result, been carrying lower 
excess reserves. Of course, identify ing the source of 
changed behavior on the basis of only a limited number 
of observations is at best a delicate matter. N onethe­
less, a pattern consistently emerged. First, the influence 
of net carryover in reducing excess reserves demand 
is greater under CRR by an additional $0.6 m illion for 
eve ry  a d d ition a l m illion  of net ca rryo ve r (Table 2). 
Second, the seasonal factors such as bank holidays and 
the  q u a rte r- and m on th -ends have a much sm a lle r 
im pact under CRR (Table 2).

Due to the tem porarily  expanded carryover privilege 
under CRR, other large member banks’ net carryover 
has, on average, been 44 percent higher (Box 3). The 
new level of about $18 million, together with the greater 
respons iveness m entioned above, would low er the ir 
average excess reserves demand under CRR by almost 
$11 m illion. In fact, the other large members have held 
virtually no excess reserves on average during CRR, as 
com pared to about $30 m illion on average under LRR. 
While the higher average level of net carryover may not 
be p e rm a n e n t, la rg e ly  re f le c t in g  the  te m p o ra r ily  
expanded ca rryove r p rov is ion , the banks ’ increased 
sensitivity to net carryover may continue beyond the first 
year of CRR. To the extent that carryover is used as a 
passive reserve adjustment tool, it is more potent under 
CRR than LRR because of the new two-week averaging 
(Box 3).

8An institution is bound if its required reserves, excluding required
clearing balances, exceed its vault cash.

Excess Reserves of Small Member 
Commercial Banks
In millions of dollars; LRR sample period from 7/8/81 to 2/1/84

Table 3

Independent Variable Coefficient t-value

C o n s ta n t.......................... ................  -3 1 .0 -1 .6
MCA ................................. ................. -.008* -3 .5
Average excess reserves ................. 0.6* 5.4

Seasonal Dummies
Year-end^: .................... ................  79 8 f 2.3
Quarter-end ................ ................  58.7* 3.1
Month-endt ................ ................  -24.1 -1 .8
Holidays! .................... ................  -1 1 .8 -1 .0
H o lid a y s ....................... ................  39.8* 3.5
Admission Dayt . . . . ................  53.0 1.6
Social security}: . . . . ................  49.8* 3.8
Social s e c u r ity ............. ................  68.9* 4.9
Social security§ . . . . ................  416* 3.1

S.E.E. = 52.15 D.W. = 1.91 R2 =  .72

'Significant at 99 percent confidence level.
-(-Significant at 95 percent confidence level. 
tWeek before the event.
§Week after the event.

MCA measures the impact of the phase-downs on all member 
banks' reserve requirements.
The specification also includes a second order polynomial lag with a 
far constraint, on the change in the MCA variable. The coefficients 
were significant at the 99 percent confidence level.
Average excess reserves is a six-week moving average of lagged 
excess reserve holdings by this group of banks.
Holidays refers to bank holidays at the Federal Reserve Bank of 
New York.
Admission Day is a California holiday.

The remaining reduction appears to reflect a different 
response to the seasonal factors. Based on data ava il­
able so far under CRR, it seems possible that the 
reduced impact of the seasonal factors is due to the 
greater flex ib ility  of the tw o-w eek averaging perm itted 
by the new reserve accounting system. For example, the 
first quarter-end under CRR occurred on only the third 
day of the m aintenance period, leaving ten days for 
reserve position adjustments, since settlement day was 
on April 11. Under LRR, the same quarter-end would 
have allowed only three days for adjustm ents, since 
settlem ent day would have been on April 4. C onse­
quently, the typical quarter-end reserve build-up had a 
longer period to be offset during CRR than LRR.9

Why was a s im ilar reduction not identified for the f if­
teen largest banks? As has already been suggested, the 
fifteen largest banks did not gain appreciably from the

9lndeed. the behavioral relationship estimated with LRR data does not 
predict well for this first quarter-end period.

FRBNY Quarterly Review/Autum n 1984 21
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



greater flexibility afforded by two-week averaging simply 
because they were already very effic ient. That is, their 
reserve managers could execute all desired adjustments 
to the ir reserve positions in just the one week allowed 
under LRR; for them the greater flex ib ility  of two-week 
averaging was not important.10 Similarly, there was little 
room for im provem ent in using the carryover privilege 
more effectively.

Small member banks held higher excess reserves, on 
average, during CRR ($477.5 m illion) than during LRR 
($227 m illion). However, once the h istorical short- and 
long-term  effects of the MCA phase-downs are allowed 
for, no s ig n if ic a n t change  in th e ir excess rese rves  
behavior emerges.

Exam ining small m em bers’ holdings period-by-period 
shows that they were highest during the first two periods 
of CRR ($620 and $599 m illion , respective ly). This 
suggests that much of any CRR effect was merely 
tra n s it io n a l w h ile  the  banks a d ju s te d  to the  new 
system .11

10A numerical example might c larify matters. Suppose that excess 
reserves are undesirably high by $10 for both the fifteen largest and 
the other large member banks. Also suppose that the aggressive 
managers at the fifteen largest banks can fully offset their $10 in 
one week, while the other large members need two weeks. The 
average holdings for the two weeks by the fifteen largest banks will 
be $0 under both LRR and CRR. However, the other large members 
will hold, on average, under LRR $5 (=  [10 + 0 ]1/2) and $0 under 
CRR. Therefore, their average would be lower when two-week 
averaging is allowed.

The results for nonmembers  are mixed. S tatistically, 
the case for w hether behavior has changed or not is 
borderline.12 Like the other large member banks’, month- 
and quarter-ends have a much sm aller im pact on non­
m em bers under CRR. But in co n tra s t to  the  la rge r 
members, holidays now seem to have a greater in flu ­
ence than be fo re , in c re a s in g  the need fo r excess 
reserves.

Since nonm em bers consist of both large and small 
institu tions who may respond rather d iffe ren tly  to CRR, 
the mixed find ings are not surpris ing. Moreover, this 
group also includes institu tions for whom CRR is not 
especially relevant as the ir deposits are prim arily non­
transactions  accounts and thus requ ire  much low er 
reserves.

Summary
In sum, no evidence was found to indicate that the 
excess reserves demands of the fifteen largest member

"C onsistent with this hypothesis is that the LRR relationship predicts 
quite well into CRR if the first two CRR observations are om itted; the 
out-of-sample mean absolute and root-mean-squared prediction 
errors are not unreasonable, being $33.9 and $41.8 million, 
respectively. By comparison, the in-sample errors are $36.3 and 
$49.4 million, respectively.

12The observation for the period ending on September 26 is pivotal in 
arguing for altered behavior. However, nonmem bers’ excess reserves 
were so low for this period that one may question the accuracy of 
the underlying data.

Table 4
Excess Reserves of Nonmember Institutions
In millions of dollars; LRR sample period from 7/8/81 to 2/1/84

Independent Variable Coefficient t-value

C o n s ta n t................................................................................................... 48.1 18
M C A ......................................................................................................... -0 .006 -0 .7
T im e ......................................................................................................... 0.6* 2.6
Average excess reserves......................................................................... 0 5 f 3 9

Seasonal Dummies
Year-endt ......................................................................................... 87,8t 3.5
Y ea r-end ................................................................................................ 91.1 f 3.2
Q u a rte r-e n d ......................................................................................... 26.1 1.5
Quarter-end§...................................................................................... .. 39.5f 3.2
M on th -end ............................................................................................ 19.4* 2.0
Holidays}; ............................................................................................ -1 1 .2 -1 .4
H o lid a y s ................................................................................................ 23.9t 2.7

S E E. = 38.64 D.W = 2 00 -B
1

II CD

'Significant at 95 percent confidence level. tSignificant at 99 percent confidence level. }Week before the event. §Week after the event.

MCA measures the total increase in all nonmember institutions' reserve requirements attributed to the MCA phase-ups.

Average excess reserves is a six-week moving average of lagged excess reserve holdings by this group of institutions 

Holidays refers to bank holidays at the Federal Reserve Bank of New York
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banks or the small member banks had changed over the 
firs t seventeen statem ent periods under CRR. The evi­
dence on the nonm em ber institu tions was mixed, pos­
sibly because this group is too heterogeneous to allow 
patterns to emerge clearly. The other large member 
banks were the only group clearly indicated as having

a lte red  th e ir excess re se rve s  dem and. T h e ir low er 
average holdings may be explained by the expanded 
carryover privilege and the greater flexibility afforded by 
the two-week averaging under CRR. Of course, because 
the data are both lim ited and unrevised, it is still early 
to tell w hether these responses to CRR will continue.

Box 3: The Reserve Carryover Privilege

The reserve carryover privilege allows each institution to 
carry forward, into the next accounting period, a certa in 
proportion o f its reserve surplus (that is, a proportion of 
the  e xce ss  o f its  re s e rv e  h o ld in g s  ove r its  re se rve  
requ irem en ts ). W ithou t the  ca rryover p rov is ion , such 
reserve surpluses would be wasted, since reserves earn 
no in terest. Sim ilarly, a certa in  percent of the shortfa ll 
in its reserve  holdings can also be carried over in to the 
next period. N egative carryovers are not perm itted for 
two or more consecutive  periods.

Thus, depending on w hether its net carryover is posi­
tive or negative, the institution may hold lower or higher 
reserve balances in the next period. This privilege allows 
the institu tion  more flex ib ility  in tim ing the acqu is ition  of 
more reserves. As such, carryover can be described as 
a passive reserve ad justm ent too l: any unforeseen last 
minute changes in its reserve positions may be covered 
by being carried forward.

Under LRR, banks, th rifts  and other depository ins ti­
tu tions were allowed to carry forward a portion of the ir 
current reserve surp lus or defic iency equal to 2 percent

of their daily average reserve requirements. Under CRR 
this provision has been temporarily expanded to ease the 
transition. During the first six months of CRR (February 2 
to August 1, 1984) the perm issib le  ratio  was 3 percent. 
Currently, during the next six m onths of CRR, that ratio  
is reduced to 2'Jz percent; it w ill return to the earlie r 2 
percent level s tarting January 31, 1985.

The carryover provision can be a more potent passive 
reserve adjustments tool under CRR, even after it reverts 
to the 2 percent ratio. Take the case of a bank that has 
m anaged its reserve position exactly until the last day 
of the reserve m aintenance period, when it has a late 
u n e x p e c te d  re s e rv e  d ra in  th a t le a v e s  it s h o rt on 
reserves. How large a drain can it cover if its carryover 
for the period is $70? Under LRR, when the maintenance 
period was 7 days long, the dra in could be as large as 
$490 = ($70 x 7) w ithout causing the bank to be de fi­
cient in its reserve holdings. Under CRR, when the 
period is tw ice as long, the same bank could have a 
drain as large as $980 =  ($70 x 14) and still not be 
deficient.

Kausar Hamdani
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In Brief
Economic Capsules

New Findings on 
Brokered Deposits

The development of the market for brokered deposits— 
funds placed in commercial banks or thrift institutions 
through money brokers—has led to certain well-publi- 
cized abuses that pose unwarranted risk to the federal 
deposit insurance funds. Depository institutions in dis­
tress can obtain federally insured liabilities more easily 
through this market and therefore avoid normal market 
or regulatory discipline. In addition, heavy reliance on 
insured brokered funding can enable an institution to 
grow faster or take on greater risk than sound banking 
practices normally would allow.

We have investigated possible linkages between bank 
weakness or failure and use of brokered deposits at 
over six hundred commercial banks.1 The first question 
we addressed is whether some level of brokered 
deposits can be considered a threshold above which a 
failed bank would impose a disproportionate cost on 
federal insurance agencies. (This cost depends on the 
disparity between the market value of the bank’s assets 
and liabilities.) In reviewing the costs incurred by the 
FDIC due to commercial bank failures between Sep­
tember 1983 and March 1984, we found that banks with 
brokered funds in excess of 5 to 10 percent of their total 
deposits tended to impose a greater relative cost burden

1The results presented here are extracted from "Brokered Deposits 
and Bank Soundness: Evidence and Regulatory Im plications”  by 
Sherrill Shaffer and Catherine Pich6, Federal Reserve Bank of New 
York Research Paper No. 8405. The research discussed in this 
report is based on evidence from the 671 commercial banks using 
brokered deposits as of March 1984, and the 560 banks using them 
as of September 1983. We also studied 18 commercial banks that 
fa iled between October 1983 and March 1984, half of which used 
brokered funds.

on the FDIC than other failed banks. However, this 
burden did not appear to increase proportionately at 
threshold levels of 15 to 20 percent.

The second issue we considered is whether financially 
weak commercial banks are more likely than stronger 
banks to use substantial amounts of brokered deposits. 
Financial weakness was measured by an index of 
financial ratios. Previously published studies have found 
these ratios to be reasonably good indicators of financial 
weakness.2

Using data from the March 1984 call reports, we 
found that weaker banks (as measured by the rankings 
of their index scores) on average held significantly more 
brokered deposits as a percentage of total deposits than 
stronger banks. This result was evident for both total 
brokered deposits and fully insured brokered deposits.3 
We then considered whether there was a level of use 
of brokered deposits at which there was a particularly 
clear distinction between stronger and weaker banks. 
The strongest distinction was found for levels of use at 
about 3 percent of total deposits; also at 1 percent and 
5 percent. At higher levels of use the relationship was 
weaker. On average, banks with brokered deposits less 
than 5 percent of total deposits (comprising nearly two- 
thirds of the sample) had strong index scores.

Similar results appeared when we focused on the 
weakest subsample of banks using brokered funds. 
Banks whose scores were more than two standard 
deviations worse than their peer group means were 
found to hold significantly more brokered deposits than

2See, for example, the artic les and b ib liography in Economic Review, 
Federal Reserve Bank of Atlanta, November 1983, especia lly pages 
27-34. We used the follow ing four ratios: loans and leases to total 
funds, capital to risk assets, expenses to revenues, and commercial 
and industrial loans to total loans.

3Fully insured brokered accounts are brokered accounts with 
balances not exceeding $100,000. Nearly 23 percent of the banks 
that accepted brokered funds reported that all of their brokered 
accounts exceeded $100,000.
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other banks.4 Among these especially weak banks, we 
found that the re la tionsh ip  between increased use of 
brokered deposits and weakness was not s ign ifican t at 
threshold levels of 1 to 5 percent of deposits, but was 
s trong  at th re sh o ld  leve ls  of 10, 15, and (fo r fu lly  
insured brokered deposits) 20 percent.

Overall, these findings would appear to support the 
case for some form of prudentia l regulation on the use 
of brokered deposits, particu larly on a fu lly  insured 
basis. If a percentage lim itation on the use of such 
depos its  w ere to be considered, then these resu lts  
would suggest that an appropriate ceiling would be in 
the range of 5 to 10 percent of total deposits.

4There were nine such banks, or 1.3 percent of the sample. Thirty-eight, or 
5.7 percent, of the banks had scores more than IV 2 standard deviations 
worse than the norm, and these banks were also found to be heavier- 
than-average users of brokered deposits. Three peer groups were 
defined: domestic banks smaller than $300 million, other domestic banks, 
and banks with at least one foreign office.

Sherrill Shaffer and 
Catherine Piche

Why Have Used Car Prices 
Risen So Fast?
Since 1981 used car prices have climbed at double digit 
annual rates, making them one of the fastest rising 
com ponents of the consum er price index (CPI). In con­
trast, the prices of new cars have lagged behind the 
overall CPI. Some of this d ifference stems from the 
method the CPI uses to calculate new and used car

price in fla tion. But more than half reflects econom ic 
factors that have affected the used car market.

Part of the d iscrepancy between used and new car 
p rices  a rises  because  the CPI tre a ts  th e ir q u a lity  
changes differently. The new car price index is adjusted 
for the costs of im provem ents. Costs of governm ent- 
mandated changes, such as better fuel e ffic iency and 
safety m easures, as well as o ther new features are 
counted as increases in real expenditures and not as 
in f la tio n . T h is  is no t tru e  fo r used ca r p ric e s ; no 
a d ju s tm e n t is m ade to  o ffs e t the  p rice  im p a c t of 
changing autom obile quality.

The amount these quality changes contribute to used  
car price in fla tion can be estim ated by using the d if­
ference between the rates of increase in quality-adjusted 
and not-quality-ad justed new  car prices. According to 
this measure, between 1972 and 1980 almost the entire 
spread between CPI used and new car infla tion can be 
attributed to quality changes in automobiles (table). But 
since then, only about forty percent of the d ivergence 
is exp la ined by qua lity  ad justm ent d iffe rences. The 
rem ainder probably has been caused by several eco­
nomic factors that have tightened the used car market.

First, the voluntary restra ints on Japanese imports 
since May 1981 have lim ited the supply of imported 
cars, especially the less expensive models w ith few 
options. Consumers, looking for a less costly alternative 
to a new dom estic car, have been forced into the used 
car market. Naturally, this puts pressure on prices in the 
used car market.

Second, new cars have become less affordable for 
more people, p a rticu la rly  s ince 1980. For exam ple, 
between 1973 and 1980, the amount of time it took the

In 1983 the average price of imported cars exceeded the average 
price of domestic cars for the first time, despite the stronger dollar. 
This relative price appreciation in imports is the combined result of 
a more upscale model mix and premiums to dealers because of 
short supplies.

Average Annual Rates of Car Price Change
In percent

Used Car
Used Car New Car Inflation

Overall Inflation Inflation (Quality
Period CPI (CPI) (CPI)* A d jus ted )!

1972-1 to 19 81 -1 .............................................. ....................... 7.9 9.1 5.8 5.6
1981-11 to 1984-11........................................... ....................... 5.0 15.7 3.8 10.5

*CPI new car inflation excludes costs of quality changes.
tQ ua lity  Adjustment is based on the difference between CPI and Bureau of Economic Analysis measures of new car prices. 

The latter does not adjust for the costs of quality changes.
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average worker to earn the cost of a new car rose from 
about 28 weeks to 32 weeks. Since then it has risen 
to a lm ost 38 w eeks, m ore than doub le  the ra te  of 
increase in the previous period. As a result, consumers 
now keep the ir cars almost two years longer (currently 
for 7.4 years on average) and finance them for about 
a year longer (currently about 48 months on average). 
In effect, the supply of used cars in the market has 
been reduced  fu rth e r by th is  trend  tow ard  keep ing  
autom obiles longer.

Finally, it is possible that inadequate production of 
some dom estic auto models has led to higher used car 
prices. Certain popular new models, especially large- 
size cars, have been in short supply during this expan­
sion, raising demand for s im ilar-s ized used cars. Also, 
increased demand for used cars may have resulted from 
resis tance by some consum ers to lega lly-m andated 
quality changes (such as unleaded gasoline) in new 
models, changes that are not yet com pletely included 
in the used car stock.

In co n c lu s io n , q u a lity  a d ju s tm e n t is su ff ic ie n t to 
explain the gap between new and used car inflation 
between 1972 and 1980. Since then this gap has w id­
ened. Economic factors as well as this technical factor 
seem to be behind the large contribution used cars have 
made to the increase in the CPI so far in this expansion.

Robert T. McGee

The Changing Durability of 
Business Investment 
Expenditures

The com position of business fixed investm ent (BFI) in 
th is  expansion  has im portan t consequences for the 
growth of the capital stock. If a large portion of BFI is 
being devoted to short-lived assets, then a growing 
share of future saving w ill have to go toward replacing 
depreciated capita l, rather than adding to the capita l 
stock. A look at the composition of BFI— including long- 
and short-lived producers ’ durable equipm ent (PDE), 
and structures— over the past seven quarters shows an 
encouraging pickup in long-lived investment, particularly 
w hen com pared  w ith  e a rlie r expans ions . However, 
spending on short-lived equipm ent has soared in this 
recovery, pushing the share of BFI going toward more 
durable assets to a new low.

Purchases of producers ’ durable equipm ent, which

Real P ro d u c e rs ’ D urab le  E q u ip m e n t in 
the  F irs t Seven Q ua rte rs  o f E xpans ion  
by L e ng th  o f P ro d u c tive  L ife

Percent growth from trough 
6 0 -----------------------------------------

50 —  

40 —  

30 — 

20 —  

1 0 -

Current

□ Average of 1961, 1971 
and 1975 re co ve rie s "

L_
Total

(100.0 )

Less than 
6 yrs. 
(52.5)

6-8% yrs. 

(30.6)

8%+ yrs. 

(16.9)

Real N o n re s id e n tia l C o n s tru c tio n  in the  
F irs t S even Q u a rte rs  o f E xpans ion

Percent grow th from  trough 
40

30

20

10

0

- 1 0

- 2 0

(100.0) (35.2) (10.4) (22.9) (31.5)
Utilities

The productive lives used here, which equal fifty percent of Bulletin F 
service lives, are based on the service lives employed by the Commerce 
Department to calculate the capital consumption allowance. See Fixed 
Reproducible Tangible Wealth in the United States, 1925-79, United States 
Department of Commerce (1982), page T-17. The less than 6 years category is 
composed of office, store, construction, mining, oil field, and service industry 
machinery, trucks, tractors, and cars. The 6 to 8 1 /4 category contains 
instruments, photo and communication equipment, general industrial 
machinery, electrical transmission and distribution equipment, miscellaneous 
and miscellaneous electrical, and household appliances. The last category 
equals the balance of the expenditure groups presented in Table 5.7 in the 
National Income and Product Accounts. Scrap was excluded from the total PDE 
expenditure category.

The numbers in parentheses correspond to the average share of each 
group in either PDE or nonresidential construction in the first three quarters of 
1984. The data for the third quarter of 1984 were taken from the preliminary 
estimate of GNP.
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currently represent more than two-thirds of BFI, have 
registered impressive gains in this recovery. Much of this 
surge has been concentrated in short-lived assets 
(chart). Expenditures on equipment with productive lives 
of less than six years, such as office and store machin­
ery, cars, and light trucks, have climbed more than 50 
percent from their 1982 trough level. Their share of PDE 
has also increased to 52.0 percent from 46.2 percent.

In contrast to earlier cyclical upturns, investment in 
longer-lived capital, such as communication equipment, 
electrical machinery, and steam engines, has also dis­
played a good deal of strength. Spending on equipment 
with service lives from 6 to 81/4 years, for example, has 
advanced more than three times as fast in the current 
recovery as in previous upturns. Investment in assets 
with longer productive lives has shown even more 
resilience compared with the past: usually it is still about 
equal to its trough value at this stage of the cycle.

Business investment in structures, another long-lived 
asset, has been fairly robust in this expansion, in­
creasing at more than triple the rate of prior recoveries. 
As usual, spending on structures initially declined after 
the overall economy turned up. But by the end of 1983, 
most categories of construction had started to grow, 
registering large advances in the first half of 1984. Most 
of the overall strength has come from the commercial 
sector. The other expenditure categories have moved 
approximately in line with previous cyclical upturns.

Despite the relatively fast growth in spending on 
structures and longer-lived equipment, their share in BFI 
has tumbled in this expansion (to 62 percent in the third 
quarter of this year from 69 percent at the trough), 
continuing a trend that began in earnest in the early 
1970s. This long-term shift to short-lived assets has 
been responsible for an increase in the amount of worn- 
out capital that needs to be replaced each year. In 1983, 
for example, about 10.5 percent of the private capital 
stock (excluding residential structures) was used up in 
the production of other goods and services, compared 
with less than 9 percent of the stock each year in the 
latter half of the 1960s.

The current decline in the share of long-lived assets 
is likely to increase further the proportion of the capital 
stock exhausted each year. To be sure, the shift toward 
short-lived capital may be appropriate; reflecting, for 
example, concern that a faster pace of technological 
obsolescence may make long-lived investment unprof­
itable. But it also means that less of the economy’s 
savings over time will be available to finance increments 
to the capital stock, with the balance being used to 
finance the replacement of obsolete capital.

Douglas M. Woodham

Why the 1984 Federal 
Budget Deficit was Lower 
Than Expected

The fiscal 1984 federal budget deficit came to just over 
$175 billion, some $25 billion lower than the Adminis­
tration, the Congressional Budget Office (CBO), and 
many private analysts were projecting a year or so ago. 
To what extent is the lower-than-predicted defic it 
accounted for by the unexpected strength of the current 
economic recovery? Our analysis shows that only about 
one-fourth of the overestimate of the deficit can be 
explained by the course of the business cycle over the 
past year. The remainder was due to factors unrelated 
to the economy’s performance (Table 1).

It is true that initial estimates of federal revenues and 
outlays were based on economic forecasts which 
underestimated real GNP growth over the past year to 
a considerable degree (Table 2). But the effect this had 
on the level of projected deficits was offset somewhat 
by predictions for interest rates which were too low. 
Forecasts for the rate of inflation—which proved to be 
too high—contributed to slight overestimates of both 
federal revenues and outlays, so they do not explain 
much of the lower deficit outcome.

If the unexpectedly low deficit had indeed been the 
result of the strong recovery, then most of the amount 
by which the deficit was overestimated should have 
been in those budget components which are especially 
sensitive to the economy’s performance—in particular, 
tax receipts and expenditures for programs affected by 
the level of unemployment. But this was not the case 
in either the Administration’s budget estimates or CBO’s.

The underestimates of federal revenues due to cycli­
cal factors was no more than $4 billion (Table 1). This 
is because it takes about one year of sustained higher 
real growth before revenues are boosted appreciably.

While virtually all of the amount by which the deficit 
was overestimated occurred on the spending side of the 
budget, only a small portion was in cyclically sensitive 
categories (Table 1). Initial projections of outlays for 
programs affected by the level of unemployment were 
only about $3 billion too high.* Any other unanticipated 
shortfalls in spending related to the stronger economy 
were largely offset by greater net interest outlays (about 
$3 billion).

Most of the overestimates of federal spending were 
for defense, and were unrelated to real economic growth

'This includes expenditures for unemployment compensation,
Medicaid, Aid to Families With Dependent Children, and food 
stamps.
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Fiscal 1984 Federal Budget Deficit Overestimates
In billions of dollars

Administration CBO

Table 1

Deficit forecast*........................................... 200 196
Actual d e f ic it ..............................................  175 175

Overestimate...........................................  25 21
Overestimate due to t

Cyclical fac to rs ........................................ 6 5
Noncyclical fac to rs ................................. 19 16

Revenues (forecast less actual ) f .............  - 1  - 2
Cyclical fac to rs .............................. - 2  - 4
Noncyclical fa c to r s } .............................. 1 2

Outlays (forecast less a c tu a l) ! ................. 24 19
Cyclical fac to rs ........................................ 4 1
Noncyclical fa c to rs .................................  20 18

'Each forecast was based on federal policies in effect at the time. 
fFederal Reserve Bank of New York staff estimates.
^Includes legislation enacted during the year.

Sources: Administration forecast from Mid-Session Review of the
1984 Budget, July 25, 1983. CBO forecast from Economic and 
Budget Outlook: An Update, August 1983.

Table 2

Economic Assumptions Underlying Budget 
Estimates for Fiscal 1984: Ex Ante vs. Ex Post
In percent

Forecasts
Beginning of 

Fiscal 1984 Latest Estimate

Real GNP*
Administration ................ . . 4.5 6.5
C B O ................................. . . 4.3 6.6
Blue Chip Consensus . . . . . 4.4 6.5

GNP Deflator*
Administration ................ . . 5.0 4.4
C B O ................................. . . 5.0 4.1
Blue Chip Consensus . . . 5.3 4.0

Unemployment Ratef
Administration ................ . . 8.9 7.2
C B O ................................. 8.4 7.3
Blue Chip Consensus . . . 8.6 7.4

3-Month T-B illt
Administration ................ 8.5 9.5
C B O ................................. 8.6 10.0
Blue Chip Consensus . . . 8.7 9.9

’ Percent change, 1984-IV over 1983-IV 
fPercent average, calendar year 1984.

Sources: Administration ex ante and ex post forecasts are from the 
Mid-Session Review of the 1984 Budget, July 25, 1983 and Mid- 
Session Review of the 1985 Budget, August 15,1984, respectively. 
The corresponding CBO forecasts are from the Economic and 
Budget Outlook: An Update, August 1983 and August 1984. The 
Blue Chip Consensus forecasts are from Blue Chip Economic 
Indicators, October 1983 and September 1984.

(Table 1). There are two principal reasons why in itia l 
estimates for defense outlays were too high— $14 billion 
by CBO and $18 billion by the Administration. First, the 
level of defense budget au thority  (BA) approved by 
Congress for fiscal 1984 was about $10 billion less than 
CBO had initially assumed, and $15 billion less than the 
A dm in is tra tion  had requested. Second, an apparen t 
slowdown in spendout rates from  defense BA was not 
antic ipated by most analysts.

W ithout the shortfa ll in outlays due to noncyclica l 
factors, the de fic it fo r fiscal 1984 would have been 
betw een $190 and $195 b ill io n , the  s tro n g e r-th a n - 
expected recovery notw ithstanding. Furtherm ore, if the 
recent shortfa ll in defense expenditures is made up 
during the coming year, then current estimates of about 
$175 billion fo r the fisca l 1985 defic it under existing 
policies may prove to be too low.

Peter D. Skaperdas

Are the Leading Indicators 
Signaling A Recession?
The recent behavior of the com posite index of leading 
indicators has attracted a lot of a ttention: the index fell 
in June and July and was virtually unchanged in August 
before rising m odestly in Septem ber.1 Is the index s ig ­
naling that the econom y is about to enter a recession? 
An analysis of the record of the leading ind icators sug­
gests that it is not a very re liab le guide to w hether the 
econom y is near a cyclica l peak.

Assessing the perform ance of the leading indicators 
is som ewhat d ifficu lt s ince there are no hard and fast 
ru les  abou t w ha t q u a lif ie s  as a c le a r s igna l th a t a 
turning point in the economy is near. Some analysts use 
a rule-of-thumb that two or more months of consecutive 
declines in the index herald a turn ing point. But this 
simple device does not say anything about how many 
months are likely to pass before the economy will enter 
a new phase of the business cycle.

One possible definition of a correct signal of a turning 
point is a two month or more decline in the index fo l­
lowed by a peak w ith in  six months of the firs t drop in 
the series. U sing th is  de fin ition , all seven post-w ar 
cyclica l peaks were foreshadowed correctly  by the

1The index actually fell 0.06 percent in August; movements of less 
than ± 0.1 percent are not treated as signaling any change in 
economic activity.
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Recent Reliability of thelndex of Leading 
Indicators in Signaling Peaks in Economic Activity

Signal*
False or 
Correct

Date of 
Peak

Average 
Monthly 
Declinet 

(In percent)

May 1969-Jul. 1969 . . 
Oct. 1969-Apr. 1970 . .

false
correct

t
Dec. 1969

-0 .74
-0.51

Jun. 1971 -Jul. 1971 . . 
Jun. 1973-Sep. 1973 . .

false
correct

t
Nov. 1973

-0 .1 8
-0 .4 9

Nov. 1978-Dec. 1978 . . 
Jun. 1979-Aug. 1979 . . 
Oct. 1979-Nov. 1979 . .

false
false

correct

t
t

Jan. 1980

-0 .2 4
-0 .71
-1 .54

Dec. 1980-Feb. 1981 . . 
May 1981-Oct. 1981 . .

false
correct

t
Jul. 1981

-0 .7 0
-0 .4 0

Jun. 1984-Aug. 1984 . . § § -0 .9 0

*A signal equals 2 months or more of consecutive declines in the 
index of leading indicators. A signal is considered to be correct if a 
peak occurs within six months of the first decline in the index. The 
dates of the peaks correspond to peaks as defined by the National 
Bureau of Economic Research.

fFor correct signals, the average monthly decline covers all months 
up to and including the date of the peak.

tN ot applicable.
§Unknown.

leading indicators. But in the past 15 years, the index 
has also signaled o ther “ recessions” : about tw ice as 
many recessions as actua lly  occurred (table). Its per­
formance from 1950 to the beginning of 1969 was even 
worse w ith four fa lse s igna ls fo r every correct one.2 
Thus the mere fact of a decline in the index provides 
little  inform ation about the like lihood of a recession.

Lengthening the tim e period between the start of a

2lf the definition of a signal is modified to be at least three months of
consecutive declines in the series, the accuracy of the leading 
indicators is only marginally improved. The longer period does 
reduce the number of incorrect signals. But the index failed to 
foreshadow correctly the January 1980 turning point since the 
decline in the leading indicators before that peak was only two 
months long. It should also be pointed out that some of the false 
signals, particularly in the 1950s and 1960s, may be due to the fact 
that the variables and weights currently employed in calculating the 
composite index differ from the ones used earlier.

correct signal and the peak to 12 months helps reduce 
the num ber of fa lse signals. But th is m odifica tion pre­
sents other d ifficu lties : over a period as long as twelve 
months, policy changes or reversals of underlying trends 
can easily offset the factors that caused the indicators 
to peak in the first place. Moreover, multiple peaks have 
actually occurred in the series during the twelve months 
preceding a turning point in economic activity, and these 
peaks are d ifficu lt to relate to the business cycle. Thus 
the improved accuracy of the longer period is gained at 
the expense of more uncerta in ty about how much time 
will elapse before a peak in economic activity— the real 
object of in terest— will occur.

The size of the decline in the index, furthermore, does 
not help much in d istinguish ing between false and cor­
rect signals. There have been a number of false signals 
where the average monthly decline in the index was 
considerably larger than those that occurred with correct 
signals. The peak in December 1969, for example, was 
preceded by a correct three-m onth signal tha t had an 
average monthly decline of -0 .5 1  percent. The majority 
of false s ignals in the post-war era, in contrast, had 
even larger average declines.

Could distinguishing between false and correct signals 
be aided by looking at how many of the tw elve com ­
p o n e n ts  th a t m ake  up th e  c o m p o s ite  in d e x  a re  
declining? Since 1959, the number of components falling 
before cyclica l peaks genera lly increases quite rapidly, 
and averages about tw o-th irds at the peak.3 Even so, 
there have been false s ignals that exh ib it the same 
behavior. So a high degree of congruence among the 
components does not guarantee that the signal is correct.

In sum, the recent brief yet steep decline in the index 
has prom pted speculation that a turning point in the 
economy is near. But the index of leading indicators has 
falsely predicted recession many times, including some 
instances when there has been both a sustained decline 
in the index and a rise in the num ber of com ponents 
that are fa lling. Barring fu rther declines in the series, 
there is little basis upon which to predict confidently that 
its recent weakness is presaging a recession.

3Based upon a six-month moving average in the proportion of 
components that are declin ing each month.

Douglas M. Woodham
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February-July 1984 Semiannual Report 
(This report was released to the Congress 
and to the press on September 7, 1984)

IVeasury and Federal Reserve 
Foreign Exchange Operations

During the February-July period under review, the 
exchange markets were subject to frequent shifts in 
expectations, shifts that were reflected in swings in 
dollar rates. The dollar declined substantially during 
February and early March only to strengthen thereafter. 
By end-July it had risen on balance against major cur­
rencies to trade at an 11-month high against the Jap­
anese yen, an 11-year high against the German mark, 
and at record levels against many other European cur­
rencies.

In early February, sentiment toward the dollar turned 
decidedly cautious, though it was trading in the 
exchange markets close to highs reached in early Jan­
uary. Market observers were concerned that economic 
policies would be unduly stimulative given the econo­
my’s underlying strength and came to focus on the risk 
for the dollar of a potential rekindling of inflation. Evi­
dence indicated that the U.S. economy was growing far 
more rapidly than had been estimated just weeks 
before. Budget deliberations left the impression that the 
deficit problems were unlikely to be resolved quickly. 
Market participants felt that the scope for flexibility in 
monetary policy would similarly be limited in view of 
sensitivities to the high level of interest rates both in 
nominal and real terms.

M eanwhile, the c lim ate  for investm ent abroad

A report by Sam Y. Cross, Executive Vice President, Federal Reserve 
Bank of New York and Manager of the Foreign Operations of the 
System Open Market Account. Officers of the Foreign Exchange 
Function, together with Richard F Alford, Andrew Hook, Thaddeus 
Russell and Elisabeth Klebanoff contributed to its preparation.

appeared to be improving. News of strengthening for­
eign industrial activity and orders, especially in Ger­
many, generated expectations of rising earnings and 
prompt relief from earlier financial strains. Inflation 
remained quiescent, and several countries were making 
clear progress in reducing the structural components of 
their budget deficits.

Under these circumstances, foreign exchange market 
participants questioned whether the burgeoning current 
account deficit of the United States could be financed 
at prevailing exchange rates and interest differentials. 
The deficits projected for 1984-85 implied that the 
United States would require capital inflows of such a 
magnitude as to eliminate the large net creditor position 
the United States had established over the entire post­
war period. Public officials and private commentators 
around the world expressed concern about the size of 
the financing requirements ahead, the dependency of 
the United States on foreign capital inflows, and the 
vulnerability of the dollar to a potential shift in investor 
sentiment.

Market participants were, therefore, sensitive to 
reports that some internationally-oriented investors were 
already reducing the share of dollar-denominated assets 
in their portfolios in favor of the German mark and other 
currencies. The belief spread that the dollar had begun 
a long-awaited decline. Commercial leads and lags as 
well as professional positions were turned against the 
dollar. As the dollar declined and economic statistics 
confirmed that U.S. economic growth remained stronger 
than expected, some market observers pointed to the 
additional impact a drop in the dollar would have on

30 FRBNY Quarterly Review/Autumn 1984Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



d om estic  p rices . A lthough  U.S. in te re s t ra tes rose 
modestly during February and March, the increases 
were seen as not fu lly  com pensating for the escalation 
of inflationary expectations. Thus, the dollar fell steadily 
through the first week in March. Its decline of 10 percent 
against the German mark was among the largest. On 
a trade-weighted average basis the dollar declined about
7 percent.

In March, m arket partic ipants began to sense more 
restra int in U.S. m onetary policy and more progress in 
reducing the fisca l d e fic it than they had prev ious ly  
anticipated. The narrow ly defined m onetary aggregate 
(M 1) had strengthened re lative to its intended growth 
range. More fundamentally, the preliminary statistics for 
the first quarter showed cred it demands accelerating 
rapidly and the overall econom y expanding far more 
q u ic k ly  than  the  F edera l O pen M arke t C o m m itte e  
(FOMC) had assumed when it set its monetary targets 
for the current year. Senior Federal Reserve offic ia ls 
exp ressed  conce rn  abou t the  im p lica tio n s  of these  
developments for a sustained expansion. Consequently, 
as the Federal funds rate continued to firm , market 
partic ipants no longer expected the central bank to 
resist a rate rise. By late March, U.S. in terest rates of 
all maturities had increased about one percentage point, 
and on April 9 the Federal Reserve raised its d iscount 
rate to 9 percent, bringing it more in line w ith money 
market rates. About the same time, Congress and the 
Adm inistration were moving toward agreem ent on a 
‘‘down paym ent”  to reduce the fiscal deficit. Indeed, 
work on some of the leg is la tion to cut the de fic it by 
$150 billion over three years was completed before the 
C ongressional sum m er recess.

Largely in response to these developments, the dollar 
reve rsed  cou rse  in the  exchange  m arke ts  ea rly  in 
March. W ith real in terest rates in the United States 
again perceived to be rising, concerns about financing 
the current account de fic it receded. A lso, earlie r pre­
d ictions of gathering econom ic strength abroad were 
disappointed. The im m ediate outlook was com plicated 
in a num ber of im portant countries by labor d isputes in 
key indus tries  tha t drew  a tten tion  to serious labor- 
m anagem ent conflic ts, in flex ib ility  of work rules, and a 
varie ty of dom estic po litica l issues. Thus, the earlier, 
more positive assessm ent of the investm ent clim ate 
abroad tended to erode, and ta lk of portfo lio  shifts out 
of the do llar gave way to reports of investors returning 
to do llar assets.

By early May, econom ic sta tis tics suggested that the 
U.S. econom ic expansion was rem aining exceptionally 
vigorous in the second quarter and that credit demands 
were reflecting heavy borrowing needs in both the pri­
vate and public sectors. With the Federal Reserve then 
widely presumed to be willing to let these developments

Federal Reserve Reciprocal 
Currency Arrangements

Table 1

In millions of dollars

Amount of Amount of
facility facility

July 31, July 31,
Institution 1983 1984

Austrian National B a n k ....................... 250 250
National Bank of B e lg ium .................... 1,000 1,000
Bank of Canada ................................. 2,000 2,000
National Bank of D e n m a rk ................ 250 250
Bank of E n g la n d ................................. 3,000 3,000
Bank of F ra n c e .................................... 2,000 2,000
German Federal B a n k ....................... 6,000 6,000
Bank of Italy ....................................... 3,000 3,000
Bank of J a p a n .................................... 5,000 5,000
Bank of Mexico:

Regular fa c i l i ty ................................. 700 700
Special fa c i l i ty ................................. 269* *

Netherlands Bank .............................. 500 500
Bank of Norway................................. 250 250
Bank of S w e d e n ................................. 300 300
Swiss National B a n k .......................... 4,000 4,000
Bank for International Settlements:

Swiss fra ncs -d o lla rs ....................... 600 600
Other authorized European
currency-do lla rs .............................. 1,250 1,250

Total .................................................... 30,369 30,100

‘ Facility, which became effective August 30, 1982, expired on 
August 23, 1983.

Table 2

Net Profits (+ ) or Losses ( - )  on
United States Treasury and Federal Reserve
Current Foreign Exchange Operations
In millions of dollars

United States Treasury
Exchange

Period
Federal

Reserve
Stabilization

Fund
General
account

Third quarter 1983 . . . -0- -0- + 70.1

Fourth quarter 1983 . . . . -0- -204 .8 -0-

First quarter 1984 ............. -0- -0- -0-

Second quarter 1984 . . . -1 7 .7 -2 1 .4 -0-

July 1984 .......................... -0- -0- -0-

Valuation profits and 
losses on outstanding 
assets and liabilities 
as of July 31, 1984 . . . . -1 ,084.0 -742 .5 -0-

Data are on a value-date basis.
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show through in rising interest rates, expectations 
solidified that dollar-based rates would increase sub­
stantially further. Banks sought to lengthen their liabil­
ities so as to lock in the cost of funds, putting medium- 
term interest rates especially under pressure. By the 
end of May, most dollar-based market rates had risen 
another full percentage point. Since most foreign interest 
rates held steady during the spring, interest differentials 
moved further in the dollar’s favor.

Meanwhile, concern deepened in some quarters that 
rising interest rates were increasing burdens on the 
heavily indebted developing countries' Some market 
participants were also wary of the possibility that a 
meeting of Latin American debtor countries in Carta­
gena, Colombia in July would lead to a polarization of 
the debt negotiations.

It was in this context that one large American bank 
experienced funding difficulties in mid-May, following 
market rumors that it had substantial undisclosed losses 
on its domestic loans. Support efforts were organized 
by other large banks and the Federal authorities. But 
market participants were unsure that the financial strains 
could be contained without modification of monetary 
policy and took particular note of a temporary easing 
in the Federal funds rate. During late May, rumors cir­
culated that deposits were being withdrawn from a few 
large U.S. banks known to have sizable exposures in 
Latin America. The dollar eased back as exchange 
markets became somewhat unsettled over the impli­
cations of these developments as well as the prospect 
of sizable amounts of funds being moved out of dollar 
assets. By May 24, rumors had come to encompass 
American banks more generally, and the exchange 
m arkets became extrem ely d isorderly. The U.S. 
authorities conducted their only intervention operation 
of the period that day, selling $135 million-equivalent of 
German marks to counter the disorder. Trading condi­
tions did improve thereafter, though the dollar continued 
to decline for several more days.

Early in June the dollar resumed its climb as some 
of the concerns of May began to dissipate. Market 
professionals came to realize that the Federal Reserve 
had been able to provide the needed liquidity without 
compromising its monetary targets. Some questions 
about the adequacy of U.S. banks’ accounting proce­
dures were laid to rest as the rules on reporting loans 
to be “ nonaccruing”  were clarified. Concern over the 
LDC debt problem also eased amid discussion of multi­
year debt restructurings for countries demonstrating the 
greatest progress in external adjustment. Another 
positive factor was the emergence of a constructive 
attitude from the Cartagena meeting.

Later on the demand for dollars intensified as U.S. 
capital markets regained their attraction to foreign

investors. A succession of economic statistics suggested 
that a significant deceleration of real growth in the 
United States had yet to occur. At the same time, sta­
tistics on U.S. inflation were much better than had been 
expected, implying that in terest-rate d iffe rentia ls  
adjusted for comparative price performance had become 
even more favorable to dollar investments. Moreover, 
the deficit-reduction legislation nearing passage in the 
Congress contained a provision to remove a long­
standing 30 percent withholding tax on interest earned 
on U.S. investments by nonresidents. This legislation, 
which was subsequently enacted, prompted talk that 
large new foreign inflows of capital would be attracted 
to the United States as certain investors who had been 
subject to the tax gained greater access to U.S. mar­
kets. When the U.S. bond and stock markets staged a 
strong rally late in July, market participants therefore 
anticipated substantial foreign interest.

The dollar was bid up quite strongly at the end of July 
to reach its highs for the period under review. The dol­
lar’s net advance for the six months was greatest 
against the Swiss franc and pound sterling, at 10 per­
cent and 8 percent, respectively. Against most other 
major currencies the dollar rose on balance about 4 to
5 percent, and in trade-weighted terms it increased 
41/4 percent.

There were few changes in currency relationships 
among the other major currencies during the six months. 
Indeed, during the latter part of the period when the 
dollar was rising, the currencies participating in the joint 
intervention arrangements of the European Monetary 
System traded without strain. The authorities in those 
countries whose currencies had previously been under 
pressure were thereby able to rebuild their official 
reserve positions as well as to move cautiously in the 
direction of easing domestic interest rates and relaxing 
exchange controls. As a group, the major industrialized 
countries abroad sold dollars on balance during the six 
months in their intervention operations to support their 
own currencies. But these intervention sales were more 
than offset by interest earnings and acquisitions of 
currencies through foreign borrowings and other trans­
actions, so that the foreign currency reserves of the 
major countries continued to grow.

At the beginning of the six-month period, the only 
drawing outstanding on credit arrangements of the U.S. 
monetary au tho rities  was $10 m illion  drawn on 
December 29, 1983 by the Bank of Jamaica against a 
$50 million U.S. Treasury temporary swap facility. The 
Bank of Jamaica fully repaid this amount on March 2 
whereupon this facility expired.

On March 30 the U.S. Treasury announced that it 
would participate in an arrangement related to the 
efforts of the Government of Argentina to put into place
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C hart 1

The D o lla r a g a in s t S e le c te d  
F o re ig n  C u rre n c ie s

P erce n t

1983 1984

P ercentage change o f w eek ly  ave rage bid rates 
fo r d o lla rs  from  the average rate for the w eek of 
June 27 -Ju ly  1, 1983. F igures ca lcu la ted  from  
New York noon q u o ta tio ns .

an econom ic ad justm ent program  supported  by the 
International M onetary Fund (IMF). The Treasury’s par­
tic ipation consisted of agreeing to extend tem porary 
swap credits of up to $300 m illion to A rgentina upon 
a g re e m e n t on an e c o n o m ic  a d ju s tm e n t p ro g ra m  
between A rgentina and the IMF; A rgentina agreed to 
repay any such drawings on the Treasury from proceeds 
of IMF draw ings. This undertaking was part of a $500 
m illion financing package that was used by Argentina 
to pay certain interest arrears. The $500 million package 
consisted of: $300 million credits extended to Argentina 
by the governm ents of Mexico, Venezuela, Brazil and 
Colombia, to be repaid upon A rgen tina ’s draw ing from 
the  U .S . T reasu ry ; $100  m illio n  a d d it io n a l c re d its  
ex te n d e d  by the  e le ve n  c o m m e rc ia l banks  in the  
working group for A rgentina and $100 m illion provided 
from  A rg e n tin a ’s resou rces . The U .S. com m itm en t, 
originally made for a 30-day period, was extended at the 
end of April fo r another month and again at the end of 
May for an additional 15 days. The Treasury’s com m it­
ment under th is agreem ent lapsed on June 15.

The Federal Reserve and the Treasury invest foreign 
currency balances acquired in the market as a result of 
th e ir  fo re ig n  exch a n g e  o p e ra tio n s  in a v a r ie ty  o f 
instruments that yield market-related rates of return and 
that have a high degree of quality and liquidity. Under 
the authority provided by the M onetary Contro l Act of 
1980, the Federal Reserve had invested $1,424.2 million 
of its foreign currency resources in securities issued by 
foreign governm ents as of Ju ly 31. In addition, the 
Treasury held the equivalent of $1,746.8 million in such 
securities as of end-July.

In the period from February through July, the Federal 
Reserve and the Exchange S tab iliza tion Fund (ESF) of 
the Treasury received earnings of $111.8 m illion and 
$84.2 m illion , respective ly , on th e ir fo re ign -cu rrency  
balances. They realized losses of $17.7 m illion and 
$21.4 m illion, respectively, on all of the ir operations in 
the market. As of Ju ly 31, cum ulative bookkeeping, or 
valuation, losses on outstanding fore ign currency ba l­
ances were $1,084.0 m illion for the Federal Reserve 
and $742.5 m illion for the ESF. (Valuation gains and 
losses represent the increase or decrease in the do lla r 
va lue of ou ts tand ing  currency  assets and lia b ilitie s , 
using end-of-period exchange rates as com pared with 
rates of acquisition.) These valuation losses re flect the 
fact that the do llar has appreciated since the fore ign 
currencies were acquired.

German mark
Through February and early March, the German mark 
strengthened against the do llar in response to sub­
stantia l investm ent inflows, only to decline unevenly 
through July when these inflows subsequently slowed
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and then reversed. The capita l inflows early in the 
period reflected optimism that the difference in economic 
perform ance of the United S tates and Germ any would 
substantia lly  narrow. But by spring it was clear that the 
U.S. econom y rem ained s tronger than expected and 
predictions of more rapid expansion in Germany were 
again d isappointed.

At the opening of the period, the near-term  outlook 
fo r the German econom y and the German mark had 
become more buoyant. The pace of econom ic activ ity 
had regained mom entum around the turn of the year, 
s tim u la te d  by a p ickup  of incom ing  fo re ig n  o rde rs , 
renew ed spe n d in g  on p la n t and equ ipm en t, and a 
rebuilding of inventories in anticipation of a progressive 
revival of dem and. In flation remained low and earlie r 
concerns were receding that the rise in im port prices, 
reflecting last year’s rise of the dollar against the mark, 
would generate generalized price pressures. Meanwhile, 
the governm ent had made even more progress than 
expected in reducing its fisca l defic it during 1983. The 
growth of centra l bank m oney had dropped w ithin the 
B u n d e s b a n k ’s ta rg e t range  by end 1983 and w as 
rem aining close to the lower lim it of the central bank’s 
even narrower, 4 to 6 percent target for 1984. W ith the 
o u tlo o k  fo r  s u s ta in e d  n o n in f la t io n a ry  g ro w th  thus  
improving, the capital markets in Germany strengthened.

Under these circum stances, the mark was the cur­
rency to benefit most from the shift in in ternational 
portfo lio  investm ent flow s which developed early in the 
year. Investors were attracted by the prospect of favor­
ab le  tre n d s  in bo th  a sse t p rice s  and the  m a rk ’s 
e xch a n g e  ra te , even  th o u g h  in te re s t d iffe re n tia ls  
rem ained s trong ly  nega tive  by com parison w ith the 
do llar and w ith m ost currencies w ithin the European 
M onetary System (EMS). Long-term  capita l had begun 
to flow  into Germ any in January, reversing the capital 
outflows which had been stim ulated over much of the 
preceding two years by the prospect of greater growth 
opportun ities or h igher yie lds abroad. The flows con­
tinued in February, and reports of foreign buying in the 
rallying Germ an bond and stock markets received wide 
publicity. W ith G erm any’s current account expected to 
remain in substantia l surplus for the year, reports of 
these investm ent transactions helped to encourage the 
view that the mark was embarked on a long-awaited 
upw ard  tre n d . T he  m a rk ’s rise  g a ined  a d d itio n a l 
momentum from  sta tem ents by public o ffic ia ls  to the 
e ffect that the do lla r was increasingly vulnerab le  to a 
sharp decline. The mark rose against the do llar to 
DM 2.5210 by March 7, 13 percent above its low of 
January and 111/z percent from end-January levels. This 
rise occurred even though German in terest yie lds for 
most m aturities eased and negative yie ld d ifferentia ls 
compared w ith do lla r investm ents w idened by a full

percentage point. As the mark strengthened the Bun­
desbank bought back some of the dollars sold in earlier 
intervention operations. In addition, its reserve position 
in th e  EM S im p ro v e d  as o th e r  c o u n tr ie s  in th a t 
arrangem ent sold marks to slow the advance of the 
mark against their own currencies. During February and 
March, G erm any’s fore ign currency reserves rose $3.8 
b illion to $41.0 billion.

A fter the firs t week of March, however, the mark 
began a decline that was to continue, except fo r one 
m ajor in terruption, through the rem ainder of the period 
under review. As interest rates in the United States rose 
and figures were released show ing tha t the expected 
increase in in fla tion had not yet m ateria lized, market 
participants came to question whether large investment 
flows into Germ any would be susta ined. M arket partic ­
ipants doubted the Bundesbank would a llow  any cor­
responding rise in Germ any short-term  in te rest rates, 
since the dom estic recovery had not yet led to a s ig ­
n ifican t reduction  in unem ploym ent. Th is percep tion  
deepened in April when new data showed some faltering 
of industria l activity. Thus, the earlie r positive eva lua­
tions of the relative attractiveness of mark-denominated
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*  Fo re ign  exchange re se rves  fo r G erm any and other 
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the  U nited K ingdom , inco rp o ra te  ad ju s tm e n ts  fo r 
gold and fo re ig n  exchange  sw aps aga inst E uropean 
c u rre n cy  un its  (ECUs) done w ith the E uropean 
M onetary Fund.
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investments eroded, and net portfolio inflows to Ger­
many slowed markedly in March before turning negative 
in April.

Developments in the German labor market also con­
tributed to the mark’s decline starting early in April. By 
mid-month it became clear that annual wage negotia­
tions between the union and employers in Germany’s 
important metalworking industries were locked in a 
dispute over the union’s demand for a five hour reduc­
tion in the standard work week. Strikes began in May 
in two major regions, initiating the most serious work 
stoppage in German industry for many years. Exchange 
market participants viewed the strike as important 
because of potential reductions in Germany’s industrial 
production and current account performance for the 
year, as well as the possible long-term effect on Ger­
many’s competitiveness of any substantial concession 
to the union’s demands. Against this background, trading 
in German marks became sensitive to news of the labor 
negotiations from April onward.

In these circumstances, news that Germany continued 
to register sizable trade account surpluses, while U.S. 
monthly trade deficits mounted to record levels, made 
little impression on the exchange markets. The mark 
dropped through several psychologically important 
levels, and its decline drew added impetus from selling 
by commercial entities and technically oriented specu­
lators. By May 10, the mark fell some 10 percent from 
its March peak to DM 2.8010, less than 2 percent above 
the lowest level reached during the previous January.

The mark's decline against the dollar stalled at that 
point as problems of the U.S. and international banking 
systems became a dominant preoccupation in exchange 
markets for a time. The mark was temporarily buoyed 
from the belief that the Federal Reserve would modify 
its monetary stance to ease financial strains. At the 
same time, signs of a modest firming in money market 
interest rates in Germany were taken as presaging a 
possible move toward tighter monetary policy by the 
Bundesbank. Thus, the mark rose through much of May.

The exchange markets also became nervous in 
response to rumors of liquidity problems at several 
major U.S. banks with sizable LDC loan exposures or 
other problem loans. On May 24 trading conditions 
became extremely disorderly as these rumors began 
indiscriminately to refer to American banks more gen­
erally. Many traders attempted to withdraw from dealing 
in the face of such rumors. As the German mark jumped 
some 11/2 percent in less than an hour, spreads between 
bid and asked quotes widened sharply and transactions 
became difficult to execute. In these circumstances the 
Desk entered the market to counter disorder, selling 
$135 million equ.ivalent of German marks. These marks 
were drawn in equal proportion from the foreign cur­

rency balances of the U.S. Treasury and the Federal 
Reserve. Following the operation, trading became more 
normal. The mark continued its rise at a more subdued 
pace through the first days of June, reaching DM 2.6600 
on June 5.

The mark then resumed its decline against the dollar 
as new estimates indicated that U.S. growth still over­
shadowed Germany’s growth performance and as further 
increases in U.S. interest rates widened the rate dif­
ferentials adverse to the mark. The Bundesbank made 
clear it was not tightening monetary policy, even though 
it raised the discount rate, effective June 29, by 1/2 
percent to 41A> percent. The central bank acted at the 
same time to expand quotas of discount credit available 
to German banks, specified that the change was 
designed merely to shift more of its liquidity provision 
from the Lombard facility to the discount window, and 
kept its Lombard interest rate unchanged at 5.5 percent. 
These steps did not lead to any rise of German money 
market interest rates which remained steady throughout 
June and July.

In addition, the labor situation continued to influence 
the German currency during the summer. As the 
metalworkers’ strike dragged on far longer than most 
observers had initially predicted, forecasts of Germany’s
1984 growth and current account performance were 
revised downward. Even a fte r se ttlem ent was 
announced late in June, press commentary questioned 
whether the upward momentum of the German economy 
could be recaptured. There was also uncertainty about 
the likely effects of the agreement on productivity in the 
affected industries and the extent it might become a 
standard for settlements in other sectors of the German 
economy.

Thus, the mark became vulnerable to renewed 
investor enthusiasm for dollar-denominated assets. By 
late July, the German mark had dropped below its pre­
vious low for the year, falling to DM 2.9205 on July 31 
before closing that day at DM 2.9180. At this point the 
mark was trading 4 percent below its end-January 
levels. Within the EMS, the mark remained at the top 
of the narrow band but its margin over the other cur­
rencies had been considerably reduced. As pressures 
against the other EMS currencies subsided, some par­
ticipating central banks purchased marks in the market 
to add to their own reserves.

Meanwhile, German foreign exchange reserves 
dropped some $2.5 billion equivalent after March to 
$38.4 billion. The change partly reflected dollar sales 
by the Bundesbank to slow the decline of its currency 
against the dollar, as well as some reduction in Ger­
many’s creditor position within the European Monetary 
System resulting from repayment of mark debt by 
partner countries.
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Japanese Yen
As the period opened, the Japanese yen was trading 
near record levels against European currencies, while 
showing somewhat less buoyancy against the dollar. By 
com parison w ith Europe, Japan ’s econom ic recovery 
was moving ahead more briskly. Its current account 
surplus, expected to exceed the previous year’s $21 
billion, was like ly to surpass by far any other coun try ’s 
surplus. These factors had attracted some investm ent 
from abroad. But, overall, in flows to Japan through the 
current account and through nonresident investm ents 
were more than offset by outflows of residents long-term 
capital— outflows that slowed the yen’s advance against 
the dollar. To some extent these outflows were attracted 
by the relatively high interest rates and even more rapid 
growth in the United S tates. In part they reflected con­
tinuing d ivers ifica tion  by Japanese investors of the ir 
rapidly grow ing financia l assets. In addition, d iscussion 
about libera liz ing  the Japanese capita l market, in te r­
nationaliz ing the yen, and im proving access of foreign 
firm s to the Japanese capita l market added to uncer­
ta in ties about the im m ediate outlook for the dollar-yen 
exchange rate.

During February and early March, the yen was slow 
to benefit from the shift in sentim ent against the dollar. 
In contrast to the mark, the yen remained steady against 
the do llar trad ing around ¥  233 until early March 2.
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Japan
M ovem ents in exchange rate and o ff ic ia l 
fo re ign  cu rre n cy  reserves

Yen pe r d o lla r B illions  of dollars 
----------------------------------------------------------------------------------------- 0.6

0.4 

0.2 

0

- 0.2 

- 0 .4  

- 0.6
J A S O N D  J F M A M J  J 

1983 1984

See exchange rate foo tno te  on Chart 3.

Then it rose abruptly as bidding appeared from  both 
c o m m e rc ia l and p ro fe s s io n a l so u rc e s . T he  y e n ’s 
advance quickened after market participants sensed that 
the yen might be catching up with the earlier rise of the 
mark. By March 7, the currency had risen some 6 per­
cent to ¥  220.00 against the dollar, its high fo r the 
period.

Following this rise, calls on the Bank of Japan to cut 
the discount rate were heard from diverse quarters. The 
cen tra l bank, how ever, re jec ted  these  su g g e s tio n s , 
arguing that the yen ’s recovery was not yet su ffic ien tly  
well established and that dom estic as well as in terna­
tional developm ents should be taken into account. As 
it w as, m on e ta ry  p o lic y  w as g e n e ra lly  v ie w e d  as 
accom m odative, w ith the Bank of Japan forecasting 
monetary growth to continue at about an 8 percent 
annual rate. Also, the Bank of Japan raised the ceiling 
for net new domestic lending by Japanese banks, as the 
dom estic demand fo r funds continued to grow apace. 
A lthough the cen tra l bank ’s d iscoun t rate rem ained 
unchanged during the period, the banks lowered the 
long-term  prime rate from 8.2 percent to 7.9 percent at 
the end of March.

From March on, in terest d iffe ren tia ls  favoring do llar 
over yen assets widened steadily in part because short­
term interest rates in Japan rem ained little  changed or 
even declined slightly. At first, the yen held steady 
against the dollar, and thereby regained some ground 
against European currencies, as optim ism  about the 
Japanese economy was reinforced by fresh evidence of 
strengthening growth and a w idening current account 
surp lus. D om estic dem and p icked up and business 
confidence improved. With the prospect of rising profits 
for Japanese com panies, prices on the Tokyo stock 
exchange were still clim bing and reports c ircu la ted of 
increased fore ign demand for Japanese equities.

But the yen started to decline against the do lla r late 
in April. Soon afterward it began fa lling  against other 
currencies as well, so that the yen did not return to the 
peak levels against the mark registered earlie r in the 
year. Late in April the Tokyo stock market lost its upward 
momentum as stock prices started to erase some of the
11 percent gain of the first four months of the year. Talk 
of capita l outflows then in tensified.

In addition, attention had been d irected to new d is­
cussions between the Japanese Ministry of Finance and 
the U.S. Treasury about liberalizing the Japanese capital 
market and in te rnationa liz ing the yen. As one moved 
towards libera liza tion, the Japanese authorities e lim i­
nated, e ffective April 1, the requirem ent that corpora ­
tions identify underlying commercial transactions before 
entering a forward contract, as well as making other 
changes in the adm in istra tion of the fore ign exchange 
market during spring. On May 29, the Japanese Minister
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of F inance  and the  U .S. S ecre ta ry  of the  Treasury 
released a report conta in ing a broad range of policy 
changes expected to affect the exchange rate over time

(box). The report stated that the measures “ ...w ill help 
enab le  the yen to re fle c t m ore fu lly  its  und e rly in g  
s trength” .1

During the rem ainder of the period, la rge-scale liq ­
uidation of nonresident’s holdings of Japanese securities 
and heavy Japanese investm ent in fore ign securities 
persisted. Overall long-term capital outflows jumped well 
in excess of the underlying current account surp lus—  
to a record $4.4 b illion in April and to more than $6 
b illion by June. Under these circum stances, the yen 
steadily declined against the dollar, easing to a low for 
the period of ¥  247.30 on July 23. Trading at the close 
at ¥  246.9, the yen had declined 5 percent against the 
dollar and 11/2 percent against the mark from end-Jan- 
uary levels. The Bank of Japan in tervened during the 
second half of the period to moderate the downward 
pressure on the yen at tim es when trad ing became 
e sp e c ia lly  v o la tile . But ove r the  s ix -m o n th  pe riod , 
Japan’s foreign exchange reserves showed little change, 
since declines due to intervention were offset by interest 
receipts.

Swiss franc
At the beginning of the period under review, the Swiss 
franc was trading steadily around SF2.2455 in term s of 
the dollar, s lightly above seven-year lows reached in 
early January. Against the mark, however, the franc was 
strong by historical standards and near the SF0.80 level 
which, in the past, had prom pted offic ia l concern over 
the com petitiveness of Swiss exports. Yet, th is time, 
market participants concluded that the authorities would 
not act to prevent a fu rther appreciation of the franc if 
do ing so w ould  requ ire  them  to d ev ia te  from  th e ir 
m o n e ta ry  p o lic y  o b je c tiv e  o f c o n tro ll in g  in fla tio n . 
Accordingly, exchange m arket partic ipants had estab­
lished positions in Swiss francs against marks and, 
thereby, had helped the franc to hold up better against 
the do llar jus t before the period.

During February and early March, however, the Swiss 
franc did not benefit as much as the mark from the shift 
in investor preferences then taking place, and the franc 
fa iled  to keep up w ith  the  rise  of EMS cu rre n c ie s  
against the dollar. The outlook for economic growth had 
not improved as much as for Germ any and, though 
inflation was running at comparable rates, interest rates 
in Switzerland remained more than 2 percentage points 
lower than those on mark assets. Encouraged both by 
the interest rate differentials and by an easing of official 
re gu la tions  at the beg inn ing  of 1984, fo re ig n  bond 
offerings in the Swiss market picked up. The conversion

’ Japanese Ministry of Finance— United States Department of the 
Treasury Working Group, Report on Yen/Dollar Exchange Rate Issues, 
(May 1984), page 33.

Yen/Dollar Exchange Rate Issues

The Japanese Minister of Finance and the U.S. Secre­
tary of the Treasury released on May 29 a report con­
taining a broad range of policy changes. The report 
contained announcements by Japanese authorities of 
policy change in three broad areas: the Euro-yen market, 
the operation of Japan’s domestic capital market, and the 
access of foreign financial institutions to the Japanese 
capital market. In the area of the Euro-yen market, per­
haps the most important area for the internationalization 
of the yen, the authorities announced the basic com­
mitment and decisions necessary to allow for the 
development of Euro-yen bond and banking markets, 
where nonJapanese can freely invest in or borrow a 
range of yen-denominated instruments.

S pecifica lly , in the Euro-yen bond market, the 
announcement provided for the first time for the issue 
by nonJapanese corporations of yen-denominated bonds. 
Foreign issuers will face no restrictions on the number 
or size of issues and will not be required to use the 
Samurai market (Japanese domestic market for foreign 
bonds) as a prerequisite. In the Euro-yen banking 
market, the announcements include authorization for 
foreign and Japanese banks to issue short-term nego­
tiable Euro-yen certificates of deposit from their offices 
outside of Japan. On the lending side, Japanese and 
nonJapanese banks will be free to extend Euro-yen loans 
to nonresidents of Japan.

Substantial changes in domestic financial market pol­
icies were also announced by the Ministry of Finance. 
These include the removal of nonprudential restrictions 
on overseas yen lending from Japan; the elimination of 
limits on oversold spot foreign exchange positions—so- 
called swap limits; relaxation of regulations on domestic 
certificates of deposit; permitting banks to sell new types 
of large-denomination deposit instruments with market- 
determined interest rates; a plan for establishment of a 
yen-denominated banker’s acceptance market in Japan; 
and allowing qualified Japanese branches of foreign 
banks to trade Japanese government securities in the 
secondary market.

In the area of access by foreign financial institutions 
to the Japanese market, foreign banks will for the first 
time be allowed to engage in the trust banking business; 
the Tokyo Stock Exchange has begun to study ways to 
provide membership opportunities to foreign firms; and 
the Japanese authorities expressed their commitment to 
permit greater participation of foreign institutions in dis­
cussions pertaining to development of and in the imple­
mentation of financial policies.
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of these borrowings into foreign currencies put pressure 
on the Swiss franc. At the same time, m arket p ro fes­
siona ls  moved to reverse positions in Sw iss francs 
against marks established earlier. Thus, the Swiss franc, 
while climbing 71A» percent against the dollar to its high 
for the period of SF2.0940 on March 7, fell nearly 4 
percent to nearly SF0.83 in terms of the German mark.

From March on the Swiss franc moved more in line 
with other European currencies as it fe ll against the 
dollar. Swiss in terest rates rose somewhat. But, w ith 
U.S. rates also ris ing , adverse  in te rest d iffe re n tia ls  
compared with do llar assets w idened to more than 7 
percentage points for the three-m onth maturity. Thus 
cap ita l ou tflow s continued , re flec ting  borrow ings by 
Japanese corporations in particular. Thus the Swiss 
franc declined against the dollar to SF2.4760 by the end 
of July, a fa ll of 91A> percent fo r the six-m onth period. 
Against the mark, the franc dropped about 3 percent to 
around SF0.85 in the final two months of the period, 
bringing the decline for the six-m onth in terval to 6 per­
cent. By late June, se ttlem ent of a major strike in G er­
many e lim inated a factor that had tended to favor the 
Swiss franc relative to the mark. In addition, the Swiss 
franc did not benefit as did the mark from large scale 
central bank in tervention purchases.

The Swiss au thorities did not intervene during the

period. F luctuations in S w itzerland ’s fore ign currency 
reserves reflected fore ign currency swap operations to 
adjust liqu id ity in the Swiss banking system .

Sterling
Betw een F ebruary  and July, S te rlin g  ex tended  the 
decline that had taken place with only few interruptions 
since early 1981. After staging a short-lived advance as 
the dollar generally eased, in February and early March 
sterling dropped during the period 7 1A> percent against 
the do llar and 4 percent according to the Bank of Eng­
land’s trade-weighted index. During the period, Britain’s 
econom y was show ing d is tinct signs of im provem ent, 
but several questions rem ained about the im m ediate 
outlook. Economic expansion was fa r more established 
in the United Kingdom than in most o ther European 
countries, but output growth was not yet su ffic ien t to 
reverse a rise in unemployment. Inflation had stabilized 
at about 5 percent, but prices and cost pressures were 
even more subdued in some other countries so that 
B rita in ’s com pe titive  position  fa iled  to show  fu rth e r 
im provem ent. The th ree -yea r w eakening  in B rita in ’s 
nonoil trade position slowed as demand began to pick 
up in major export markets, but foreign exchange market 
p a rtic ip a n ts  co n tinued  to  p e rce ive  B r ita in ’s o ve ra ll 
external position to be vu lnerab le  to fu rther declines in 
oil prices. Thus, trading in the pound was frequently 
in fluenced by developm ents in the oil m arket, as well 
as by changes in yie ld on short-term  investm ents in 
sterling relative to those in other currencies— especially 
the dollar.

During February both in terest rate and oil market 
factors tended to favor sterling. The governm ent had 
continued to aim at m oderate ly restric tive  fiscal and 
m onetary targets, but both public sector borrow ing and 
monetary growth had been running somewhat over their 
targets for the fiscal year. At least until these economic 
indicators had come closer to the ir intended ranges, 
market partic ipants expected the pound would be sup­
ported by re la tive ly a ttractive  short-term  interest rates. 
British interest rates were substantially higher than those 
in most m ajor m arkets and close to parity w ith those 
available for U.S. dollar assets. In addition, intensifying 
m ilitary conflic t in the Persian Gulf at tim es threatened 
to in terrupt oil supplies, and the resulting upward pres­
sure on crude oil prices was expected to im prove B rit­
a in ’s current account position. Thus, sterling rose some 
61/a percent in term s of the do lla r during the month to 
a high of $1.4955 on February 29. The currency was 
not, however, identified in m arket ta lk  as one of those 
benefiting from reported shifts in portfolio capital out of 
do llar investm ents. Overall, the British currency rose 
nearly 2 percent on average to close the month at 83.3 
in terms of the Bank of England’s trade-weighted index,
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its h ighest level during the period. At the same time, 
B rita in ’s fore ign currency reserves rose $0.6 billion to 
$9.1 b illion.

A fter the end of February, sterling began to decline 
against the do lla r and o ther currencies. Unem ploym ent 
had risen steeply in January and February and there 
were fea rs— borne out in ea rly  A p ril— that industria l 
production would turn down as a result o f a m iners’ 
strike. Expectations grew  that the British authorities 
would be under pressure to lower in terest rates. Then, 
publication of s ta tis tics  show ing that sterling M3 had 
dropped w ith in its target range in the firs t two months 
of the year led m arket partic ipants to believe that the 
authorities were in a position to let in terest rates ease 
in order to stem the rise in unem ploym ent.

S te rling ’s decline was in terrupted brie fly in the after- 
math of the governm ent’s announcem ent on March 13 
of its budget and m onetary targets for 1984-85. Market 
partic ipants genera lly  praised the budget, which pro­
jected a decline in the public sector borrowing target 
and a reduced rate of m onetary expansion along with 
some corporate tax reductions and other tax support for 
s te r lin g  as the  pe riod  w ent on. Even w ith  re fo rm s. 
S terling rose as fore ign buying of British bonds and 
equities reportedly contributed to strong rallies in Lon­
don’s capita l markets.

But the exchange rate rise was soon erased when 
m arket attention reverted to the developing pattern of 
in terest rates. The Bank of England endorsed a half 
percentage point decline in the general level of short­
term in terest rates by cutting its dealing rates in two 
steps around m id-M arch. Com bined w ith the rise of 
do llar in terest rates then underway, this caused short­
term d iffe ren tia ls  vis-a-vis  the do llar to move some 2 
percentage points and to become decidedly negative for 
sterling by late March.

The w orld  oil m arket s itua tion  also provided less 
support for sterling as the period went on. Even with the 
continued fighting in the Persian Gulf, m arket partic i­
pants became less convinced of the potential for higher 
oil prices in light of apparently ample supplies. In these 
circum stances, an occasional flare-up of M iddle East 
tensions no longer caused the same surge of sterling 
buying as before, and m arket professionals, who as a 
group had been willing to hold long-sterling positions for 
a brief period in February, reestablished short positions.

Domestic labor problems also contributed to sterling’s 
w eakness at tim es. The strike  by B rita in ’s coal m iners 
was not a particu la rly  serious concern in the exchange 
m arkets at its inception in March, in view of the lim ited 
support given the m iners ’ position by unions in other 
industries and the ample coal stocks available to supply 
the coun try ’s needs. But the strike began to be viewed 
more negative ly as tim e w ent on. S terling exchange
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rates thus became more sensitive to news of the miners’ 
strike and other labor d isputes la ter in the period.

During May and June, negative in terest d iffe ren tia ls  
relative to the do llar w idened fu rther as U.S. in terest 
rates rose. M arket pa rtic ipan ts  becam e increas ing ly  
convinced that, if faced w ith the choice, B ritish au thor­
ities would let sterling depreciate rather than put further 
economic expansion at risk by raising domestic interest 
rates substantia lly. This view  was consis ten t w ith the 
perception that, at current exchange rates, production 
costs in the United Kingdom were still high re lative to 
those on the C ontinent, and that much of the growth in 
consum ption during th is  recovery  had been met by 
imports. It persisted even after the Bank of England 
endorsed  a 1/2 p e rcen tage  po in t rise  in sh o rt-te rm  
market in terest rates in early May. It was reinforced 
when, as the Bank of England announced a technical 
adjustm ent of the structure of its dealing rates in late 
June, the central bank indicated there was no need on 
monetary grounds for a general increase in in terest 
rates.

Under these conditions, which were aggravated by a 
national dock strike, sterling’s drop accelerated in early 
July, until the pound hit an a ll-tim e low of $1.2970 and 
an e ight-year low in effective term s. This drop quickly 
led to a sharp rise in interest rates in the London market 
tha t ended w ith a cum u la tive  23/4 percentage po in t
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increase in the Bank of England’s money market dealing 
rates and the major banks’ base lending rates. These 
increases restored sterling’s short-term interest rate 
advantage relative to the dollar. Subsequently, helped 
by settlement of the dock strike, sterling steadied to 
fluctuate along with other currencies against the dollar. 
Although it closed July at a new low against the dollar 
of $1.2970, it had recovered nearly 2 percent in effec­
tive terms. During the five months to end-July, Britain’s 
foreign currency reserves declined almost continuously, 
dropping $2.3 billion to $15.4 billion by the end of the 
period.

European Monetary System
During the period under review, the alignment of central 
exchange rates within the EMS remained relatively free 
from strain. Economic divergencies among the partici­
pating countries were reduced as all seven countries 
continued to implement policies aimed at reducing fiscal 
deficits, strengthening current account positions, and 
holding down inflation. Increases in wages and con­
sumer prices had decelerated during 1983 in France, 
Italy, Denmark, Belgium, and Ireland, bringing inflation 
in these countries somewhat closer to—although still 
much higher than—the low rates prevailing in Germany 
and the Netherlands. The large current account deficits 
of France, Italy, Belgium, Denmark, Ireland had all been 
substantially cut—in the case of Italy, reversed—while 
the German and Dutch surpluses remained rather stable 
by comparison.

The joint float came under some pressure in the early 
part of the period as the dollar fell from its January 
highs. Flows out of dollar assets were attracted into the 
German mark to a far greater extent than to other EMS 
currencies—reflecting sanguine assessments of the 
investment climate in Germany as well as the wider 
opportunities for inflows afforded by its relatively open 
financial system. Thus, by the beginning of February, the 
mark was trading at or near its upper limit against the 
Belgian franc, after having quickly risen to the top of the 
EMS narrow band. All of the other EMS currencies were 
also clustered near the mark at the top of the narrow 
band, except for the Italian lira which traded about 
3 V2 percent above the band within the wider limits 
established for that currency.

The German mark continued to strengthen through 
early March against all EMS currencies. The Belgian 
franc became pinned at its lower EMS limit against the 
mark. The Belgian central bank countered speculative 
pressure against its currency partly by raising its official 
lending rates one percentage point, effective February 
16. The currencies that had shared the top of the 
narrow EMS band with the mark at the beginning of the 
period dispersed through the top half of the band, and

the Italian lira moved down closer to the narrow band.
Intervention support was provided to several curren­

cies. The central banks of France, Belgium and Ireland 
financed the bulk of their official currency sales from the 
proceeds of external borrowings or other sources so that 
their foreign exchange reserves were little changed or 
even rose during the two months. Belgium also drew on 
the very short-term facility available through the Euro­
pean Monetary Cooperation Fund (EMCF). In the case 
of Italy, however, official sales of marks and dollars were 
partly reflected in a drop of foreign currency reserves 
of $0.7 billion for February and March.

Pressures within the float ebbed after the first week 
of March, as the dollar begarf rising again and inflows 
into the German mark subsided. The mark eased 
against its partner currencies and, at times, the Dutch 
guilder alternated with the mark at the top of the narrow 
band. In addition, the spread between the topmost 
currency and the Belgian franc at the bottom narrowed 
to less than one percent by the end of July.

With .the waning of tensions in the EMS, the French 
and Italian central banks were able to purchase sub­
stantial amounts of foreign currencies in the market to 
rebuild their reserve positions. Over the six-month 
period as a whole, foreign exchange reserves of these 
two countries rose on balance—by $2.4 billion equiv­
alent for France and by $0.6 billion equivalent for Italy— 
to close at $20.1 billion and $18.5 billion, respectively. 
The Belgian central bank was able to cease its inter­
vention sales of foreign currency and used the proceeds 
of further external borrowings to reduce its liabilities to 
the EMCF. Although Belgium’s foreign currency reserves 
declined by $0.5 billion during the six months to $3.1 
billion by the end of July, the decline was considerably 
smaller than its repayments of indebtedness to the 
EMCF over the six-month period.

The authorities of France, Italy and Belgium also took 
advantage of the easing of exchange-market pressures 
against their currencies to ease interest rates or, in the 
case of the first two countries, to ease foreign exchange 
controls. Money market interest rates in the three 
countries declined by V2 to 1 percentage point in the 
last four months of the period. Italy’s Trade Ministry 
reduced the extent to which Italian exporters are 
required to conduct their trade financing in foreign cur­
rencies. In France, one of the first official actions of the 
new cabinet that took power in July was to relax 
restrictions on the use of credit cards abroad, which had 
been part of the March 1983 austerity program.

By the end of July, the EMS currencies had fallen 
between 13 and 16 percent from their March highs 
against the dollar, but were only 2 to 4 percent lower 
over the six-month period as a whole. Nevertheless they 
closed at levels that represented, in most cases, all-time
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lows against the dollar. These wide movements against 
the do llar contrasted w ith the ir steadiness against one 
another. By the end of the period, the exchange rate 
structure which had been adopted in March 1983 had 
lasted longer than any other in the six year history of 
the EMS.

Canadian dollar
By the opening of the six-m onth period under review, 
the Canadian do llar had settled into a trading range 
a round C a n .$1 ,245  ($ 0 ,8 0 3 ), d raw ing  suppo rt from  
surpluses on Canada’s trade and current accounts. But 
sentiment toward the Canadian dollar deteriorated early 
in February  w hen p u b lish e d  fig u re s  revea led  tha t, 
despite an im pressive recovery during 1983, the C ana­
dian economy had not yet returned to satisfactory levels 
of production and employment and investment remained 
sluggish. Looking ahead, observers questioned whether

exports, a m ajor contribu tor to C anada ’s growth last 
year, would remain so buoyant if the econom ic expan­
sion in the United States were to moderate. They w on­
dered also if cred it dem ands would be as strong in 
Canada as they appeared to be in the United States. 
Thus, m arket pa rtic ipan ts  focused on the m onetary 
a u th o ritie s ’ po ten tia l po licy  co n flic t betw een lending 
support to fu rther econom ic grow th and incurring the 
in fla tio n a ry  c o n se q u e n ce s  o f a w e a ke n in g  in the  
exchange rate. Against th is background the currency 
showed vulnerability to selling pressure when Canadian 
short-term interest rates slipped below comparable U.S. 
rates.

Public o ffic ia ls  denied that they would welcom e a 
sharp drop in the Canadian dollar and the central bank’s 
A nnua l R e p o rt po in ted  to  the  d a nge rs  o f cu rrency  
depreciation. The central bank asserted that in the event 
of sharp downward movem ents of the Canadian dollar, 
“ the successful pursuit in Canada of increasing price 
s tab ility  requires that Canadian policy try to moderate 
the exchange rate movem ents and to offset the ir in fla ­
tionary e ffects.” 2 But, for several months, m arket par-

2Bank of Canada, 1984 Annual Report, page 8.
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ticipants perceived the Canadian authorities to be 
reluctant to allow interest rates to rise along with U.S. 
rates.

The Canadian currency was also subjected to other 
pressures during the spring. Market participants thought 
that Canadian subsidiaries of some U.S. oil companies 
would be sold and the proceeds converted into U.S. 
dollars to finance large take-over bids involving the 
parent companies. Commercial leads and lags shifted 
against the Canadian dollar. At the same time, market 
professionals sought to establish or increase short 
positions in the currency, adding further to the pressure.

Against this background, the Canadian dollar dropped 
off sharply in several waves of selling from March 
through July. The pressures were particularly intense in 
June and early July when a change in the leadership 
of the governing party and the prospect of national 
elections in September stimulated renewed debate on 
interest and exchange rate policy. During this episode 
the Canadian currency dropped to an all-time low of 
Can.$1.3368 ($0.7481). The Bank of Canada intervened 
in the exchanges to resist this decline.

Meanwhile, Canadian money market interest rates 
ratcheted upward and the Bank of Canada’s bank rate

rose to a peak of 13.26 percent in the middle of July, 
even after U.S. money market rates had started to ease. 
These movements pushed interest rates on Canadian 
dollar assets significantly above those on U.S. dollar 
assets and buoyed the currency. Market sentiment was 
also encouraged by the waning of public debate over 
exchange rate and interest rate policy. As market par­
ticipants’ earlier concerns that the currency would 
depreciate lifted, the Canadian dollar recovered some 
of its ea rlie r decline . It c losed the period at 
Can.$1.3094, down 5 percent on balance against the 
dollar over the period.

The Canadian authorities drew heavily on the ir 
reserve position to finance intervention to support the 
Canadian dollar from February to June, but they were 
able to buy back reserves in July. Their foreign currency 
reserves were supplemented as needed by borrowings 
of U.S. dollars on credit lines with Canadian and foreign 
banks, totaling $1.4 billion, as well as by net borrowings 
in other foreign currencies equivalent to $0.6 billion. 
Canada’s foreign currency reserves nevertheless 
declined from the end of January to the end of April, 
falling $1.1 billion to $1.7 billion before returning to $2.7 
billion by the close of the period.

42 FRBNY Quarterly Review/Autumn 1984
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



PUBLIC INFORMATION MATERIALS

The Federal Reserve Bank of New York has published 
a 40-page annotated listing of educational m ateria ls 
presently available from the 12 Reserve Banks and the 
Board of Governors. Entitled Public In form ation M ate ­
rials, the booklet describes publications, films, filmstrips, 
and v ideo tapes  dea ling  w ith  bank ing  and fin a n c ia l 
matters— ranging from monetary policy and international 
econom ics to bank operations and consum er in fo rm a­
tion.

A thumbnail sketch is provided for each of more than 
300 separate items, including the level of sophistication 
of the expected audience and costs of the m ateria l, if 
any. The booklet should be of particu lar in te rest to 
teachers and extremely useful in helping to supplement 
econom ic course curricu la  and teaching m ateria ls. It is 
available free of charge. Write to the Public Information 
Departm ent, Federal Reserve Bank of New York, 
33 Liberty S treet, New York, N.Y. 10045.
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