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Accurate forecasts of inflation are important to policymakers and to individuals who must make decisions on the basis of expectations about the future purchasing power of the dollar.

Recent research on forecasting inflation has shown that interest rates, by themselves, may provide useful information about future inflation. In this article, Kenneth M. Emery and Evan F. Koenig investigate whether interest rates contain information about future inflation beyond that found in traditional inflation-forecasting models. In other words, does adding interest rates to traditional inflation models enhance the models' forecasting ability? Emery and Koenig find that including interest rates does significantly improve the forecasting ability of traditional models. They also find, in contrast to recent research focusing on the forecasting ability of interest rates in isolation, that the information content of interest rates did not diminish in the 1980s.

Emery and Koenig point out that whether the historical forecasting ability of interest rates can be exploited by policymakers is problematic. Because interest rates reflect expectations of future monetary policy, if the Federal Reserve were to begin relying more on interest rates as a guide to policy, the relationship between interest rates and inflation would likely change.
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News about foreign-made counterfeit products that range from pharmaceuticals to tennis shoes and about processes that have been copied without payment of royalties to patent holders has become commonplace. Many of these appropriations of intellectual property originate in developing countries, where intellectual property laws and enforcement have traditionally been less restrictive than in developed countries. These differences between the North—the developed countries that produce most intellectual property—and the South—the developing countries that consume more than they produce—have generated much international friction.
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Recently, however, some developing countries have begun to tighten these laws and their enforcement. A few analysts have been quick to explain why: these countries are simply reacting to increasingly tough U.S. pressure. But are they? Not all countries under the most intense U.S. pressure have reacted to it, and there is a difference between those that have and those that have not. The difference turns out to be these individual countries' own trade policies.

Focusing primarily on the experiences of Latin American countries, William C. Gruben shows how and why a nation's own trade policy influences its intellectual property laws and enforcement and why conventional arguments about U.S. trade pressures may be only part of the story. Gruben shows why developing countries that practice strong trade protectionism are motivated toward weak intellectual property protection, but those that have liberalized trade may find strong intellectual property protection more attractive.
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Throughout much of the 1980s, wage inequality increased in the United States. Previous research has found that a rise in earnings by educational level and increased wage dispersion across occupations were important factors in the rise in wage inequality. Researchers, however, have noted that much of the rise in wage inequality was left unexplained by the demographic and industry factors that they examined. In this study, Keith R. Phillips extends the analysis by examining the impact on wage inequality of a divergence in regional wages that occurred during the 1980s.

The author finds that regional shocks, such as the recessions in the oil and farm belts, pushed wages lower in these below-average-wage areas, and increased defense spending pushed up wages in many above-average-wage areas. While these regional shocks increased overall wage inequality, Phillips finds that regional wage divergence accounted for only 2.1 percent to 5 percent of the rise in national wage inequality. Other factors, such as increased wage dispersion across educational and occupational groups and a reduction in the male-female wage gap, played larger roles.
Do Interest Rates Help Predict Inflation?

The primary responsibility of a central bank is to preserve the value of its nation's currency. In the United States, the Federal Reserve System attempts to meet this responsibility by pursuing monetary policies that promote economic growth without fueling inflation. Achieving sustained noninflationary growth is complicated by the fact that changes in monetary policy affect the economy with a lag. Thus, the successful conduct of monetary policy requires reliable forecasts of both inflation and economic activity.

A plot of the three-month U.S. Treasury bill rate and subsequent quarterly inflation suggests that interest rates may contain information about future inflation (Figure 1). Indeed, recent research indicates that movements in interest rates are helpful in predicting inflation (Bernanke 1990; Fama 1990; Mishkin 1990a, 1990b; Frankel and Lown 1991). Interest rate movements may, therefore, provide the Federal Reserve with information useful in conducting monetary policy. In fact, some monetary policymakers (Johnson 1988) have advocated a strategy for conducting policy based on monitoring several financial variables, including interest rates.

While the studies cited above have addressed the question of whether interest rates, by themselves, help predict inflation, more relevant to policymaking is the question of whether adding interest rates to traditional models for forecasting inflation yields any improvement in the models' forecasting ability. This article examines whether interest rates provide information about inflation beyond that contained in traditional models. For two reasons we focus on inflation as measured by the consumer price index (CPI). First, existing studies of the predictive content of interest rates use the consumer price index almost exclusively. Second, because they are not distorted by transitory shifts in the composition of output, fixed-weight indexes like the consumer price index give a more accurate picture of near-term changes in the cost of living than do variable-weight indexes.

The first section of the article reviews the economic intuition underlying the connection between interest rates and inflation. The second section presents evidence of the power of interest rates, by themselves, to predict near-term inflation. Consistent with previous studies, we find that although interest rates are quite helpful in explaining movements in inflation during the 1960s and

Figure 1
Three-Month Treasury Bill Rate and CPI Inflation
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Table 1

Inflation and Interest Rates

<table>
<thead>
<tr>
<th></th>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DV</td>
<td>3M</td>
</tr>
<tr>
<td>A. ( \pi )</td>
<td>.000</td>
<td>.034</td>
</tr>
<tr>
<td>B. ( \pi )</td>
<td>.733</td>
<td>.920</td>
</tr>
<tr>
<td>C. ( \Delta \pi )</td>
<td>.006</td>
<td>.000</td>
</tr>
<tr>
<td>D. ( \Delta \pi )</td>
<td>.146</td>
<td>.862</td>
</tr>
</tbody>
</table>

Sample periods

A. 1959:1-1979:4
C. 1959:1-1979:4

Definitions

DV = dependent variable in the regression.
\( \pi \) = change logarithm of the consumer price index.
\( \Delta \pi \) = change in \( \pi \).
3M = interest rate on three-month Treasury bills.
3MFF = difference between 3M and the federal funds rate.
10Y3M = difference between the interest rate on ten-year Treasury bonds and 3M.
JOINT = marginal significance level from a test of the hypothesis that the coefficients of all interest rate variables are equal to zero.

NOTE: All regressions were carried out using the RATS regression package, Version 3.0.

1970s, the explanatory power of interest rates markedly deteriorates in the 1980s. The third section of the article specifies traditional inflation-forecasting models and examines whether including interest rates in these models results in additional explanatory power. We find that short-term interest rates do possess marginal explanatory power in the pre-1980 sample. Furthermore, this increased explanatory power does not disappear during the 1980s. Indeed, we find that long-term interest rates also become significant during the 1980s. The fourth section of the article examines the real-time forecasting performance of the most general of our inflation models. Four versions of this general model are considered—versions meant to explain the level of inflation and the change in inflation, both with and without the help of interest rates. We find that better inflation forecasts are obtained from models that explain the change in inflation than from models that explain the level of inflation. Moreover, we find that interest rates improve our ability to predict near-term changes in inflation. We conclude by interpreting our findings and discussing their implications for policy.

The relationship between interest rates and inflation

In general, the expected real return on a loan equals the nominal return less the expected rate of inflation. Turning this relationship around,

\[
\pi_r^e = i_{t-1} - r^e_{t-1},
\]

where \( i_{t-1} \) is the market interest rate at time \( t-1 \), \( r^e_{t-1} \) is the expected real interest rate at time \( t-1 \), and \( \pi_r^e \) is the expected rate of inflation between period \( t-1 \) and period \( t \). If the expected real

Federal Reserve Bank of Dallas
interest rate is constant, then movements in expected inflation will be reflected, one for one, in movements in the market interest rate. More generally, as long as the expected real interest rate is not correlated with the market interest rate, analysts can infer a 1-percentage-point increase in expectations of inflation from a 1-percentage-point increase in the market interest rate. Of course, insofar as analysts are able to find variables that control for movements in the expected real interest rate, they will be able to improve the accuracy of their estimates of expected inflation. However, even exact estimates of expected inflation are of little use unless expected inflation is, in turn, an accurate indicator of realized inflation.

Similarly, the expected change in inflation is

\[ \pi_i - \pi_{i-1} = (l_i - l_{i-1}) - (r_{i-1} - r_{i-2}) \]

where \( \pi_{i-1} \) represents the realized rate of inflation between period \( t-2 \) and period \( t-1 \) and where \( (r_{i-1} - \pi_{i-1}) \) is the ex post real rate of return on a loan made in period \( t-2 \) that matures in period \( t-1 \). If expected changes in the real interest rate are not correlated with changes in the real market interest rate—as will be the case, for example, when the real interest rate follows a random walk—then a 1-percentage-point increase in the market interest rate can be used to infer a 1-percentage-point increase in expectations of the change in inflation. Variables correlated with the expected change in the real interest rate will allow analysts to control for the change in the real rate and thereby improve their forecasts of the market expectation of the change in inflation. This market expectation may or may not be a good predictor of the actual change in inflation.

Before moving on to further analysis of the additional predictive content of nominal interest rates, we briefly review the evidence that movements in nominal interest rates, by themselves, can help predict future inflation or future changes in inflation.

**Inflation and interest rates: the existing evidence**

A study by Fama (1975) first showed that interest rates might be useful for predicting inflation. For the period from 1953 through 1971, Fama found that the level of one- to six-month Treasury bill rates provided information about future inflation beyond that contained in lagged values of inflation. Additionally, Fama's results suggested that all the variation in one- to six-month nominal Treasury bill rates during this period was due to variation in expected inflation, rather than variation in expected real interest rates.

Hess and Bicksler (1975) showed that Fama's finding of a constant real rate of interest was specific to the sample period he examined. However, Fama's other result—that market interest rates provide information about future inflation beyond that obtained from lagged values of inflation—has been confirmed by subsequent studies (Fama and Gibbons 1982, 1984).

Table 1 demonstrates the usefulness of interest rates in explaining inflation and changes in inflation. Line A, for example, summarizes results obtained when quarterly CPI-inflation data from the first quarter of 1959 through the fourth quarter of 1979 are regressed on three lagged values of inflation and several interest rate measures.\(^1\) The interest rate measures are the three-month Treasury bill rate, six lags of the difference between the three-month Treasury bill rate and the federal funds rate, and five lags of the difference between the ten-year Treasury bond rate and the three-month Treasury bill rate.\(^2\) If the expected real interest rate were constant over the 1959–79 period (apart from white noise) and if market

---

\(^1\) Inflation is measured as the logarithmic difference of the data series CPI-UX (U.S. Bureau of Labor Statistics), which treats housing costs on a rental-equivalence basis. Two dummy variables were included in the regressions to capture the impact of the Nixon Administration wage and price controls. The first dummy variable is unity over the actual period of price controls (1971:3–1972:4), and the second dummy variable is unity over the period immediately following the price controls (1973:1–1974:4).

\(^2\) All interest rates are quarterly averages. We used Akaike's final prediction error (FPE) criterion to choose the appropriate lag length for each right-hand-side variable. The FPE statistic (Akaike 1969) measures a regression's mean-square prediction error. We used the FPE statistic, along with a methodology outlined by Hsiao (1981), to determine the order in which lag-length selections were made. A maximum of eight lags was allowed.
expectations of inflation differed from realized inflation by only a white-noise error, then equation 1 would imply a coefficient of unity on the three-month Treasury bill rate and zero coefficients on all other right-hand-side variables. In fact, the coefficient on the three-month T-bill rate is estimated precisely and is within one standard error of unity, but lagged inflation and the interest rate spreads also have significant explanatory power for inflation. Apparently, ex post real returns were correlated with both lagged inflation and lagged interest rate spreads over the 1959–79 period.

A number of studies have suggested that the relationship between interest rates and inflation has broken down or, at least, changed since 1979. This shift in the interest rate–inflation relationship is illustrated on line B of Table 1, which presents results from a regression of inflation on lagged inflation and several interest rate measures over the period from the first quarter of 1980 through the second quarter of 1991. Note that over this later sample period, none of the interest rate measures help to explain movements in inflation.

Similar results are obtained when one substitutes the change in inflation for the level of inflation in the regression equations. During the pre-1980 period, both the level of the three-month Treasury bill rate and the spread between the three-month Treasury bill rate and the federal funds rate have significant marginal explanatory power for changes in inflation (line C). After 1979, this explanatory power disappears (line D).

What accounts for the changed relationship between market interest rates and inflation since 1980? Broadly speaking, only two explanations are possible. Either the relationship between actual inflation and expected inflation or the correlation between movements in nominal interest rates and movements in real interest rates must have been different during the 1980s compared with the 1970s. Evidence exists to support each of these views (which, after all, are not mutually exclusive). Thus, for example, Evans and Lewis (1991) and Raymond and Rich (1992) have presented empirical results suggesting that inflation policy is subject to discrete “regime shifts.” During the 1970s, according to these two studies, there may have been a systematic tendency for realized inflation to exceed expectations of inflation. This apparent bias in expectations would be rational if, over this period, people had felt that the Federal Reserve might soon adopt a stronger anti-inflationary stance. Beginning in late 1979, according to many observers, the Federal Reserve did indeed launch a campaign to bring down the rate of inflation. Therefore, the seeming bias in inflationary expectations likely was eliminated, or even reversed in sign, after 1979. Thus, a plausible case can be made for a sudden shift in the relationship between expected inflation (the inflation incorporated into market interest rates) and realized inflation (the inflation we are attempting to explain in our regression equations).

The view that the correlation between nominal interest rates and real interest rates may have been altered has received indirect support from empirical studies documenting a shift in the relationship between nominal interest rates and real economic activity—a shift that apparently occurred at about the same time as the shift in the relationship between nominal interest rates and inflation. Bernanke (1990) documents the changed relationship between interest rates and real activity and discusses financial innovations that may have been responsible for the change. Expected real returns, though not directly observable, are thought to be closely related to movements in real economic activity (Chapman 1991).

In summary, existing studies indicate that over some sample periods, interest rates and interest rate spreads have provided information useful in explaining or predicting movements in inflation. However, these studies have only examined whether market interest rates have explanatory or predictive power beyond that evident in the history...
of inflation itself. In the analysis that follows, we adopt a more stringent test of the usefulness of interest rates in predicting inflation. In particular, we examine whether market interest rates provide information about price movements beyond the information included in variables traditionally used to forecast inflation. Besides interest rates, the variables we consider are measures of money growth, the velocity of money, the relative price of energy, productivity-adjusted wages, and output-market slack. We first estimate empirical models that rely solely on these non-interest-rate variables, then test whether adding interest rates to the models significantly improves their performance.

**Specification of traditional inflation models**

Most economists would agree that over the long term, inflation is determined by the rate of money growth relative to the rate of potential output growth. There is considerably less consensus about the factors that influence near-term movements in inflation. Two paradigms, the monetarist and Phillips-curve approaches, have dominated the empirical literature on near-term movements in inflation. In the monetarist paradigm, inflation is caused by money-supply growth in excess of money-demand growth—in other words, by “too much money chasing too few goods.” In monetarist models, past money growth is the primary determinant of near-term movements in inflation. The Phillips-curve paradigm, in contrast, attributes near-term movements in inflation to variations in excess demands on the labor or output markets. In Phillips-curve models, variables that proxy for the gap between current output and the full-employment level of output play an important role in determining inflation.

We estimate variants of both monetarist and Phillips-curve models, as well as a general model that draws upon both paradigms. Estimating several inflation models allows us to determine whether our results are robust with respect to model specification. Testing for robustness is important, given the current lack of consensus about which inflation paradigm is superior.

**A monetarist model of inflation.** A typical monetarist model of inflation takes the form

$$\pi_t = a + \sum b_i \pi_{t-i} + \sum c_i M_{t-i} + \sum d_i E_{t-i}$$

where \(\pi\) is inflation, \(M\) is money growth, \(E\) is an energy-shock variable, and the lowercase letters denote parameters to be estimated. We use the logarithmic difference of the M2 monetary aggregate as our measure of money growth and use the growth rate of the producer price index for fuels and energy relative to the overall producer price index as our energy-shock variable. All data are quarterly, running from 1959 through the second quarter of 1991.

Before equation 2 can be estimated, several technical issues need to be addressed. The first concerns appropriate lag lengths for the right-hand-side variables in the equation. Choosing a model with lags that are too short can result in biased estimates, while choosing lags that are too long can result in inefficiency. We relied upon Akaike’s (1969) final prediction error (FPE) criterion to select the appropriate lag length for each right-hand-side variable in our regressions.

A second technical issue is the stationarity of the regressors in equation 2. If any of its right-hand-side variables have nontrivial trends, then misleading conclusions may result from hypothesis testing. For this reason, Dickey–Fuller tests were used to ensure that all right-hand-side variables entered in (2) are stationary. These tests gave ambiguous results for the stationarity of inflation. Therefore, (2) was estimated twice: once with inflation as the dependent variable and once with the change in inflation as the dependent variable.

---

6 The exception is Bernanke (1990), who also includes a history of the U.S. Commerce Department’s index of leading indicators.

* We also examined monetarist models using the St. Louis monetary base, rather than M2, and found no qualitative differences in results. Separately, we examined models in which the energy-shock variable was the growth rate of consumer energy costs relative to overall consumer prices, rather than the growth rate of producer energy costs relative to overall producer prices. Again, we found no qualitative differences in results.

7 A time series random variable is said to be stationary if its distribution does not depend on time.

8 Differencing a random variable that is nonstationary with a single unit root ensures stationarity.
Table 2

Traditional Inflation Models

A. Monetarist Model

<table>
<thead>
<tr>
<th>DV</th>
<th>DV</th>
<th>̇E</th>
<th>̇M</th>
<th>Marginal Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇π</td>
<td>.000</td>
<td>.000</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Δ ̇π</td>
<td>.000</td>
<td>.000</td>
<td>.002</td>
<td></td>
</tr>
</tbody>
</table>

B. Phillips-Curve Model

<table>
<thead>
<tr>
<th>DV</th>
<th>DV</th>
<th>̇E</th>
<th>GAP</th>
<th>̇M</th>
<th>Marginal Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇π</td>
<td>.000</td>
<td>.000</td>
<td>.013</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Δ ̇π</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.006</td>
<td></td>
</tr>
</tbody>
</table>

C. General Encompassing Model

<table>
<thead>
<tr>
<th>DV</th>
<th>DV</th>
<th>̇W</th>
<th>̇E</th>
<th>GAP</th>
<th>̇M</th>
<th>Marginal Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇π</td>
<td>.000</td>
<td>.018</td>
<td>.000</td>
<td>.093</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Δ ̇π</td>
<td>.000</td>
<td>.251</td>
<td>.000</td>
<td>.024</td>
<td>.114</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DV</th>
<th>̇E</th>
<th>GAP</th>
<th>V2</th>
<th>̇M</th>
<th>R²</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇π</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>.833</td>
</tr>
<tr>
<td>Δ ̇π</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>.433</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DV</th>
<th>̇W</th>
<th>̇E</th>
<th>GAP</th>
<th>V2</th>
<th>̇M</th>
<th>R²</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇π</td>
<td>3</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>.856</td>
<td></td>
</tr>
<tr>
<td>Δ ̇π</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>.473</td>
<td></td>
</tr>
</tbody>
</table>

Sample period: 1959:1–1991:2

Definitions

- ̇E = change in the logarithm of the relative price of energy in the producer price index.
- ̇M = change in the logarithm of the M2 monetary aggregate.
- GAP = difference between the logarithm of GNP and the logarithm of potential GNP.
- V2 = logarithm of the velocity of M2.
- ̇W = change in the logarithm of the ratio of compensation per hour to output per hour in the nonfarm business sector.

NOTE: For further explanations, see Table 1.

Results are presented in Table 2, part A.

The explanatory power of the monetarist models is quite high. Clearly, both lagged money growth and lagged energy prices help explain movements in inflation. In neither regression is serial correlation or heteroskedasticity of the errors a problem. Furthermore, traditional F tests do not provide evidence of a structural break in either model.\


An attractive feature of their approach is that it makes explicit the importance of money growth for long-term trends in inflation, while allowing excess demand for output to influence move-
ments in inflation over the near term.

Hallman et al. write inflation as a function of lagged inflation and of the gap between the current price level, $P$, and the long-run equilibrium price level, $P^*$.\(^1\) The equilibrium price level is defined as the price level consistent with the current outstanding stock of M2, the average velocity of M2 ($V^2$), and the current value of potential, or full-employment, real output.\(^2\) Formally,

$$P^* = M2 + V2^* - Q^*,$$

where $Q^*$ is potential real output and all variables are in logarithmic form.

According to the equation of exchange,

$$P = M2 + V2 - Q,$$

where $V2$ is the current velocity of M2 and $Q$ is the current level of output. Clearly, if the velocity of M2 tends to revert to $V2^*$ and if output tends to revert to $Q^*$, then the price level will converge to $P^*$, Hallman, Porter, and Small argue that this convergence is described by the equation

$$\Delta \pi = -b(P - P^*),$$

where $\Delta \pi$ is the change in inflation and $b$ is a fixed, positive parameter. From the equation of exchange, (4) can be rewritten as

$$\Delta \pi = -b(V2 - V2^*) - (Q - Q^*).$$

or, more generally, as

$$\Delta \pi = a - bV2 + c(Q - Q^*),$$

where $a$ is defined as $bV2^*$. Equations 5 and 6 are equivalent if $c$ equals $b$.

We estimated not only a version of the Phillips-curve model with the change in inflation as the dependent variable, as in equation 6, but also a version with the level of inflation as the dependent variable. In both cases, lagged values of the dependent variable were allowed to enter as right-hand-side variables. We used gross national product as our measure of output. Estimates of potential output came from the Board of Governors of the Federal Reserve System. As with the monetarist models, an energy-shock variable and dummy variables for the Nixon wage and price controls were included in the regressions. The Akaike criterion was used to select lag lengths, and Dickey-Fuller tests were applied to ensure stationarity of the right-hand-side variables. Like Hallman, Porter, and Small, we found that both M2 velocity and the output gap are stationary. Heteroskedasticity and serial correlation did not appear to be a problem.\(^3\) Results are presented in Table 2, part B.

The explanatory power of the inflation-level version of the Phillips-curve model, as measured by its $R^2$, is similar to that of the corresponding monetarist model. The inflation-change version of the Phillips-curve model, on the other hand, has somewhat greater explanatory power than does the corresponding monetarist model. Each right-hand-side variable in the Phillips-curve model makes a significant contribution to the explanation of the change in inflation. Every right-hand-side variable except the velocity of money makes a significant contribution to the explanation of the level of inflation.

A general encompassing model of inflation. The final inflation model we estimate includes both monetarist and Phillips-curve variables. The

---

\(^{1}\) Strictly speaking, the Hallman-Porter-Small derivation goes through only if $P$ is an implicit deflator for some measure of aggregate output. As a practical matter, however, movements in the consumer price index are highly correlated with those in the implicit gross national product deflator and gross domestic product deflator. Consequently, one might reasonably expect that the set of variables that help explain movements in the implicit deflators would also help explain movements in the CPI.

\(^{2}\) Mehra (1989) advocates an alternative definition of the long-run equilibrium price level. Mehra's analysis leads to an inflation equation that includes the change in money's opportunity cost as a right-hand-side variable. Because changes in the opportunity cost of holding money are highly correlated with changes in interest rates, Mehra's analysis provides a rationale for including interest rate measures in the inflation equation that is an alternative to the rationale sketched earlier in this article.

\(^{3}\) F tests yielded strong evidence against the structural stability of the Phillips-curve model estimated in levels form but no evidence against structural stability of the model estimated in changes form. Accordingly, although we present results for both forms of the model, we place greater emphasis in our analysis on results obtained from the inflation-change regressions.
motivation for estimating a general model of this type comes from recent findings that models including both monetarist and Phillips-curve characteristics significantly outperform narrower models (Haslag and Ozment 1991; Mehra 1990). Besides lagged values of the dependent variable (either the level of inflation or the change in inflation), money growth, and the output gap, we include lagged values of M2 velocity, lagged energy-price shocks, and lagged values of a measure of labor costs as right-hand-side variables.13 Dummy variables for the Nixon wage and price controls complete the model. There is no evidence of a structural break in the general model, regardless of whether the model is formulated in terms of the level of inflation or the change in inflation. There is also no evidence of serial correlation or heteroskedasticity. Results are presented in Table 2, part C.

According to the table, the general model explains a somewhat higher proportion of the variation in the level of inflation than do the monetarist and Phillips-curve models. Most of this incremental explanatory power comes from productivity-adjusted wages. The inflation-change version of the general model performs no better than does the corresponding Phillips-curve model. However, money growth helps significantly in explaining variations in both the level of inflation and the change in inflation, and the velocity variable is now insignificant in the changes regression. In the changes regression, unlike the inflation-level regression, wage growth contributes little explanatory power.

Additional information content of the interest rate variables

To examine the marginal information content of interest rates for future inflation, we added

13 The labor-cost measure is defined as the growth rate of compensation per hour relative to output per hour in the nonfarm business sector. Mehra (1990) and Haslag and Ozment (1991) include similar labor-cost measures in their analyses.
lagged values of three interest rate measures to the right-hand sides of our inflation models. These measures were the level of the three-month Treasury bill rate (3M), the spread between the three-month Treasury bill rate and the federal funds rate (3MFF), and the spread between the ten-year Treasury bond rate and the three-month Treasury bill rate (10Y3M). The three-month rate was included because economic theory suggests that the rate incorporates market expectations of inflation over the coming quarter (compare with equation 1). The spread between the ten-year bond rate and the three-month bill rate was included because previous research indicates that this spread is closely related to future growth in real economic activity and, hence, might control for movements in expected real interest rates (Bernanke 1990; Estrella and Hardouvelis 1991). The spread between the three-month Treasury bill rate and the federal funds rate was included partly for completeness and partly because the federal funds rate is the interest rate that is most nearly under the control of the monetary authority.

In each regression equation, both the constant term and the coefficients on the interest rate variables were allowed to differ between the pre-1980 and post-1979 sample periods. This split was introduced because formal F tests indicated that the coefficients on some interest rate variables in the monetarist and Phillips-curve models shifted beginning in 1980. A split was allowed even in the general model, which showed no evidence of a structural shift, because we wanted to examine whether interest rates played a less important role in explaining movements in inflation during the 1980s than during the 1960s and 1970s. (Recall that in regressions involving only interest rates and the lagged level of inflation or change in inflation, we found evidence that the marginal explanatory power of interest rates declines after 1979.) Coefficients on non-interest-rate variables were constrained to be equal across the entire 1959–91 period.

We found that in the pre-1980 period, the short end of the interest rate yield curve has substantial marginal explanatory power for both the level of inflation and the change in inflation, while the long end of the yield curve does not. In the post-1979 period, both short-term and long-term interest rates help to explain movements in inflation. Our general encompassing model with interest rates apparently dominates the interest-rate-augmented monetarist and Phillips-curve models, not only in terms of its structural stability but also in terms of its ability to explain inflation. In the general model, a yield curve that is steep at its long end tends to signal low, and declining, near-term inflation.

**Impact of interest rates on the monetarist model.** According to Table 3, adding interest rates to the monetarist model of the level of inflation raises the $R^2$ of the regression equation to 0.88. Over the pre-1980 period, the three interest rate measures are jointly significant at well under the 5-percent level. Over the post-1979 period, the joint significance level falls to 0.02 percent, indicating that the marginal explanatory power of interest rates increased during the 1980s. Most of the marginal explanatory power of interest rates over the early sample period is accounted for by the level of the three-month interest rate, though the spread between the three-month rate and the federal funds rate is also significant at the 10-percent level. The spread between the ten-year and three-month interest rates—representing the slope of the long end of the yield curve—does not contribute significant marginal explanatory power until the 1980s.16

---

15 Lags on the non-interest-rate variables were held fixed at lengths determined by Akaike’s FPE criterion as applied to the monetarist, Phillips-curve, and general models without interest rates. The Akaike criterion was applied separately to the pre-1980 and post-1979 interest rate variables to determine the optimal number of lags of these variables to be included in the regression equations.

16 One explanation for this result—and similar results reported later in the article—can be provided within the context of a model (such as that of Mehra 1989, 1990) in which the opportunity cost of holding money is one determinant of inflation. During the 1960s and 1970s, when deposit rate ceilings were generally binding, the opportunity cost of holding money principally varied with short-term interest rates. Once deposit rate ceilings were abolished, banks were free to change deposit rates in response to movements in loan rates—which are relatively long-term—and the opportunity cost of holding money became a function of the spread between long-term and short-term market rates.
### Table 4
**Interest Rates and the Phillips-Curve Model**

**A. Interest Rate Variables**

<table>
<thead>
<tr>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>3M 3MFF 10Y3M</td>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>3M 3MFF 10Y3M</td>
</tr>
<tr>
<td>( \pi ) .020 .018 .314 .011</td>
<td>3 4 1</td>
<td>.082 .778 .012 .011</td>
<td>1 1 1</td>
</tr>
<tr>
<td>( \Delta \pi ) .542 .422 .774 .413</td>
<td>1 2 1</td>
<td>.589 .026 .001 .001</td>
<td>1 3 2</td>
</tr>
</tbody>
</table>

**B. Non-Interest-Rate Variables**

<table>
<thead>
<tr>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>DV 3M 3MFF 10Y3M</td>
</tr>
<tr>
<td>( \pi ) .001 .000 .766 .055</td>
<td>3 8 1</td>
</tr>
<tr>
<td>( \Delta \pi ) .000 .000 .019 .004</td>
<td>2 8 6</td>
</tr>
</tbody>
</table>

### Table 5
**Interest Rates and the General Encompassing Model: Split-Sample Interest Rate Coefficients**

**A. Interest Rate Variables**

<table>
<thead>
<tr>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>3M 3MFF 10Y3M</td>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>3M 3MFF 10Y3M</td>
</tr>
<tr>
<td>( \pi ) .015 .051 .990 .007</td>
<td>1 3 1</td>
<td>.049 .002 .097 .000</td>
<td>1 3 2</td>
</tr>
<tr>
<td>( \Delta \pi ) .596 .037 .700 .093</td>
<td>1 4 1</td>
<td>.877 .013 .001 .001</td>
<td>1 3 2</td>
</tr>
</tbody>
</table>

**B. Non-Interest-Rate Variables**

<table>
<thead>
<tr>
<th>Marginal Significance Level</th>
<th>Number of Lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV 3M 3MFF 10Y3M JOINT</td>
<td>DV 3M 3MFF 10Y3M</td>
</tr>
<tr>
<td>( \pi ) .586 .012 .000 .628 .022 .003</td>
<td>3 6 8 1 2 1</td>
</tr>
<tr>
<td>( \Delta \pi ) .000 .286 .000 .621 .751 .001</td>
<td>2 1 8 1 1</td>
</tr>
</tbody>
</table>
When interest rates are added to monetarist variables in an attempt to explain changes in inflation, the $R^2$ of the monetarist equation rises from 0.43 to 0.56. Collectively, the interest rate measures help significantly in explaining changes in inflation during both the early and the late sample periods. As in the inflation-level regression, the bulk of interest rates’ marginal explanatory power during the early sample period comes from the short end of the yield curve. During the 1980s, the long end of the yield curve also makes a significant contribution.

**Impact of interest rates on the Phillips-curve model.** Results for the Phillips-curve model (Table 4) are qualitatively similar to those for the monetarist model. Including interest rates in the Phillips-curve equation for the level of inflation raises the equation’s $R^2$ from 0.83 to 0.86 and raises the $R^2$ of the Phillips-curve equation for the change in inflation from 0.48 to 0.57. In the levels regression, only short-term interest rates have significant marginal explanatory power in the early sample period, while it is principally the slope of the long end of the yield curve that helps explain movements in inflation during the 1980s. In the regression for the change in inflation, none of the interest rate measures are statistically significant during the early sample period, but the slopes of both the short end and the long end of the yield curve have substantial explanatory power during the 1980s.

**Impact of interest rates on the general encompassing model.** Including interest rates in the general encompassing model of inflation raises the $R^2$ of the levels regression from 0.86 to 0.89 and raises the $R^2$ of the changes regression from 0.47 to 0.56. (Compare Table 5 with Table 2.) In both the pre-1980 and the post-1979 segments of the 1959–91 sample period, measures of short-term interest rates help substantially in explaining movements in the level of inflation and the change in inflation. In contrast, the slope of the long end of the yield curve is of little help in explaining movements in the level of inflation or the change in inflation until after 1979. Table 6 shows that when the coefficients of the interest rate variables are constrained to be constant over the sample period, all three interest rate measures make a statistically significant contribution to both the level-of-inflation and the change-in-inflation regressions.

Including interest rates among the right-hand-side variables in the regression equations for the general encompassing model has important effects on the explanatory power of both the output gap and the velocity of money. The explanatory power of the output gap for the level of inflation is weakened by the inclusion of interest rates, while that of velocity is markedly strengthened.7 (Compare Tables 5 and 6 with Table 2.) In the inflation-change version of the general encompassing model, adding interest rates markedly reduces the explanatory power attributable to the output gap. The velocity variable remains insignificant.

**Inflation and the slope of the yield curve.** Is a steep yield curve a signal of high inflation or of low inflation? Is a steep yield curve a signal of rising inflation or of falling inflation? One can determine the long-run effect of a change in the steepness of the yield curve on predicted inflation, or on the predicted change in inflation, by using the sum of the coefficients attached to lagged values of the interest rate spread. In our estimate of the levels version of the general encompassing model, this sum of coefficients is 0.891 (with standard error 0.346) for the spread between the three-month rate and the federal funds rate and is −0.403 (with standard error 0.175) for the spread between the ten-year rate and the three-month rate. Thus, a three-month interest rate that is high relative to the federal funds rate signals a high near-term rate of inflation, while a ten-year interest rate that is high relative to the three-month rate signals a low near-term rate of inflation.

One interpretation of these results is that bond market participants expect the Federal Reserve to raise the federal funds rate quickly when near-term inflation threatens to be high. Because the three-month rate is more responsive to expected near-term movements in the federal funds rate than is the ten-year rate, the prospect of an increase in the federal funds rate raises the

---

7 This statement also applies to the Phillips-curve model (Compare Table 4, part B, with Table 2, part B.)
three-month rate relative to both the current funds rate and the ten-year rate.\footnote{See McNeese (1969, 33). Alternatively, a large spread between long-term and short-term interest rates may signal a low opportunity cost of holding money and, hence, a low velocity of money. A low velocity of money tends to imply a low equilibrium price level for any given money supply, putting downard pressure on near-term inflation. The problem with this explanation is that velocity is already included as a separate right-hand-side variable in the level-inflation regression.}

In the regression explaining changes in inflation, inflation tends to rise more slowly in the future, the steeper is the long end of the yield curve. Thus, the sum of the estimated coefficients attached to lagged values of the spread between ten-year and three-month interest rates is -0.368, with standard error 0.158. Again, a possible interpretation is that the Federal Reserve is thought to be more likely to drive down near-term interest rates when inflationary pressures are waning than when inflationary pressures are building.

\section*{Out-of-sample forecasts}

The following section analyzes the forecasting performance of the general encompassing models of the level of inflation and the change in inflation. The analysis compares the forecasting performance of models with interest rates with the forecasting performance of the corresponding models without interest rates. We confine our attention to the general models because they encompass the monetarist and Phillips-curve models and because the coefficients on the interest rate variables in the general models—unlike the other models—are stable across the entire sample.

The out-of-sample forecasting exercises we conduct are one-quarter-ahead static forecasts of inflation as generated by the general encompassing models. The forecasts are real-time in the sense that they are generated using only information available at the time of the forecasts. Furthermore, the parameter estimates of the models are updated each period as new information becomes available. However, the lag structures of the models were selected by using data from the entire sample. (Specifically, the lags used in the forecasting

\section*{Table 6}


\begin{itemize}
  \item A. Interest Rate Variables
  \begin{itemize}
    \item Marginal Significance Level
    \begin{itemize}
      \item DV 3M 3MFF 10Y3M JOINT
      \item $\pi$ .001 .011 .004 .000
      \item $\Delta \pi$ .017 .011 .002 .001
    \end{itemize}
  \end{itemize}

  \item B. Non-Interest-Rate Variables
  \begin{itemize}
    \item Marginal Significance Level
    \begin{itemize}
      \item DV 3M 3MFF 10Y3M JOINT
      \item $\pi$ .021 .000 .000 .289 .000
      \item $\Delta \pi$ .016 .000 .518 .134 .000
    \end{itemize}
  \end{itemize}

  \item Number of Lags
  \begin{itemize}
    \item DV 3M 3MFF 10Y3M JOINT
    \item $\pi$ 5 3 3 3
    \item $\Delta \pi$ 2 2 2 2
  \end{itemize}

  \item Number of Lags
  \begin{itemize}
    \item DV 3M 3MFF 10Y3M JOINT
    \item $\pi$ 3 6 8 1 2 1 .891
    \item $\Delta \pi$ 2 1 8 1 1 1 .548
  \end{itemize}
\end{itemize}
models are the same as those in Table 6.)

Table 7 presents forecast results for the level of and the change in inflation obtained from the general encompassing models with and without interest rates. In every case, the forecast period runs from the first quarter of 1980 through the second quarter of 1991. None of the mean errors are statistically different from zero, indicating that the forecasts are unbiased. Root-mean-square errors are lower for forecasts based on regressions in the change in inflation than for forecasts based on regressions in the level of inflation. 19

Table 8 presents the results of formal encompassing tests. (For an explanation of forecast encompassing tests, see the box titled “Forecast Encompassing,” page 15.) These tests confirm that the inflation-change versions of the general model yield significantly more accurate forecasts of inflation than do the corresponding inflation-level versions. Thus, forecast errors of the inflation-change models help explain the forecast errors of the inflation-level models but not vice versa (Table 8, lines A and B). Comparing the inflation-change models, the model with interest rates encompasses the model without rates, but the model without rates fails to encompass the model with rates (Table 8, line C). Consequently, the forecasting performance of the model with interest rates is unambiguously superior to that of the model without interest rates. In particular, interest rates contain information useful in predicting near-term movements in inflation.

Discussion

Previous research has shown that the slope of the interest rate yield curve can serve as a useful predictor of long-term changes in inflation. Attempts to extract information about near-term movements in inflation from interest rates have proven to be less successful—especially for the 1980s. A priori, one might have expected the marginal information content of interest rates to shrink as additional explanatory variables were included on the right-hand side of the inflation regression. Apparently, however, the variables that might have been expected to be most competitive with market interest rates actually help the analyst to control for unobservable movements in expected real interest rates. Thus, supplementing interest rates with traditional inflation-predicting variables makes it easier to extract the information about near-term inflation that is hidden in the yield curve.

Table 7

Forecasting Performance of the General Encompassing Model

<table>
<thead>
<tr>
<th></th>
<th>With Interest Rates</th>
<th>Without Interest Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \pi )</td>
<td>( \Delta \pi )</td>
</tr>
<tr>
<td>Mean error</td>
<td>-0.278</td>
<td>-0.255</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>1.445</td>
<td>1.175</td>
</tr>
<tr>
<td>Root-mean-square error</td>
<td>1.836</td>
<td>1.465</td>
</tr>
</tbody>
</table>

NOTE: Based on one-period-ahead forecasts from 1980:1 through 1991:2. All statistics are multiplied by 100; for example, a mean error of -0.255 represents an error of -0.255 percentage point.

* By way of comparison, McNees (1992) reports the inflation-forecasting performance of an anonymous "prominent forecaster" for the period from the first quarter of 1980 through the first quarter of 1992. The mean error, mean absolute error, and root-mean-square error for this forecaster were 0.1, 1.2, and 1.7 percentage points, respectively (McNees 1992, Table 2).
### Table 8
**Encompassing Tests**

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Dependent Variable</th>
<th>t Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. $(\pi - \pi') - (\Delta \pi - \Delta \pi')$</td>
<td>$\pi - \pi'$</td>
<td>2.710*</td>
</tr>
<tr>
<td></td>
<td>$\Delta \pi - \Delta \pi'$</td>
<td>.192</td>
</tr>
<tr>
<td>B. $(\pi - \pi'') - (\Delta \pi - \Delta \pi'')$</td>
<td>$\pi - \pi''$</td>
<td>5.146*</td>
</tr>
<tr>
<td></td>
<td>$\Delta \pi - \Delta \pi''$</td>
<td>.696</td>
</tr>
<tr>
<td>C. $(\Delta \pi - \Delta \pi') - (\Delta \pi - \Delta \pi')$</td>
<td>$\Delta \pi - \Delta \pi'$</td>
<td>2.685*</td>
</tr>
<tr>
<td></td>
<td>$\Delta \pi - \Delta \pi''$</td>
<td>.458</td>
</tr>
</tbody>
</table>

**Definitions**
- $\pi - \pi'$ = forecast error from the level-of-inflation model without interest rates.
- $\Delta \pi - \Delta \pi'$ = forecast error from the change-in-inflation model without interest rates.
- $\pi - \pi''$ = forecast error from the level-of-inflation model with interest rates.
- $\Delta \pi - \Delta \pi''$ = forecast error from the change-in-inflation model with interest rates.

* Significant at the 1-percent level.

In the existing literature, a steep yield curve signals rising inflation. Here, however, short-term rates that are low relative to long-term rates are a signal of falling inflation over the near term. Bond-market traders possibly believe that policymakers are more inclined to drive down short-term interest rates, steepening the yield curve, when the near-term outlook for inflation is favorable than when the near-term outlook for inflation is unfavorable. This interpretation of our empirical results would imply that a shift in the monetary authority's response to changes in the near-term inflation outlook would lead to a shift in our parameter estimates. In particular, if the Federal Reserve were to begin to rely more heavily on the slope of the yield curve as a guide for monetary policy, policymakers might find that the estimated relationship between the slope of the yield curve and near-term inflation would change. While interest rates historically have contained information helpful in predicting near-term inflation, this historical relationship is no guarantee that movements in market interest rates can be used successfully to guide policy.
The idea underlying the Chong and Hendry (1986) forecast encompassing test is not complicated. Let $y$ denote the variable being forecast, and let $y_1'$ and $y_2'$ denote forecasts generated by two competing models. Consider the regression equation

$$(B.1) \quad y = \alpha y_1' + (1 - \alpha)y_2' + \epsilon,$$

where $\epsilon$ is a random error term. If $\alpha$ does not equal zero, then $y_1'$ contains useful information for forecasting $y$ that is not contained in $y_2'$, and model 1 is said to "encompass" model 2. If $\alpha$ does not equal 1, then $y_2'$ contains useful information for forecasting $y$ that is not contained in $y_1'$, and model 2 encompasses model 1. If model 1 encompasses model 2 but model 2 does not encompass model 1 (that is, if $\alpha$ equals 1), then model 1 is clearly superior for forecasting purposes. If model 1 is encompassed but is not encompassing (that is, if $\alpha$ equals zero), then it is model 2 that has clear superiority.

An easy way to test for forecast encompassing is to estimate each of two rearrangements of equation B.1:

$$(B.1') \quad y - y_1' = (1 - \alpha)[(y - y_1') - (y - y_2')] + \epsilon$$

and

$$(B.1'') \quad y - y_2' = \alpha[(y - y_2') - (y - y_1')] + \epsilon.$$

In equation B.1', if the estimated value of $1 - \alpha$ is significantly different from zero, then $\alpha$ is significantly different from unity, and model 2 encompasses model 1. Similarly, if the estimated value of $\alpha$ in equation B.1'' differs significantly from zero, then model 1 encompasses model 2. If $1 - \alpha$ is significantly different from zero but $\alpha$ is not, then model 2 contains information about $y$ beyond that contained in model 1, while model 1 contains no information about $y$ beyond that contained in model 2. In this case, model 2 is clearly superior for forecasting purposes. Similarly, if $\alpha$ is significantly different from zero while $1 - \alpha$ is not, then model 1 is clearly superior.

In Table 8, we first test whether forecasts of inflation derived from models of the change in inflation encompass forecasts of inflation obtained from models of the level of inflation. (Implicit in any one-period-ahead forecast of the change in inflation is a one-period-ahead forecast of the level of inflation.) The $t$ statistics reported on lines A and B of Table 8 confirm that forecasts of inflation derived from the change-in-inflation regressions are superior to forecasts obtained from the level-of-inflation regressions. Finally, the $t$ statistics reported on line C of Table 8 indicate that in predicting inflation, forecasts derived from change-in-inflation regressions with interest rates are superior to forecasts derived from change-in-inflation regressions without interest rates.
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Trade Policy and Intellectual Property Protection: The North–South Dispute

Do inventors have a right to profit from their inventions? The implications of this question have evoked controversy in recent years, and much of the dispute has occurred between developing and developed countries. The major producers of intellectual property, the developed nations, typically want strong intellectual property protection. Developing nations, which traditionally consume more intellectual property than they produce, prefer not to pay for it. They often want weaker protection. (See the box titled “What Is Intellectual Property?”)

Recently, however, some developing countries have begun to tighten their protection of intellectual property. This article discusses the motives behind these countries’ recent changes and focuses on the experience of Latin American countries in this process. In large part, the bases for these changes involve trade policy.

I argue that two types of linkages between trade policy and intellectual property exist. First, as has often been noted, weak intellectual property laws in developing countries have led developed countries to retaliate with selective barriers to Third World exports. Some developing countries have begun to respond by tightening their intellectual property laws. But there is much that this standard argument cannot explain. Not all countries under the highest pressure to change their laws have changed them. The difference between countries that have not changed and those that have appears to reflect a second type of linkage.

The second type of linkage involves a specific relationship between a country’s trade policy and what it may perceive as its optimum intellectual property regime. When a country tries to develop a range of home industries by protecting them from foreign competition, a loose intellectual property regime may seem rational. As I will explain, getting the latest technology in such a country may not be easy. Without foreign competition, however, industries may not need the latest technology; without intellectual property protection to hinder them, they can get older technologies for nothing.

But many developing countries are shifting from strong trade protectionism to more liberal trade and foreign investment policies and to an increasing focus on manufacturing exports. For their products to compete more intensely in both domestic and world markets, developing nations must base their products on the latest technology, which they can acquire more easily when they protect intellectual property. In sum, two of my principal arguments are that trade protectionism rationalizes loose intellectual property laws and that trade liberalism rationalizes tight laws.

Why has Latin America preferred weak protection?

During the first two decades after World War II, Mexico, Brazil, Argentina, and most other countries in Latin America followed trade policies focused on import substitution, a policy that entailed the protection of local markets with high barriers to imports. Most of these countries continued their adherence to import substitution policies in the 1960s, but by the 1970s, the distribution of trade
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What Is Intellectual Property?

Intellectual property has two attributes. First, it is a tangible product of the intellect—an invention, an idea, a product, or a process. Second, a nation’s laws say that intellectual property can be owned; it may not be used by others without the owner’s permission.

In the most general sense, laws concerning intellectual property address four types: trade secrets, patents, trademarks, and copyrights. Even though each of these four types is different, the lines separating what they protect are often blurred. In the United States, for example, a computer program may be protected either by copyright or patent. Despite these ambiguities, an understanding of the broad distinctions between such laws is useful.

Among the alternatives in protecting intellectual property, the patent is the most powerful. The patent is a temporary right to exclude others from using an invention. Patent laws grant this right for only a certain number of years, and it is not unusual for inventors to complain that a patent’s duration is not long enough.

The copyright is also a temporary right. It is the right to keep others from selling copies of one’s creative expression. Pirating copies of copyrighted material—such as films, books, and computer programs—may be among the most publicized class of violations of intellectual property rights.

A trade secret consists of otherwise legally unprotected confidential information that, in a firm’s opinion, gives the firm a competitive edge. The trade secret, although possibly not covered or even subject to coverage by patent or copyright law, has demonstrable value; a firm could legitimately claim damage if a departing employee left with the secret and transmitted it to a competitor.

Last is the trademark. The trademark is a word or mark that identifies the source of a good or service. The sale of clothing and athletic shoes that display unauthorized trademarks is another of the more publicized classes of intellectual property rights violations. In the United States, protection of trademarks and trade secrets lies principally with the states, as contrasted with the federal protection that dominates for copyrights and patents.

Import substitution and intellectual property. Latin American countries commonly based import substitution and intellectual property policies on the arguments of Raul Prebisch (1950 and 1959), who maintained that the terms of trade were turning against nations whose chief exports were raw materials, and in favor of exporters of manufactures.

Prebisch counseled continued exports of raw materials together with the development of domestic manufacturing capacity targeted toward the home market. This strategy would not only foster development, but also save foreign exchange. Following Prebisch, Mexico, Brazil, Argentina, and some smaller countries protected

---

1. Among the most noticeable such countries were Brazil and Korea.
manufacturers with high tariffs and other barriers.

The protection of their markets gave most manufacturers in these countries little incentive to buy the latest technology because trade barriers barred many of the foreign producers who had it from competing in the developing countries’ markets anyway. Prebisch and his followers counseled weak intellectual property protection, so that the local developing country producers could avail themselves of technology without the discomfort of paying for it. Pressures against strong intellectual property protection were not only high and widespread in these countries, but also effective. Local manufacturers might not have been able to get the very latest technology but, for what they could get, the price was right.

Although Latin American and other developing countries have traditionally offered weak intellectual property protection, they have offered some. The difference between the motivations of consuming countries and the motivations of producing countries has made developing-country protection spotty. A country can vary its degree of intellectual property protection among products and processes. Developing countries’ protection may have traditionally been spotty in order to encourage innovations the country otherwise could not get; spotty protection enabled the country to avoid paying for innovations that would occur anyway.

For example, where an intellectual-property-consuming country’s distribution of demands for innovations differs from the producing country’s distribution of demands for innovations, the consuming country is motivated to protect (Diwan and Rodrik 1991). Suppose the consuming country demands innovations that are very different from innovations the producing country demands. The producing country may still innovate products the consuming country wants, but only if the consuming country protects intellectual property. If the consuming country has a polio epidemic and the producing country does not, the producing country may still invent a cure for polio, if the consuming country protects the cure.

Suppose a polio epidemic hits both countries. In this case, the producing country and consuming country have identical preferences, so the consuming country has less incentive to protect. The producing country may still innovate what the consuming country wants because firms in the producing country can at least benefit from innovating when they sell the product at home. Other arguments for weak intellectual property protection. The case for weak intellectual property protection does not rely solely on the ability to acquire innovations without paying for them. Strong intellectual property protection may also permit monopolistic abuses. Under some conditions, a monopolist may accumulate patents to preserve the monopoly and then allow the patents to “sleep” so as to deter entry into an industry (Gilbert and Newbery 1982). Chin and Grossman (1990) cite cases in which, for innovation-consuming countries like the developing nations, the cost of monopolization more than offsets the contribution that stronger intellectual property protection can make in stimulating cost-saving innovations.³

---

² This relationship between trade protectionism and the demand for new technology has persisted. Using data from a 1981 survey of more than 3,000 Brazilian firms, Braga and Willmore (1991) found that firms’ development of technology through research and development and their likelihood of purchasing foreign technology were both negatively related to the degree to which their industries were protected from foreign competition.

³ For discussions of the early arguments of Prebisch and his followers, see Sherwood (1990, 173-74) and Gadbaw and Richards (1988, 21). Sherwood notes that Prebisch, not long before his death in 1986, rejected these earlier arguments. During the period I am discussing, however, the consistency of weak intellectual property laws with import substitution was perceived as high. When Prebisch finally did turn against the notion of weak intellectual property protection, he also turned against the idea of import substitution.

⁴ It is interesting to note that Frischtak, in a paper that offers a plan for tightening Brazil’s intellectual property policies, suggests changes that are completely consistent with these arguments. “The introduction of full (product and process) patent protection might lead to market disruption and, possibly, increases in drug prices without clear benefits. A possible transitional step might be the development of a ‘positive list’ of diseases for which new drugs would be patentable, such as tropical diseases highly prevalent in Brazil (Chagas' disease, schistosomiasis, malaria, etc.).” (Frischtak 1990, 64)

⁵ Here, the degree to which the consuming country is motivated not to protect is, in part, inversely related to the relative size of its market.
From the perspective of net innovation-consuming countries that want to encourage innovation at home, an additional argument against strong intellectual property protection involves the institutional structures in which such property is produced and distributed. Vessuri (1990) notes that transnational computer corporations in Brazil were not interested in developing or absorbing local technological efforts because of the centralized nature of their own research and development. So, instead of protecting this intellectual property strongly, Brazil tried to foster local innovation by reserving a portion of the market for minicomputers, microcomputers, and their peripherals for domestic producers.

For Latin American and other consuming countries, another argument against strong intellectual property laws is that enforcement costs can be very high (Primo Braga 1990b). When the bulk of protection is for foreign innovations, these enforcement costs lead to increased royalty gains for foreigners and greater royalty expenses for nationals. Foreigners do, in fact, hold the bulk of patents that are registered in developing countries.

Not only might foreigners benefit disproportionately from licensing and royalties, but also from cost advantages. The introduction and enforcement of tougher intellectual property laws would increase production costs for domestic producers who had not been paying for the intellectual property that they were using. These domestic producers might be supplanted by the foreign firms that had originally produced the intellectual property on which the domestic firms’ production processes were based. Pirates who continued to sell products of the intellect, or use them in production processes, without paying the producers would in any case be run out of business.

### The changing role of the United States in international trade liberalization

In the 1980s, new pressures motivated some developing countries to change both their trade policies and their intellectual property regimes. Some of the pressures involve events in the United States.

From the end of World War II until the late 1970s, the United States adopted a relatively liberal trade regime based on the idea of multilateralism, the idea that trade agreements among many nations at the same time work best. The United States expressed this commitment through its support and use of the most favored nation clause of the General Agreement on Tariffs and Trade (GATT). By this clause, any reciprocal tariff reduction negotiated between the United States and any of its trading partners applies to all U.S. trading partners.

However, under the GATT, the United States also offered special trade privileges for developing countries through the Generalized System of Preferences (GSP). Through the GSP, the United States and other developed countries may waive duties on selected imports from selected developing countries. Currently, a number of products of the Mexican in-bond plants (maquiladoras) flow back to the United States under the GSP.

By the 1980s, the United States had begun to back off away from trade liberalism and had started to use GSP provisions as weapons. Frustrated with what it viewed as the contamination of multilateralism, the United States markedly increased its use of countervailing actions, such as raising trade barriers it had lowered and increasing its filings of dumping charges. Whatever else these actions meant, they signaled a rise in U.S. protectionism. Beginning in 1984, the rate of acceleration became more acute. One route the United States chose for this escalation is particularly relevant to intellectual property protection in developing countries.

The United States provides itself retaliatory remedies for “unfair trade” through Section 301 of the U.S. Trade Act of 1974 and Section 337 of the Tariff Act of 1930. Section 337 protects U.S. firms from “unfair” competition from imports. Section 301 offers more leeway; it allows the United States to act against inadequate protection of its intellectual property in other countries, even if the violations do not involve products imported into the United States.

In 1984, the U.S. Congress passed a Trade and Tariff Act that strengthened options under...
Section 301. The 1984 act explicitly designates weak intellectual property protection in a country as grounds for withdrawing trade concessions extended to that country under the Generalized System of Preferences. Next, Congress passed the Omnibus Trade and Competitiveness Act of 1988. This act requires the United States Trade Representative to specify timetables for investigation of actions and to identify countries that have inadequate intellectual property regimes.

In sum, these measures expanded options the United States could use to pressure countries to change their intellectual property protection. Congress added provisions to signal to U.S. officials that they had better use these new tools. Mody (1990, 219), commenting on the 1984 Trade and Tariff Act, notes that “four countries, Korea, Mexico, Brazil, and Thailand, have been affected by this legislation.” With the 1988 act, the list lengthened considerably.

Foreign debt, trade liberalization, and intellectual property reform

Part, although not all, of the increase in U.S. protectionism constituted retaliation for increases in Third World protectionism during the 1980s. During the 1970s, several Third World countries had chosen to expand their development programs by resorting to foreign loans. These countries borrowed under the assumption that the prices of their exports, which had been high during much of the 1970s, would remain high enough to allow repayment. When the prices of many developing countries’ principal exports fell hard in the early 1980s, a world debt crisis ensued.

To revive their sagging terms of trade and to earn hard currency to pay their external obligations, some developing countries commenced the same beggar-thy-neighbor policies that the developed countries had used during the Great Depression. That is, they increased protectionism.

In the face of massive trade retaliation from the United States, however, some countries changed course and opened their own economies. If Mexico’s economy, or Korea’s, became more open, how could the United States, with its ongoing declarations of commitment to free trade, remain closed to them? Of ten developing nations in the Western Hemisphere evaluated by Williamson (1990, 26), “only Peru and Brazil remain locked in the old protectionist mode.” By themselves, these trade liberalizations offered a good deal of motivation for the increased intellectual property protection that occurred in Latin America in the late 1980s and early 1990s. Trade liberalization, after all, means that foreign products incorporating and produced by the latest and most inexpensive technology will now be competing at home with domestically made goods and services.

If developing-country producers wish to replicate this latest technology, they will often have to pay for it. The latest technology is often harder to acquire by subterfuge than are processes that have been longer in the market in some form. Moreover, the policies of a nonprotecting consuming country can affect its businesspersons’ ability to purchase such technology, even if they are willing to pay for it. When dealing with firms in such countries, foreign producers of technology are cautious about selling it because the prospective buyers may violate purchasing agreements with impunity. Sherwood (1990) cites anecdotal evidence in which a Brazilian firm’s employees have approached companies abroad to gain cost-effective technology. However, the firm’s negotiations with the foreign source often came to an abrupt end when the source learned of Brazil’s weak protection for many innovations.

Increased competition from foreign technologies may also convince a developing country to seek domestic innovations as well, and there is much evidence to suggest that weak intellectual property protection discourages innovation. In a Brazilian survey, 80 percent of 377 firms said they would invest more in internal research and would improve training for their employees if better legal protection were available (Sherwood 1990). While Brazilian survey evidence suggests that the lack of protection discourages innovation, U.S. survey evidence (Mansfield 1986) suggests that protection stimulates innovation.
And, at least in the United States, there also appears to be a high social rate of return to innovation, considerably higher than the rate of return to the innovator (Mansfield et al. 1977).

Latin America's widening technological gap in the 1980s

While their trade liberalizations alone might well have motivated Latin American countries to tighten their intellectual property protection, the pressures for such protection increased in the 1980s as the technological gap between Latin America and the developed countries widened.

One reason this technological gap widened so much in the 1980s is because terms of trade shocks and debt problems forced a slump in Latin American investment that lasted much of the decade. New capital goods were not replacing old and, as the average age of Latin American plants and equipment rose, the region's capital stock became increasingly obsolete.

The technological gap widened further because, while investment was plunging in Latin America, the developed countries were entering a period of particularly rapid technological advance (Baer 1993). During this period, spending on research and development was growing much more rapidly than gross national product in all major OECD countries, and product life cycles were becoming shorter. Moreover, while the productivity of knowledge was increasing relative to other inputs, the cost of generating it was also rising. Accordingly, knowledge became increasingly privatized (Mody 1990). In light of these changes, Frischtak (1990, 62) notes, "The trade-off between encouraging the diffusion of existing technology through unlicensed imitation and stimulating the creation of new technology becomes steeper over time."

This last argument became particularly compelling in a Latin American context during the 1980s. Latin American countries' "severe loss of competitiveness" was worsened by their "incapacity to carry out the structural modifications of an institutional character that would have enabled them to develop sources from which they could create and disseminate new technologies" (Barbera 1990, 92).

In sum, at the same time that foreign debt problems had led many developing countries to seek new avenues to earn foreign exchange, these countries were suffering from increasing technological backwardness. Moreover, it had become obvious that many of these nations' deteriorating competitiveness resulted, in part, from institutional problems that impeded the development and transfer of technology. In the new atmosphere of falling Latin American trade barriers, with its resulting increases in local competition from imports, the incentives for technologically competitive domestic products and forms of production had risen. In any case, the debt problem and technological backwardness were important factors that affected Latin America's ability to respond to foreign competition, and they may also have been important in changing developing nations' responsiveness to U.S. initiatives concerning Third World intellectual property protection.

Has U.S. policy caused the Latin American move toward stronger intellectual property protection?

Considering that the United States has not only empowered itself to inflict trade retaliations upon countries that do not fully protect intellectual property, but also to impose schedules by which the U.S. Trade Representative is supposed to inflict them, increased Third World compliance might be expected.

Moreover, a preponderance of Third World changes in intellectual property protection has occurred since the passing of the United States' 1984 Trade and Tariff Act and of the Omnibus

---

Trade and Competitiveness Act of 1988. Gadbaw and Richards (1988, 21) offer the argument, written under the heading of “Trade Pressure,” that “only when the potential loss of other economic benefits is introduced into the equation have governments of the nations studied concluded that it is in their interest to reform their intellectual property protection regimes.”

While the potential loss of economic benefits surely motivates countries to strengthen their intellectual property laws, the perception of potential loss appears to be a more complicated phenomenon than Gadbaw and Richards’ characterization of it. If U.S. trade pressure is the direct and preponderant reason developing countries have strengthened their intellectual property law, what explains the laggards? As an example, consider the four countries Mody notes as affected by the 1984 Trade and Tariff Act. By the end of 1990, Mexico and Korea had both greatly liberalized their trade regimes (see above) and had taken steps to markedly strengthen their intellectual property laws, while Brazil and Thailand had done neither.\(^8\)

The recalcitrance of Brazil and Thailand\(^9\) does not mean U.S. trade pressures are ineffective any more than the continuation of speeding in the United States means that traffic laws are ineffective. But this recalcitrance does suggest that other factors are involved. Here, a broader definition of “potential loss” than what Gadbaw and Richards seem to be using is in order. That is, countries that impose barriers to foreign competition may more fully serve themselves by making backward technology cheap than by allowing the most modern technology to be expensive. But when (as in the case of Mexico) they choose to open their economies to foreign competition, it is the loose intellectual property regime that becomes more expensive.

Thus, while U.S. policy encourages countries to tighten their intellectual property regimes, the policy may be most effective with countries that have chosen to open their economies to trade. After all, these countries have the strongest predisposition to tighten their intellectual property regimes, in any case.

This argument has significant implications for the process by which U.S. policy actually affects other nation’s intellectual property laws. This argument suggests that the direct effect of U.S. trade policies upon Third World intellectual property laws may not be as strong as the indirect effect, in which the U.S. trade policies simply influence other nation’s trade policies. That is, to the extent that U.S. trade policy motivates Third World countries to lower their trade barriers, then U.S. policy indirectly motivates Third World countries to tighten their intellectual property regimes. If trade liberal-

---

\(^8\) Although Brazil did adopt copyright protection for software in 1987 and enforced it (Sherwood 1989, 196), until very recently there have been few other changes to Brazil’s intellectual property regime since the early 1970s. In addition, “the Brazilian judicial system does not appear to provide an effective deterrent to violations of intellectual property rights” (Frachtel 1990, 73). In 1991, the office of the U.S. Trade Representative placed Brazil on its priority watch list of “where the U.S. faces serious problems with intellectual property protection or market access” (Truell and Lachic 1991, A16). However, Brazil has very lately begun to liberalize more of its trade policies, including those on some high-technology imports. As of last February, Brazil began to allow the free import of hard and floppy disk drives and digital voice mail equipment. Additional products will be subject to liberalization as of October 29, 1992. Meanwhile, some tightening of related intellectual property protection has also begun to occur. In June 1992, Brazil announced that it would begin to protect “franchise agreements” that include a combination of trademark usage, technical service assistance, and other types of technology transfer included in the agreements. With regard to Thailand, Schumann (1990, 164) notes that “Infringement of intellectual property rights seems to be an ongoing issue despite efforts by some Asian countries to suppress it. In 1988, the Asia-Pacific Council of American Chambers of Commerce view Thailand as the worst offender.” She adds that “the United States Trade Representative (USTR) report on ‘Special 301’ of May 25, 1989, determined Thailand and India as being leaders of its ‘priority watch list’.”

\(^9\) This recalcitrance has had its costs. As a result of the noncompliance with U.S. requirements, Thailand lost GSP privileges, resulting in a 5-percent to 10-percent import duty increase on $165 million of Thai exports. The United States also imposed 100-percent duties on $39 million of Brazilian exports, even though these exports were not related to products or services on which intellectual property infringement was alleged. Moreover, the United States proposed but did not implement punitive tariffs on $105 million of Brazilian exports as a sanction against Brazilian computer policy. This last measure was withdrawn with the passage of the Brazilian software copyright law mentioned in the previous footnote. As for the other penalties, “exporters in Thailand and Brazil have said they can live with the increased duties.” (Mody 1990, 224)
ism motivates intellectual property conservatism, then pressures for trade liberalism are pressures for tight intellectual property protection.  

In this context, however, it is important to remember that the events of the 1980s in the Third World motivated intellectual property protection in any case. Latin America's increasing technological backwardness—caused by a combination of declining investment there, accelerating technological advances in the First World, and Latin America's own innovation-discouraging institutional structure—should be a strong motivator when nations in the region must focus on manufactures exports to pay their foreign debts.

It is, of course, difficult to know if these pressures alone would have been sufficient to motivate Third World countries to amend their intellectual property laws. But it is unusual to find countries that have tightened these laws when trade liberalization had not occurred as well.

---

While the importance of what I claim to be the connection between trade policies and intellectual property regimes seems not to be fully appreciated, it certainly has been recognized. Prime Braga (1990b) notes that "the foreign debt crisis, decreasing private capital flows to developing countries, negative experiences with the regulatory approach, outward-oriented development strategies, and the ongoing 'technological revolution' are some of the possible explanations for the more liberal posture adopted by many developing countries on intellectual property" [emphasis mine]
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Regional Wage Divergence and National Wage Inequality

In recent years, concern about rising wage and income inequality in the United States has been expressed in both the mass media and the academic literature. The media stories have stressed the uneven nature of the gains in wages and incomes during the 1980s, with reports that the gains have been concentrated at the top of the distribution and that most Americans have seen little, if any, increase in either wages or income.¹

The academic literature on the subject has been focused on the possible causes of the rise: labor-supply factors—such as changes in the education, age, and gender of the workforce—and labor-demand factors—such as changes in the industry and occupation mix. Although several recent studies have pointed to some possible causes for the rise in inequality, much of the rise remains unexplained.²

In this study, I seek to add to the literature by addressing the question of how much of the rise in U.S. wage inequality during the 1980s can be explained by a divergence in wages across regions. Several studies have shown that after a long period of convergence, regional wages diverged during the 1980s. These studies also indicate that the divergence was likely temporary and that wages are likely to return to convergence. If a strong link exists between the regional divergence and the rise in U.S. wage inequality, then a return to regional convergence in the 1990s could put significant downward pressure on wage inequality.

I find that the regional shocks that occurred during the 1980s produced a pattern of wage divergence that correlated closely with the pattern of national wage inequality. In a mathematical decomposition of national wage inequality, however, I find that the divergence of regional wages accounted for only 2.1 percent to 5 percent of the rise in national wage inequality. The regional effect is similar in magnitude to factors relating to the industrial structure but is relatively small in comparison with factors relating to education, occupation, gender, and age. Given this result, the regional convergence that will likely take place in the 1990s is unlikely to have a significant impact on overall wage inequality in the United States.

National wage inequality

In a review of the literature on wage inequality, Loveman and Tilly (1988) find that most researchers agree that the inequality of labor earnings has increased since the late 1970s. The causes of the increase, however, are not well understood. According to Loveman and Tilly, factors such as changes in gender composition, age distribution, and industrial and occupational mix explain only a small part of the rise in earnings inequality.

¹ I wish to thank Joseph H. Haslagger, Zsolt Becsi, Stephen P.A. Brown, and Lori L. Taylor for helpful comments and James L. Hedges for excellent research assistance.
² For example, see Smith (1992) and Stein (1992).
³ While studies have found a rise in both income and wage inequality, the two measures are quite different. Income is affected by investment income and transfers. Household income is affected by family size and structure. In this study, I look solely at pretax wages, and, thus, my focus is on the structure of labor income. Labor income does not reflect the total income or the overall welfare of individuals.
In more a more recent study, Grubb and Wilson (1992) find that factors relating to education and occupation played important roles in a rise in wage inequality in the 1980s, while worker age and industry had relatively small impacts. Grubb and Wilson find, however, that much of the rise in inequality in the 1980s was unexplained. They conclude that the spread of wages across education groups is likely to continue to increase in the future, causing further upward pressure on wage inequality. The authors caution that further analysis is needed to find a more complete explanation for the rise in wage inequality.

Bound and Johnson (1992) highlight three major wage structure developments in the 1980s: an increase in wage differentials by education, a decrease in the gender wage gap, and—for workers without a college degree—an increase in the average wage of older workers relative to younger workers. Bound and Johnson conclude that the principal reason for the increase in wage differential by education and the decrease in the gender differential was a skilled-labor-biased technological change. The authors found little to explain the relative-wage decrease of young workers with low educational attainment. The authors indicate that wage differentials by education are likely to continue to increase, putting further upward pressure on wage inequality.

Regional wage divergence

One possible factor in rising national wage inequality that has received relatively little attention is a divergence in wages across regions. Browne (1989) notes that “after three decades of
gentle convergence, regional per capita incomes diverged sharply in the 1980s.” She finds that changes in relative wages were the primary source of changes in regional per capita income.

If regional shocks, such as the recessions in the oil and farm belts, caused wages in low-wage areas of the country to decline relative to the wealthier areas, then this change could cause national wage inequality to increase. And if these shocks were temporary, then a return to regional convergence in the 1990s could put downward pressure on wage inequality.

Eberts (1989) finds that a divergence in regional wages in the 1980s likely was caused by region-specific factors, such as the oil and farm crisis, and was not merely the uneven regional impact of changing national patterns. For example, if there was a regional concentration of highly educated workers, then the national rise in wages resulting from educational attainment could have resulted in regional wage divergence. Eberts shows that the rise in regional wage inequality generally was not caused by differences in regional shares of demographic and industry factors.

Carline (1992) uses a time-series approach to determine whether the regional earnings divergence in the 1980s was caused by permanent or temporary shocks. He concludes that the divergence was most likely caused by temporary shocks, such as the energy and agricultural shocks, and that the divergence does not represent a reversal of the long-term trend in regional convergence. Given the results of Eberts’ and Carline’s studies, the regional wage divergence in the 1980s was likely temporary and independent of national demographic and industry factors. These results indicate that if regional divergence in the 1980s had a strong impact on national wage inequality, then a return to regional wage convergence in the 1990s could put significant downward pressure on wage inequality.

Describing U.S. wage inequality and regional shocks

As shown in Figure 1, wage inequality in the United States increased throughout much of the 1980s. The measure of wage inequality shown in Figure 1 is the population-weighted Theil statistic. (For more information about the calculation and

Footnote 1: In this study, wages are measured as annual wages and salaries of people 16 years of age or older who worked yearround, full-time (YRT), or, more precisely, people who worked fifty weeks or more during the year and thirty-five or more hours during the week. The data are taken from the March Current Population Surveys (CPS) of the U.S. Bureau of the Census. During the study period, YRT workers represented 54 percent to 60 percent of all sampled workers, and the sample size of YRT workers ranged from 41,750 in 1977 to 50,434 in 1989. Although average hourly wages received during the year for all workers are preferred, this information is not available on the CPS tapes.
properties of this measure of inequality, see the box titled "Using the Population-Weighted Theil Measure of Inequality." As shown in Figure 1, wage inequality increased from 1978 to 1987 and then declined. The rise in wage inequality shown here is consistent with other measures of wage inequality.

The rise is wage inequality in the early 1980s is at least partly explained by the two recessions that occurred between 1980 and 1982. Previous work has shown that wage inequality typically increases during cyclical downturns and decreases during expansions. The increase in inequality during the long expansion from 1983 to 1987 is more difficult to explain. The rise in wage inequality, however, matches closely with the economic decline in the farm and oil states and the corresponding rise in the defense states.

As shown in Figure 2, employment in the farm and oil states generally grew faster than the national average during the 1970s. But during the 1980s, these regions weakened sharply. High debt levels, combined with rising interest rates and falling farm exports, pushed the farm economy into a recession that persisted until 1987. The energy states also entered a recession following a peak in oil prices in early 1981. Following some improvement in 1984 and 1985, the energy states suffered a sharp blow in 1986, when oil prices crashed and real estate markets tumbled.

In contrast with the oil and farm areas of the country, the defense dependent regions grew at a healthy pace during the 1980s (Figure 3). Between 1980 and 1987, national defense outlays, in constant dollars, increased at an annual rate of 5.3 percent, and total defense employment increased at an annual rate of 4.2 percent. The military buildup was centered in private-sector companies that produce military equipment. Private-sector defense employment grew 7.8 percent annually, while public-sector military personnel grew only 1.4 percent annually. The strong surge in defense

\[ \text{Karoly (1992) shows that ten different measures of wage inequality all increased during the 1980s.} \]

\[ \text{For example, Blank (1985) finds that "the income distribution narrows in times of growth, primarily because of large elasticities of labor market income among poor heads of household for whom both wages and hours increase during economic upturns." Also, Bluestone and Harrison (1988) find that the proportion of year-round full-time workers who earned low wages has a statistically significant negative relationship with cyclical movements in gross national product.} \]

\[ \text{The farm states are defined as deriving at least 5.2 percent of their gross state product in 1977 from farming. (The national average was 2.6 percent.) These states are Arkansas, Idaho, Iowa, Kansas, Minnesota, Mississippi, Montana, Nebraska, North Dakota, South Dakota, and Wisconsin. The energy states are defined as those that would suffer employment losses from a decline in energy prices, as shown in Brown and Hill (1988). The energy states are Alaska, Colorado, Louisiana, New Mexico, Oklahoma, Texas, West Virginia, and Wyoming. (Kansas and North Dakota also suffered employment losses from an energy-price decline but were not included here because they were considered primarily agricultural states.)} \]

\[ \text{For a discussion of the reasons for the farm recession in the early 1960s and its subsequent recovery that began in 1967, see Drabek and Bankela (1990).} \]

\[ \text{The defense states were defined as states (plus the District of Columbia) that in 1991 had at least 3 percent of their work force employed in the private defense industry. The defense states are Arvco, California, Connecticut, Maryland, Massachusetts, Virginia, and Washington.} \]

\[ \text{For figures on defense spending and employment were taken from pages 61, 229, and 230 of U.S. Congress, Office of Technology Assessment (1992).} \]
spending boosted employment and wages in areas of the country where defense companies were located.

The weak performance of the farm and energy regions reduced their relative wages, while the relative wages of the defense states rose. As shown in Figure 4, from 1981 to 1987 relative wages in the energy states declined from 102.8 percent of the national average to 97.7 percent, and relative wages in the farm states declined from 94.3 percent of the national average to 89.3 percent. In contrast, wages in the defense states grew from 105.6 percent of the national average in 1981 to 110.3 percent in 1987.

During the late 1980s, defense spending began to decline. The end of the defense buildup had a detrimental effect on employment growth and relative wages in the defense states, as shown in Figures 3 and 4. During this period, a gradual recovery was occurring in the farm and oil regions of the country, and employment growth improved in these areas. As shown in Figure 5, the dispersion of average wages across regions increased sharply between 1978 and 1987, and subsequently fell from 1987 to 1989. The divergence in regional wages from 1978 to 1987, and the subsequent convergence, is consistent with first the increase, and then the decline, in national wage inequality in the 1980s.

A decomposition of the rise in wage inequality

While the timing of changes in regional wage dispersion suggests a link to national wage inequality, a decomposition of national wage inequality shows that regional wage divergence had only a small direct impact on the rise in national wage inequality. Although the dispersion in average wages across the four economic regions increased sharply between 1978 and 1987, and from 1982 to 1987 (Figure 5), the effect of the increased dispersion on national wage inequality was small in both periods.

The Theil measure of inequality can be decomposed into two main effects: inequality caused by inequality in average wages across groups and inequality caused by wage inequality
within groups. Both of these effects can then be divided into a primary effect and the effect of changing shares. For example, inequality that results from inequality of average wages across groups could increase even if the estimated mean wage of each group remained constant. This increase would occur if the employment shares shift such that the weight given to a high- or low-wage group increases and the weight given to an average-wage group decreases. Similarly, overall inequality could increase if wage inequality was constant within each group but the employment share rose for a high-inequality region and declined for a low-inequality region.

The Theil measure of inequality increased from 0.177 to 0.225 from 1978 to 1987, from 0.199 to 0.225 from 1982 to 1987, and then decreased to 0.199 in 1989. Table 1 shows the decomposition of these changes in the Theil into the two main effects and then, within these main effects, that part that results from changing employment shares. As shown in the top half of Table 1, between 1978 and 1987 the national Theil increased by 0.0481, and the change in the dispersion of average wages across regions only accounted for 0.001 (or 2.1 percent) of the increase. Almost all this change was brought on by wage changes, not by changing employment shares. Excluding the recessionary periods of the late 1970s and early 1980s, increases in the variation of average wages across economic regions still accounts only for 2.7 percent of the increase in national wage dispersion.

Most of the rise in wage inequality is left unexplained by the divergence in average wages across regions. Increased wage dispersion was mostly a result of increased wage dispersion within regions. The increase within regions gives little information about the causes of the rise in wage inequality. As shown in Table 2, wage inequality, as measured by the regional Theil statistic, rose in all four regions from 1978 to 1987 and from 1982 to 1987. During the period from 1982 to 1987, inequality in the farm and oil states increased at a significantly faster pace than in the defense states and at a moderately faster pace than in the remaining states.

While the shocks to the farm, oil, and defense regions likely played a major role in the divergence of regional wages, other factors likely also played a role. To account for other factors, I also look at the effect on national wage inequality of the wage divergence across all fifty states and the District of Columbia. As shown in the bottom half of Table 1, the overall effect does not in-

Figure 5
Dispersion of Wages Across Economic Regions

NOTE: The measure of dispersion shown here is defined in equation 5 in the box.
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### Table 1

**Decomposition of Theil’s Measure of National Wage Inequality**

#### Decomposition by Economic Regions\(^2\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>.0481</td>
<td>.0260</td>
<td>−.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across regions (Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each region</td>
<td>.00005</td>
<td>.00003</td>
<td>.00000</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>.00098</td>
<td>.00069</td>
<td>−.00030</td>
</tr>
<tr>
<td>2. Change in inequality within regions (Equals C + D)</td>
<td>.0471</td>
<td>.0253</td>
<td>−.0254</td>
</tr>
<tr>
<td>C. Due to change in weight given to each region</td>
<td>−.00005</td>
<td>−.00040</td>
<td>.00002</td>
</tr>
<tr>
<td>D. Due to change in regional inequality measures</td>
<td>.04709</td>
<td>.02572</td>
<td>−.02539</td>
</tr>
</tbody>
</table>

#### Decomposition by States\(^3\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>.0481</td>
<td>.0260</td>
<td>−.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across states (Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each state</td>
<td>.00005</td>
<td>.00009</td>
<td>.00000</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>.00158</td>
<td>.00121</td>
<td>−.00040</td>
</tr>
<tr>
<td>2. Change in inequality within states (Equals C + D)</td>
<td>.0464</td>
<td>.0247</td>
<td>−.0252</td>
</tr>
<tr>
<td>C. Due to change in weight given to each state</td>
<td>.00122</td>
<td>.00002</td>
<td>−.00008</td>
</tr>
<tr>
<td>D. Due to change in state inequality measures</td>
<td>.04522</td>
<td>.02474</td>
<td>−.02513</td>
</tr>
</tbody>
</table>

\(^1\) The Theil statistic increased 27.1 percent from 1978 to 1987, (from 0.177 to 0.225), 13.1 percent from 1982 to 1987 (from 0.199 to 0.225), and declined 11.5 percent from 1987 to 1989 (from 0.225 to 0.199). For more information on the calculation and decomposition of the Theil, see the box.

\(^2\) The four economic regions are the energy states, the farm states, the defense states, and all other states (including the District of Columbia). For more information on the states included in each region, see footnotes 6 and 7 in the text.

\(^3\) Includes the District of Columbia.
crease significantly with the larger breakdown. Only 3.3 percent of the net increase in national inequality between 1978 and 1987 can be directly attributed to an increased dispersion in average wages across states. Excluding the recessionary periods of the late 1970s and early 1980s, increases in the variation of wages across states still only accounts for 5 percent of the increase in national wage dispersion. Once again, the increased wage dispersion was mostly a result of increased wage dispersion within states. The rise in wage inequality within states was widespread, with wage inequality rising in forty-four states from 1978 to 1987 and in thirty-seven states from 1982 to 1987.

The divergence of wages across states played a smaller role in national wage inequality than did several other factors, such as a rise in the variance of wages across groups classified by education, occupation, and age. The effect of gender factors was also stronger than the regional factors, but in the opposite direction. A reduction in the wage gap between men and women acted to reduce wage inequality, even while the share of women in the work force grew. The regional effect was similar only to that of the changing industrial structure of the work force.

As shown in Table 3, education and occupational factors seem to have played the largest role in the rise in wage inequality. From 1982 to 1987, an increase in the dispersion of wages across educational groups was responsible for 22.3 percent of the net increase in the Theil; an increase across occupational groups was responsible for 17.7 percent of the increase; an increase across age groups was responsible for 8.8 percent; and an increase across industries was responsible for 4.6 percent of the increase. A reduction in the dispersion of wages across gender groups reduced the net increase in the Theil by 15.8 percent.10

As shown in the third columns of Tables 1 and 3, wage inequality declined quite sharply from 1987 to 1989. The convergence in wages across states that occurred from 1987 to 1989 accounted for only 1.6 percent of the decline in national wage inequality during that period. The most important factor affecting the decline in wage inequality was a continuing decline in the male–female wage gap. A decline in the relative wages of managerial, professional, technical, and sales workers reduced the occupational wage spread, which also led to less overall wage inequality. The dispersion of wages across educational groups was essentially unchanged from 1987 to 1989.

10 For definitions of the factor groupings, see the Appendix.
11 The decompositions provided in Tables 1 and 3 simply provide clues as to which economic and demographic factors may have played a role in rising wage inequality. The decomposition ignores important interactions between factors such as occupation and education, and it is thus inappropriate to total the percent explained by all factors.
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Table 3
Decomposition of Theil Measure of National Wage Inequality
By Demographic and Industry Demand Factors

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>0.0481</td>
<td>0.0260</td>
<td>-0.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across educational groups</td>
<td>0.0131</td>
<td>0.0058</td>
<td>-0.0001</td>
</tr>
<tr>
<td>(Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each group</td>
<td>-0.00018</td>
<td>-0.00156</td>
<td>-0.00049</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>0.01331</td>
<td>0.00732</td>
<td>0.00035</td>
</tr>
<tr>
<td>2. Change in inequality within groups</td>
<td>0.0349</td>
<td>0.0203</td>
<td>-0.0256</td>
</tr>
<tr>
<td>(Equals C + D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Due to change in weight given to each group</td>
<td>-0.00016</td>
<td>-0.00022</td>
<td>-0.00009</td>
</tr>
<tr>
<td>D. Due to change in group inequality measures</td>
<td>0.03510</td>
<td>0.02051</td>
<td>-0.02543</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>0.0481</td>
<td>0.0260</td>
<td>-0.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across age groups</td>
<td>0.0034</td>
<td>0.0023</td>
<td>-0.0023</td>
</tr>
<tr>
<td>(Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each group</td>
<td>-0.00325</td>
<td>-0.00085</td>
<td>-0.00070</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>0.00663</td>
<td>0.00313</td>
<td>-0.00156</td>
</tr>
<tr>
<td>2. Change in inequality within age groups</td>
<td>0.0447</td>
<td>0.0238</td>
<td>-0.0234</td>
</tr>
<tr>
<td>(Equals C + D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Due to change in weight given to each group</td>
<td>-0.00056</td>
<td>-0.00021</td>
<td>0.00075</td>
</tr>
<tr>
<td>D. Due to change in group inequality measures</td>
<td>0.04525</td>
<td>0.02397</td>
<td>-0.02413</td>
</tr>
</tbody>
</table>

* For definitions of demographic and industry groups, see the Appendix. Data are for year-round, full-time workers.
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Table 3—Continued
Decomposition of Theil Measure of National Wage Inequality
By Demographic and Industry Demand Factors

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>.0481</td>
<td>.0260</td>
<td>−.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each group</td>
<td>.00147</td>
<td>.00040</td>
<td>−.00000</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>−.00921</td>
<td>−.00526</td>
<td>−.00460</td>
</tr>
<tr>
<td>2. Change in inequality within gender groups</td>
<td>.0558</td>
<td>.0309</td>
<td>−.0210</td>
</tr>
<tr>
<td>(Equals C + D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Due to change in weight given to each group</td>
<td>−.00211</td>
<td>−.00064</td>
<td>−.0001</td>
</tr>
<tr>
<td>D. Due to change in group inequality measures</td>
<td>.05792</td>
<td>.03156</td>
<td>−.02102</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil</td>
<td>.0481</td>
<td>.0260</td>
<td>−.0256</td>
</tr>
<tr>
<td>(Equals 1 + 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Change in inequality of wages across occupations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Equals A + B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. Due to change in weight given to each group</td>
<td>−.00147</td>
<td>−.00033</td>
<td>.00014</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>.00926</td>
<td>.00428</td>
<td>−.00340</td>
</tr>
<tr>
<td>2. Change in inequality within occupations</td>
<td>.0403</td>
<td>.0214</td>
<td>−.0224</td>
</tr>
<tr>
<td>(Equals C + D)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Due to change in weight given to each group</td>
<td>.00864</td>
<td>.00144</td>
<td>.00154</td>
</tr>
<tr>
<td>D. Due to change in group inequality measures</td>
<td>.03164</td>
<td>.02000</td>
<td>−.02393</td>
</tr>
</tbody>
</table>

(Continued on the next page)
Table 3—Continued
Decomposition of Theil Measure of National Wage Inequality
By Demographic and Industry Demand Factors

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Theil (Equals 1 + 2)</td>
<td>.0481</td>
<td>.0260</td>
<td>-.0256</td>
</tr>
<tr>
<td>1. Change in inequality of wages across industries (Equals A + B)</td>
<td>.0020</td>
<td>.0012</td>
<td>-.0022</td>
</tr>
<tr>
<td>A. Due to change in weight given to each group</td>
<td>.00064</td>
<td>.00029</td>
<td>.00022</td>
</tr>
<tr>
<td>B. Due to change in wages</td>
<td>.00136</td>
<td>.00089</td>
<td>-.00242</td>
</tr>
<tr>
<td>2. Change in inequality within industry groups (Equals C + D)</td>
<td>.0461</td>
<td>.0249</td>
<td>-.0234</td>
</tr>
<tr>
<td>C. Due to change in weight given to each group</td>
<td>.00539</td>
<td>.00188</td>
<td>.00124</td>
</tr>
<tr>
<td>D. Due to change in group inequality measures</td>
<td>.04071</td>
<td>.02298</td>
<td>-.02469</td>
</tr>
</tbody>
</table>

Summary and implications

Throughout much of the 1980s, wage inequality increased in the United States. Previous research has found that a rise in earnings by educational level and increased wage dispersion across occupations were important factors in the rise in wage inequality. Researchers, however, have noted that much of the rise in wage inequality was left unexplained by the demographic and industry factors that they examined. In this study, I have furthered the analysis by examining the impact on wage inequality of a divergence in regional wages that occurred during the 1980s.

I find that regional shocks, such as the recessions in the oil and farm belts, pushed wages lower in these below-average-wage areas, and increased defense spending pushed up wages in above-average-wage areas. While these regional shocks increased overall wage inequality, I find that regional wage divergence accounted for only 2.1 percent to 5 percent of the rise in national wage inequality. Other factors, such as increased wage dispersion across educational and occupational groups and a reduction in the male–female wage gap, played larger roles.

Although recent studies suggest that regional wages are likely to return to convergence, results of this study suggest that the convergence will likely have only a small impact on national wage inequality. The future direction of wage inequality is unclear. A growing demand for high-skilled workers (without a large increase in the supply of skilled workers) would put upward pressure on wage inequality, while a continued decline in the male–female wage gap would put downward pressure on wage inequality. To get a better idea of the future direction of national wage inequality, further work needs to be done to fully understand the factors affecting wage inequality.
Using the Population-Weighted Theil Measure of Inequality

In this paper, I use a measure of inequality due to Theil (1967, 126–27). As shown in Horrigan (1991), this measure can be written simply as

\[ T = \sum_{i} p_{i} s_{i} \ln \left( \frac{p_{i}}{s_{i}} \right), \]

where \( p_{i} \) is the population share of the \( i \)th person, \( s_{i} \) is the income share of the \( i \)th person, and \( P \) is the number of people in the sample. Thus, the greater is the difference between individual’s income share and their population share, the greater is the Theil statistic.

As brought out by Haslag, Russell, and Slottje (1989), no single inequality measure has been proved superior to the others. As described in Shorrocks (1980), however, the population-weighted Theil is one of a limited number of additively decomposable inequality measures that satisfy three important properties:

- A transfer of earnings from a richer to a poorer individual reduces the value of the measure;
- If there are \( r \) groups with \( n \) individuals and each group has an identical distribution, then aggregating the groups would result in an inequality measure that would be equal to the measure for each of the individual groups; and
- If the wages of each person were multiplied by some positive constant, the degree of inequality would remain the same.

Shorrocks finds that among the limited number of additively decomposable inequality measures that fit these criteria, the population-weighted Theil is the most satisfactory because its decomposition is unambiguous.

In calculating the Theil with CPS data, several problems must be addressed. The first is that each observation is not weighted equally. I address this problem by adjusting the Theil measure to account for unequal weights. As shown in Horrigan (1991), the adjusted Theil is calculated as

\[ T = \ln \mu - \frac{1}{N} \sum_{i} W_{i} \ln(Z_{i}), \]

where

\[ \mu = \frac{\sum_{i} W_{i} \cdot Z_{i}}{N}, \]

\[ N = \sum_{i} W_{i}, \]

\( W_{i} \) is equal to the CPS sampling weight for individual \( i \), and \( Z_{i} \) is the wage and salary earnings of individual \( i \).

(Continued on the next page)
Using the Population-Weighted Theil Measure of Inequality—Continued

The second problem in using the CPS data is that wages that exceed a set level are not given in the sample. Although the truncated part is usually only between 0.5 percent and 1.5 percent of the sample, it nonetheless can represent an important downward bias in the Theil. To account for these high-wage earners, a Pareto distribution was estimated by state, excluding the lowest-paid 60 percent of the work force. An average top-coded wage for each state was calculated by using the estimated distribution of the top-coded individuals, and each top-coded person was then assigned the average wage.

Once a wage was estimated for each of the top-coded individuals and a national Theil statistic was calculated using the CPS weights, then the Theil was decomposed first into the contribution of wage differences between subgroups:

\[
B = \frac{1}{N} \sum_{g}^{G} N_g \log \frac{\mu}{\mu_g},
\]

where \(N\) and \(\mu\) are defined in equations 3 and 4. The contribution due to inequality within each subgroup \(g = 1, \ldots, G\) is then defined as

\[
C_g = \frac{N_g}{N} T_g,
\]

where \(T_g\) is the Theil for each group. The aggregate Theil measure is then equal to

\[
T = B + \sum_{g=1}^{G} C_g.
\]

Past research on the distributions of wages and income has found that the Pareto distribution fits well at the upper end of the distribution. For example, see Singh and Maddala (1976) and Cramer (1971).
Appendix

Group Definitions

1. Age
   A. 16–19
   B. 20–29
   C. 30–39
   D. 40–64
   E. 65+

2. Education, Years Completed
   A. 0–8 Elementary School or Less
   B. 9–11 Some High School
   C. 12 High School Graduate
   D. 13–15 Some College
   E. 16 College Graduate
   F. 17+ Post-College Graduate

3. Gender
   A. Female
   B. Male

4. Industry
   A. Agriculture, Forestry, and Fisheries
   B. Mining
   C. Construction
   D. Durable Goods Manufacturing
   E. Nondurable Goods Manufacturing
   F. Transportation, Communication, and Public Utilities
   G. Trade
   H. Finance, Insurance, and Real Estate
   I. Business and Repair Services
   J. Personal Services
   K. Entertainment and Recreational Services
   L. Professional Services
   M. Public Administration

5. Occupation
   A. Executive, Administrative, and Managerial
   B. Professional
   C. Technicians and Related Support
   D. Sales Occupations
   E. Administrative Support
   F. Private Household
   G. Protective Service
   H. Farming, Forestry, and Fishing
   I. Precision Production, Craft, and Repair
   J. Machine Operators, Assemblers, and Inspectors
   K. Transportation and Material Moving
   L. Handlers, Equipment Cleaners, Helpers, and Laborers
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