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Recently, economists have examined the monetarist and
the expectations-augmented Phillips-curve models of inflation
to determine which model is a better predictor of the inflation
rate. These studies raise an important question: Does money
growth contain information that is useful in predicting the
inflation rate?

Joseph H. Haslag and D’Ann M. Ozment specify a
general model of the inflation rate that encompasses both the
Phillips-curve and the monetarist models. They find that their
general, encompassing model is a better predictor of the
inflation rate than either the monetarist model or the expectations-
augmented Phillips-curve model of inflation. Furthermore, the
authors find that changes in money growth play an important,
independent role in predicting the inflation rate
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How predictable are real GNP, prices, and other
macroeconomic data over long time horizons? The answer
depends on the nature of their trends. In this article, Nathan
S. Balke describes alternative maodels of trend for economic
data, discusses the implications of these models for forecast-
ing and business-cycle analysis, and reviews some of the
existing evidence for and against various models of trend.

In addition, Balke conducts a case study ol real GNP
and the price level. He finds that a simple linear time trend
may adequately reflect the long-run behavior of real GNP.
The price level, on the other hand, appears 1o be affected by
infrequent but dramatic events that have long-lasting effects
Consequently, the price level is much more difficult to
forecast.
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Money Growth, Supply Shocks, and Inflation

hat role does money growth play in determin-

ing the inflation rate? Empirical studies exam-
ining the inflation rate difter in their answer to this
question. Some mocdels stress the roles that wage
growth and lactor scarcity play in determining the
inflation rate. These models—often referred 1o as
the expectations-augmented Phillips-cunve models
—agenerally omit money growth from the estimated
regressions on the grounds that any information
contained in money growth is already accounted
for by either the unemplovment or output gap. In
other models, however, changes in the inflation rue
stem from oo much money chasing o few goods
Such specifications are often associated with mone-
tarist models. Not surprising, monetarist models of
the inflation rate prominently feature the effect of
changes in money growth.! Hence. the monetarist
models place substantial weight on the information
contained in money growth for predicting inflation
Different specifications are understandable because
they are derved from competing theones. Never-
theless, an important question is rised: Does
money growth contain information that is useful
in predicting the inflation rawe?

Recently, literature has developed that
addresses a closely related question: that is. which
model—the expectations-augmented Phillips
curve or the monetarist—is a better predictor of
the inflation rate? Three recent papers illustrate
the findings. In the first of these articles, Yash P
Mehra (1988) compared a monetarist model with
the Phillips-curve maodel specifications to deter-
min¢ which model was a better predictor of the
inflation rate. Mchra found that the monetarist
model’s performance depended on which mea-
sure of money was used in the analysis, When the
money measure was M2, the evidence suggested
that the monetarist model predicted inflation more
accurately than the Phillips-curve specification
When the monetarist model included M1 in the
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specitication, however, Mchra's findings suggested
that the Phillips-curve model was a4 more accurate
predictor of inflation

In the second article, John K. Hill and
Kenneth | Robinson (1989) compared predictions
from three competing maodels of the inflation rate
In the first model, M2 growth was the sole
explanatory variable. In the second model, wage
growth replaced M2 as the independent variable,
while in the third model, factor scarcity measures
were the independent variables. Hill and
Robinson concluded that models containing wage
growth or a combination of the unemployment
rate and the capacity utilization rate more accu-
rately predicted inflation than a model whose sole
explanatory variable was M2 growth.

In the third paper. David J. Stockton and

We wish o thank Nathan Balke, Eduard Bomhofl, Kenit Hill,
and especially Evan F. Koenig for helpful comments on
earlier copies of this article. Any remaining errors are solely
our respons:bility

Some monelanst models specily a reduced-form equation
for the infiation rate Such a specificalion is consistent with
changes in monay growth influencing inflation through a
real-balance effect Alternatively, Eugene F Fama (1982)
usas the quantity theory framework as the basis for a mode!
in which changes in inflabon resull when money-supply
growlh exceeds money-demand growth

Mehra compares forecasts using alternative models of the

inflation rate from 19771 to 19874, fecusing on the rool
mean squared error (RMSE) of the dilferent forecasting

j¢ when he considers differant

models. Hes rankings ch
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RMSE than tt

SUDBIIOr



Charles 8. Struckmeyer (1989) used nonnested
specification tests 1o compare monetarist models
against the expectations-augmented Phillips-curve
model * Stockton and Struckmeyer did not find
evidence supporting one model over another
Rather, they concluded that these “results suggest
that each model identifies some critical determi-
nant of inflation but that no one specification is
sufficiently general to “encompass’ the results of
its competitors” (Stockton and Struckmeyer 1989,
283)."

' The version of the expectations-augmented Phillips-curve
model estimaled by Stocklon and Struckmeyer is pre-
sented originally in Gordon (1985) Note that Gordon ( 1982)
also examined (he role that the exchange rate played in
determining inflation. The coefficient on the exchange vari-
able. however, was not statistically dilferent from zero

The P* model aiso proposes that money and the output gap
jointly determine movements in the milation rate In thew
“peneral” specihicaton, Jelfrey J Haliman, Richard D Por-
ter, and David H Small (1991) estimate a model in which
changes in the inflation rate are a function of the deviation
in velocity from its trend value and the output gap The
authors hind that these two separate effects are not signifi-
cantly aifferent from one another With the price gap term
(that is. P-P* ) capturing both M2 effects and output gap
effecis, the evidence suggests that both money and the
oulput gap jointly (and significantly) determne changes in
the infiation rate

* Recently. Yash Mehra (1990) examined the role that unit
labor costs and the outpul gap played in predicling move-
ments in the milation rate Mehra concludes that unit labor
cosls do not help lo predicl the inflaton rate, but that
changes in the oulput gap do help fo predict changes in the
inflation rate He also stales that “the ‘incremental predic-
tive"contnibution of the oulpul gap remains signilicant even
alter one allows for the influence of monelary factors on the
price level” (Mehra 1990, 38) Mehra finds evidence that
monelary vanables—specifically, the inlerest rate—are
significant in a model with the oulpul gap also included

The analysrs presented in this article differs from Mehra's
inseveralkey aspects The mostimportant difference is that
his estimating equation lirst differences the inflation rate,
appealing to the absence of stationarity in the implicit price
deflator We measure the inflation rate using the fixed-
weight price deflator, and the inflation rate is stationary
Moreover, in Mehra's analysis money affects the price level
indirectly through the P* error-correction lerm Itis not clear,
therefore, that a monetary vanable adds significant infor-
mation in terms of predicting the inflation rate based on
Mehra’s results

The purpose of this article is o specify a
general model of the inflation rate that answers
two questions. First, is there enough useful
information contained in money growth to
wiarrant including this variable in an inflation-rate
cquation? Second, does a general model that
encompasses both the expectations-augmented
Phillips-curve model and the monetarist model
predict inflation more accurately than either of the
wo individual models?

Overall, the evidence presented in this
article is consistent with the notion that the
cencompassing model is superior (in the sense that
it is a better predictor of the inflation rate) to
cither the monetarist or expectations-augmented
Phillips-curve models found in the literature.” In
particular, the evidence suggests that changes in
money growth do play an important, independent
role in predicting inflation.

A theoretical model of inflation

The first aim of this article is to provide a
theoretical structure that encompasses both the
monetarist and expectations-augmented Phillips-
curve theories of inflation. We use a theoretical
framework of aggregate demand and aggregate
supply to derive the general inflation-rate model.
By assuming that the labor market always clears at
its full-employment level, making the aggregate
supply curve vertical, we obtain and estimate a
monetarist specification. By assuming that prices
are marked-up over wages, making the aggregate
supply curve horizontal, we obtain and estimate
an expectations-augmented Phillips-curve model.
The general inflation-rate model, with a positively
sloped aggregate supply curve, encompasses both
of these alternative models in the sense that by
restricting particular coefficients in the general
model 1o equal zero, the general model collapses
1o one or the other of the special cases.

What are the fundamental forces that cause
movements in the inflation rate? We assume that
the inflation rate moves to prevent the emergence
of disequilibrium in the commodities market. For
example, suppose that demand growth exceeds
supply growth at the current rate of inflation, Our
intuition tells us that the inflation rate increases to
depress demand growth (and perhaps o stimulate
supply growth), thereby maintaining equilibrium.

Federal Reserve Bank of Dallas



Conversely, il supply growth exceeds demand
growth, the inflation rate decelerates o induce
greater demand growth and thus prevent
disequilibrium from emerging

We proceed by specitying a simple model of

aggregate demand and aggregate supply, thus
identifying the factors that influence demand
growth and supply growth. Aggregate demand
and aggregate supply are assumed 1o be given by
the following expressions:

() |'_" =a,(M - pi+aG,

(2) o= =00, = p -0

where j denotes output, o denotes demand, s
denotes supply, £is the current time period, Mis
the money supply. pis the price level, ¢ is govern-
ment expenditures, ¢ s the potential level of
output. @ is the nominal wage rate, @* is the full-
employment real wage rate, and a.d.and ¢ >0
are parameters” Fach varable in equations 1 and 2
is measured in log levels,

Equation 1 is an aggregate output demand
schedule. indicating that output is positively
related 1o the level of real money balances and
government spending” In short, equation 1
indicates that an aggregate demand curve drawn
in p-y space is downward-sloping and shifts to the
right in response to increases in either nominal
money balances or government spending.

Equation 2 is an aggregate supply schedule,
relating that output supply is positively related
10 the level of potential output but inversely
refated to deviations in the real wage rate from its
full-employment level. Equation 2 indicates that
the aggregate supply schedule will have a posi-
tive slope in p-y space. The aggregate supply
schedule shilts to the right in response 1o in-
creases in potential output and the growth rate of
market-clearing real wages and to decreases in
nominal wages

To complete this model, we specify an
cquation that describes how wage growth is
determined. We assume that wages are contracted
before all the shocks thar affect the economy are
realized. In essence. workers are atempting 1o
secure a real wage rite using expected inflation and
the demand pressures observed Last period. This
tvpe of nominal wage contructing is formalized in
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the following representation ol wage growth:

(3) @, =Aw, +(=r’ +@* 1+, , U, ).

Lo |
where 1 is the expected inflation rate, @* is the
expected growth rute in the market-clearing real
wage rte, {/denotes the unemployment rate, U
is the natural rate of unemployment, and A and
8> 0 are parameters. We assume that wage growth
is positively related to lagged values of wage
growth, the expected growth rate of the market-
clearing real wage rate, and the gap between the
naturl and actual unemployment rates

Lagged values of nominal wage growth are
included to account for labor contracts that do not
terminate simultuncously. John B. Taylor (1979)
first proposed that rermination points for labor
contracts are staggered. Workers attempt 1o recoup
relative wage deterioration and thus instigate
persistence in nominal wage growth over time ®
The following conditions are satisticd in the steady
stte: L =, w,=w,,. 7=, and @ = @ In
the steady state, equation 3 implies that w-nr =
®". Thus, the steady-state condition says that

This specificabon uses government purchases of goods
and services as the measure of liscal policy Other re-
searchers have used the federal budget dehcit as the fiscal
policy measure Indeed, aggregale demand may be sensi
live to items in the government budget consiraint other than
just spending on goods and services. When we used the
high-employment government budge! deficil as the liscal
policy measure, however, the resulls are nol substantively
different from those reported in this article

" The aggregate demand schedule is essentially the same as
the culput demarnd schedule specified by John B Taylor
(1979) One concern with the specificahon of equation 1 is
that it ormits lagged values of real balances and government
spending Yel economisls generally believe that the effects
of changes in monetary variables are distnbuted over time
Lagged values of money growth are iniroduced into the
model through expecied inflation. We do not intend that the
nterpratation of the coeficients on lagged values of money
growth be bimited to how money affects inllation through
expacted inflahon. Rather, the mitespretation of coeffliceents
on lagged money growih in the reduced-form setting that
we @shmaile should be a hybnd of the expected inflation
channel and the aggregaite cemand channel

See Gray (1976) ang Fischer (1977) for a more datadled
exposition of the wage-conirachng models



changes in the growth rate of real wages equal the
growth rate of the market-clearing real wage rate.
Equations 1, 2, and 3 together define the
inflation-rate equation implied by this model.
Setting output demand equal to output supply,
differentiating with respect to time, and substitut-
ing for wage growth with equation 3 yields the
following expression for the inflation rate:

(4) m=1/(a,+¢)laM, +a,G, - 3" +¢,[Ad,
+H1-2)771-¢,[A0* H@*~0*)]

+¢,8(U,_, -U, )N

With ¢, > 0, equation 4 indicates that the inflation
rate is positively related to changes in money
growth and government-spending growth, each a
factor that influences the growth rate of aggregate
demand.” Furthermore, the equation indicates that
the inflation rate is positively related to changes in
last period’s wage growth and the unemployment-
rate gap but negatively related to changes in
potential output growth and the actual growth
rate of the market-clearing real wage rate. Further-
more, with A < 1, equation 4 indicates that the
inflation rate is positively related to the expected
inflation rate and the expected growth rate of
market-clearing real wages,

Why is there a qualitative difference be-
tween the effect that a change in the growth rate
of the expected market-clearing real wage rate has
on the inflation rate and the effect that a change
in the growth rate of the actual market-clearing
real wage rate has on the inflation rate?” The
expected growth rate of market-clearing real
wages is based on all information available to
workers in time period 1-1. The workers informa-
tion set consists of expected changes in productiv-
ity growth, labor force growth, and the growth
rate of quantities of raw materials. Consequently,

' We assume throughout this article that the parameters are
constant over ime. Thus. the derivative of each parameter
with respect 1o time is zero

' See Gordon (1985) for @ more complete discussion of
polential oulput and the appropriate interpretation of pro-
duchivity in such a framework

expected changes in @* are built into the labor
contracts that determine today’s nominal wage
growth. In contrast, unexpected changes in @* are
not built into today's labor contracts. Because
labor contracts are not perfectly indexed to
accommodate unexpected changes, the impact on
the inflation rate due to expected and unexpected
changes in the growth rate of the market-clearing
real wage rate will differ.

Equation 4 represents a general theoretical
model of the inflation rate, The characterization of
the aggregate supply function distinguishes this
general model from two special cases: the expec-
tations-augmented Phillips-curve model and the
monetarist model. In particular, the slope of the
aggregate supply curve (that is, 1/¢)) differentiates
the estimated inflation equation. In the following
sections, we detail these differences for the
monetarist and the expectations-augmented
Phillips-curve models. For each special case, the
appropriate specification of the underlying
inflation equation is derived.

The monetarist model

In the monetarist model, the inflation rate is
primarily determined by movements in the output
demand schedule. The key assumption is that
wages are flexible so that the labor market always
clears (formally, w-p, = @}). With real wages
always equal to their market-clearing level,
equation 2 implies that the aggregate supply
schedule is a vertical line, intersecting the hori-
zontal axis at potential output, Note that, for the
purpose at hand, to assume that the labor market
always clears is equivalent to setting ¢, equal to
zero in equation 2. Thus, the monetarist model of
inflation can be regarded as a special case of the
general model developed here.

Figure 1 depicts the monetarist model
graphically with the downward-sloping aggregate
demand schedule and a vertical aggregate supply
schedule. The intersection of the aggregate
demand and aggregate supply curves determines
the price level. To illustrate the effects of changes
in aggregate demand, consider the effects of an
increase in the money supply. As Figure 1 shows,
a larger money stock translates into a rightward
shift in the aggregate demand curve from D, to
D,. resulting in an excess demand for commodi-

Federal Reserve Bank of Dallas



Figure 1
Monetarist Model

Price AS
P
B,
Dl
0,
yF Output

ties at the initial equilibrium price level, p. To
prevent the emergence of disequilibrium, the
price level rises 1o p, thus reducing real money
balances, lowering aggregate quantity demanded.,
and maintaining equilibrium. Thus, when exog-
enous forces increase aggregate demand, the
observed impact is higher prices.

In the monetarist model, shifts in the output
supply schedule arise because of factors that
affect the level of potential output. To illustrate
the effect of a change in aggregate supply on the
price level, consider a change in productivity
With the tull-employment conditions satisfied. an
increase in productivity growth, for example,
results in the output supply schedule shifting out
as potential output increases. Other things being
equal, greater productivity means that aggregate
supply increases, and there is an excess supply of
commodities at the initial price level, To prevent
the emergence of disequilibrium in the commodi-
ties market, the price level would fall.

With ¢, = 0. the general model of the
inflation rate (that is, equation 4) reduces to the
following expression:

(3) =1/ alaM +a,G -y’

Equation 5 indicates that the inflation rate is a
function of money growth, government-spending
growth. and factors that affect the growth rate of
potential output.

Economic Review
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In short. the monetarist model emphasizes
the role of money growth through its impact on
aggregate demand growth, Because wages are
flexible, the labor market clears at its full-employ-
ment level. Increases in productivity growth,
employment growth. or the availability of raw
materials, for instance, translate into a lower
inflation rate because output supply growth
increases relative to output demand growth

The expectations-augmented
Phillips-curve model

In this section, we assume that there is some
degree of wage stickiness that permits under- and
overemployment as potential outcomes. This
means that we relax the key assumption imposed
in the monetarist representation, namely that the
labor market clears at the full-employment level.
In addition, we incorporate the notion of a price-
markup scheme, in which firms are willing to
supply any quantity of output, provided that the
output price satisfies a reservation-markup
condition. Graphically, a price-markup scheme
implies a horizontal aggregate supply curve at a
level equal to the wage rate plus a reservation-
markup level

In the expectations-augmented Phillips-curve
setting, @* is no longer appropriately interpreted
as the market-clearing real wage rate. Instead, it is
more appropriate to interpret @* as a target real
wage rate that reflects the desired markup of price
above unit-labor costs. As equation 2 shows, an
increase in the real wage rate above the target
level reduces output supply. Conversely, when
the market real wage rate falls below target level,
output supply rises. To assume that firms adhere
strictly to the markup scheme is equivalent 1o
letting @, go to infinity, so that the aggregate
supply curve becomes horizontal at the level
-~

Figure 2 presents a graphical depiction of
the case in which @, = eo. In this setup, a change
in money growth—or anything else that affects
aggregate demand growth—has no immediate
cffect on the inflation rate. To illustrate, consider
the effect of a rightward shift in the aggregate
demand schedule from D, to D, resulting from an
increase in money growth. Because the aggregate
supply schedule is horizontal, more money



Figure 2
Phillips-Curve Model
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translates into more output, from y, to ¥, but
price does not change

Formally, with @ = ==, the inflation-rare
equation (that is, equation 1) is expressed as

(6) n=lAw, +(1-A)x]=-|A@"

HD =@* N+, =1, )
In general, equation 6 indicates that the inflation
rate is closely related 1o factors that shilt the
aggregate supply schedule, such as wage growth
If money growth is to affect inflation in the
expectations-augmented Phillips-curve model, it is
through the unemployment-riate gap term, As
shown in Figure 2, an increase in money results in
higher output. Thus, more money lowers the
unemployment rate and transhies into higher
inflation through faster wage growth. Any infor-
mation from accelerating money growth is already
captured in the unemployment-rate gap term
Hence, the expectations-augmented Phillips-curve
model maintains that money growth does not
contain any independent information relevant for
predicting the inflation rate

The general model
The key Teature of the general model s the
absence of conditions on the slope « octhicient. ¢

More generilly, the slope of the aggregate supply

6

Figure 3
General Model — Shift in Aggregate Demand

Pres
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schedule is neither infinite nor zero. As such,
Cquation A s a4 more general version of both the
monetarist and expectations-augmented Phillips-
curve models

Figure 3 depicts this general representation
as an upward-sloping supply curve. An increase
in money supply shifts the aggregate demand
schedule rightwiird from D 1o D and translates
evel (from 2 10

into an increase in both the price
P and output (from ¥, to ¥} Both price and
output move in response to a shift in the aggre-
gate demand schedule, as compared to the more
specific findings presented in the monetarist
case—in which only prices were affected-—and
the expectations-augmented Phillips-curve case—
in which only output was alfected. Hencee, the
general model encompasses both the monetarist
and expectations-augmented Phillips-curve
maodels

Both the monetarist and expectations-
augmented Phillips-curve models impose testable
madel. For the mon-
clarist model, neither lageed values ol wage

restrictions on the genent

growth nor the unemployvment-rate gap affect the
inflation rate. For the expectations-augmented
Phillips-curve maodel. neither money growth nor
government-spending growth alfect the inflation
rate. If one can reject the hyvpotheses associated
with either of these special case models. then the
peneral model is superior in terms of predicting

inflation

Federal Reserve Bank of Dallas



An empirical specification

The theoretical specification derived above
includes several variables that do not ranslate
directly into observable dati. Consequently,
estimating equation 4 as stated is somewhat
difficult. Specifically. there are factors that deter-
mine the growth of market-clearing real wages
that should be included in a specification of the
inflation rate. Many of the same variables will
alfect the level of potential output growth. In this
section, we propose severdl observable variables
that should be included in an empirical analysis of
the inflation e

Generally, the growth rate of the market-
clearing real wage rate depends on factors that
enter into the production function and into either
the Tabor demand or Llabor supply specifications
Specifically. productivity growth and the growth
rate of raw materials affect the demand for labor,
and labor force growth affects the supply of Libor "
These factors also may influence the inflation rate
through their effects on potential output.

To illustrate, consider the effect of a change
in productivity growth on the growth rate of the
market-clearing real wage. An increase in produc-
tivity growth results in greater demand for work-
ers. To prevent disequilibrium in the labor market,
the growth rate of market-clearing real wages
must rise in response to the increase in the
demand for workers. An increase in the supply of
raw materials (due to some exogenous factor)
similarly trunslates into greater demand for
workers. As the growth rate of raw materials
increases, the market-clearing real wage rate rises,
translating into a lower inflation rate, Similarly, an
increase in either productivity growth or the
growth rate ol raw materials will increase the
growth rate of potential output, resulting in a
lower inflation rate. Thus. to the extent that
productivity growth and the availability of raw
materials are important factors alfecting the
market-clearing real wage rate. equation 4 pre-
dicts that increases in the growth rates of thesc
variables transkute into a lower inflation rate

When labor force growth increases, how-
ever, the effects on the market-clearing real wage
rate and potential output are opposite in sign
Consider an increase in lubor force growth. To
prevent disequilibrium in the labor market, a

Economic Review — May 1991

taster growing labor force means that the growth
rate of the market-clearing real wage rate falls and
the inflation rate rises. Alternatively, a higher
arowth rate of the labor force means that the
growth rate of potential output rises, and the
inflation rate must fall to prevent disequilibrium in
the goods market. On net, the effect on potential
output growth will dominate so that inflation is
directly related to labor force growth

The next question is, How do we measure
these factors? Following Gordon (1983), Stockton
and Struckmeyer (1989), and Mehra (1990), we
measure productivity as output per hour of all
persons in the nonfarm business sector, Labor
force growth is measured as the percentage
change in the labor force participation rate.
Following Tatom (1981) and Hafer (1983), supply
shocks to raw materials are captured by move-
ments in the price of food relative to the general
price level and in the price of energy relative
to the general price level. Relative price move-
ments serve as proxies when the dominant
movements in the quantities stem from exogenous
shocks to the supply of raw materials. Because
the price movements are not the result of major
changes in domestic demand, exogenous shifts
in the supply curve mean that the relative price
ol raw materials is negatively related 1o equilib-
rium quantities.

Because the expected value of the growth
rate of the market-clearing real wage rate is in
equation 4, expected values of the growth rates of
productivity, the labor force, and raw materials also
enter into the inflation-rate equation. We choose to
use the unconditional expected value—the sample
mean—as expected value. Thus, each of these
variables series enter the estimating equation
measured as deviations from the mean value.

Investment would also likely affect the growth rate of the
market-clearing real wage rate. We omit the investiment
vanable from our discussion because it is nol easy 0
identify whether movements are the result of shifts in the
demand curve or the supply curve. Shifls in the demand
curve are already impiicitly embodied in the aggregale
dermand curve equation Interpreting the coefficient on the
investment vanable is very difficult when shocks occur lo
both the demand for and supply of investment



Another variable that is not directly observ-
able is the expected inflation rate. In general, one
would expect that the factors included in equation
4 would also be used in forecasting the inflation
rate. We assume that expected inflation is condi-
tioned on information available ar ime r-1. Thus,
expected inflation is represented as being depen-
dent on lagged values of all the variables that enter
into the general inflation-rate specification. Thus,
the variables in equation 4 along with lagged values
of the inflation rate constitute the information set
that agents use to forecast the inflation rate. In
addition, using lagged values to capture the expected
inflation rate is a simple way to introduce dynamic
effects of these variables on the inflation rate. "

Thus, using observable data to capture the
effects of changes in the growth rate of the market-
clearing real wage rate and the expected inflation
rate conditioned on information available in period
=1, the inflation-rate equation estimated is repre-
sented by the following expression:

(7) =m=c+ iﬂ..l}, ) +i5,(;',_‘ +Z T,

+3 At + Y CLBE
+i WU PG+ Z V.RPE,
+E ERPF,_, + Z 6 gap, , +vD,.

where ¢, B, 8, 1, A, & 1, v, § 6, and yare parameter
estimates; m, =1, ..., 9 represent the lag lengths of
the variables included in the information set used to

' An alternative way 10 inlroduce dynarmics nto the inflation-
rate equation is to use the conditional expected value of the
variables that influence the expected growth rale ol the
market-clearing real wage rale Indeed. if the expeciationis
conditioned on the series’ histonical behawvior (for instance.,
an auloregressive process), then lagged values of produc-
tivity growth, labor force growth, and the growth rate of raw
materials would enter into the inflation equation through @™
instead of through expected inflation. Because the qualita-
tive effects on infiation due to changes in @™ and x* are the
same. we choose lo infroduce the dynamics through the
expecled infiation rale

calculate the expected inflation rate; gap denotes
the unemployment rate less its natural rate; and Dis
a dummy variable that takes on the value of 1 from
1971:1 to 1972:4 when price controls were in effect.
Other variables are defined in the Appendix.

With the specification of the empirical model,
it is useful to identify the implicit restrictions
imposed on equation 7 that yield the monetarist
and expectations-augmented Phillips-curve models.
Although the expected inflation rate does not
appear in the monetarist model presented in
equation 5, it is fairly common in the literature to
include lagged values of the inflation rate and
money growth in estimating the equation to
account for dynamics. In addition, supply-shock
variables—such as the relative price of energy—
sometimes appedr in the monetarist specifications.
Supply shocks would affect potential output, which
appears in equation 4. Thus, the key difference
between the monetarist specifications and the
general one is that the unemployment-rate gap and
lagged values of wage growth do not appear in the
monetarist model. The de facto restriction placed
on the general model is that neither the unemploy-
ment-rate gap nor wage growth contain information
that significantly help to predict inflation. In other
words, the general model is not superior to the
monetarist specification if we cannot reject the null
hypothesis that the coefficients on lagged values of
wage growth and lagged values of the unemploy-
ment-rate gap are jointly equal o zero.

How does equation 7 differ from the expecta-
tions-augmented Phillips-curve models that are
estimated? Most important is the inclusion of
demand-schedule shift parameters, such as money
growth, that apper in the output demand schedule.
Movements in the aggregate demand curve affect
the price level when the aggregate supply curve is
not horizontal. Consequently, the effects of changes
in both money growth and government-spending
growth are implicitly assumed 1o be equal to zero
in the expectations-augmented Phillips-curve
specification. Formally, by imposing the conditions
that the coefficients on contemporaneous and
lagged values of money growth and the contempo-
rancous value of government-spending growth
jointly equal zero, equation 7 collapses to the
expectations-augmented Phillips-curve model.

Hence, the general specification of the
inflation rate presented in this section encom-
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Table 1

Simple Correlation Coefficients Between
the Inflation Rate and Selected Variables

Correlation
Variable Coefficient
M, 506"
RPE, 393"
RPF, 183
PG, -.383""
w,, 681°*
u.,-0, ~.006
LBF, A14

* P-value is the significance probability of the correlation
** The correlation coefficient is significantly different from zero

NOTE: The variables are defined in the Appendix.

passes both the monetarist and the expectations-
augmented Phillips-curve models because it
relaxes conditions imposed by each model. The
general model reduces to the monetarist model if
the Libor market clears instantancously so that
wage growth and the unemplovment-rate gap do
not contain information that is significant in erms
of predicting inflation. On the other hand, the
general model reduces 1o the expectations-
auvgmented Phillips-curve model it neither money
growth nor government-spending growth contain
information that is significant in terms of predict
ing inflation. Whether the general model is
superior o either the monetiarist model or the
expectations-augmented Phillips-curve model
depends on whether the evidence suggests that
both of these null hvpotheses are rejected

Issues in model specification
The data used in our analysis span 1959-88
and are quarterly and seasonally adjusted. (For a

detailed desc ription ol the variables, see the
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Appendix.) The specification that we estimate
is equation 7. The relative price of raw materials
consists ol both the relative price of energy and
the relative price of food." These features are
common to both the monetarist and expectations-
augmented Phillips-curve models in the literature
Table | reponts the correlation coefficients
between the inflation rate and seven potential
explanatory variables: the growth rate of the
adjusted monetary base (M), the growth rate of the
relative price of energy (RPE). the growth rate of
the relative price of food (RPF), the growth rate
of productivity (PG, the lugged value of the
growth rate of wages (), the lagged value of
the unemplovment-rate gp (L= 7)., and the
lagged value of the labor force participation

Mehra (1990) proposes including a dummy variable to

accoun! for changes in the inlighon rale for the penod

mmodiate

ediately alter price controls were hilte



growth rate (LBF)." Except for the unemploy-
ment-rate gap and labor force participation
growth, the correlation coefficient is significantly
different from zero in each case. The evidence
suggests that five of the seven potential explana-
tory variables are significantly correlated with the
inflation rate. This finding does not rule out the
possibility that marginal information is contained
in the unemployment-rate gap and labor force
participation growth. Indeed, multiple regression
is a direct way to shed light on whether changes
in any of the explanatory variables contain
marginal information about the inflation rate while
holding all other explanatory variables constant
An important issue in estimating equation 7
is identifying the appropriate lag length for the
variables that are assumed to have effects
distributed over time. Daniel L. Thornton and
Dallas S. Batten (1985) provide evidence that
suggests that policy conclusions are sensitive 1o
the lag structure specified. To confront this
problem, the Schwartz criterion method was

" Weuse the monatary base in this analysis inslead ol another
monetary aggregate for parsimony See Haslag (1990) for
comparisons of the monetary base lo M1 and M2 The
ewvidence presented in that article suggests that money
multipher growth {as measured by either M1 or M2) was natl
a useful variable for predicting inflation at very short lag
lengths. such as those chosen by the Schwartz criterion In
addition, Robert G King and Charles | Plosser (1984)
maintain thal the monetary base is related more closely lo
infiation than are the broader monelary aggregates

Cheng Hsiao (1981} outlines a procedure for choosing the
optimal lag length in a multivariate regression selling He
includes up to eight lagged values of each of the ndependent
variables in the specification

&

Another important econometric issue is whether simultane-
ity is aconcern, resulting in biased coefficients Tominimize
the polential simultaneily bias, we generally used lagged
values of explanatory vanables. In fact, the only contempo-
raneous values of right-hand-side variables included in this
mode! are policy variables Neither money growth nor
government-spending growth are conlemporaneously cor-
related with inflation at the 5-percent significance level
Omitting the contemporaneous values does not affect the
results reporied in this article

T We tested the mode! errors for senal correlation using the
Breusch-Godfrey test In this case, the Breusch-Godfrey

10

employed to select the correct lag length of the
independent variables.' The Schwartz criterion
indicates that equation 7 should include the
contemporaneous value and one lagged value of
money growth, and it also indicates that the
contemporaneous value of government-spending
growth be included in the equation (that is, m, =
1 and m, = 0). The Schwartz criterion further
indicates that the model should include two
lagged values of the inflation rate. the unemploy-
ment-rate gap, wage growth, and the growth rate
of the relative price of energy (that is, m = m =
m. = m, = 2). For productivity growth, labor
force participation rate growth, and the growth
rate of the relative price of food, the Schwartz
criterion indicates that one lagged value of cach
should be included in the model (that is, m, = m,
=m, = 1."

The general specification estimated in this
article is represented by the following expres-
S0

(8) & =0¢ +2ﬁ,.1}, .+5-.("} +z (5l A +ZA,¢E; ;
=1 =1

+OLBE, + PG+ )V RPE,.,
~l

+& RPF, , +20‘ gap, ,+vD,.

=]

Empirical results

In this section we report the findings
obtained by estimating equation 8. We use these
results to draw inferences on the role that money
growth plays in determining the inflation rate. In
addition, these results shed light on the ability of
the general model to predict inflation better than
either the monetarist or the expectations-aug-
mented Phillips-curve models.

Table 2 reports the results of estimating
equation 8.7 What do the results suggest about
particular variables in the general model? There
is at least one statistically significant coefficient
(at the 5-percent level) on lagged values of
money growth, inflation, the growth rate of the
relative price of energy, and wage growth. The
coefficient on the lagged value of the productiv-
ity growth rate is significant at the 10-percent
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level. In addition, the coefficients on the first and

second lagged values of the unemployment-rate
gap are significant at the 6-percent and 8-percent
level, respectively. The coefficients that are
significant at the 5-percent level indicate that
increases in money growth, wage growth, and
the growth rate of the relative price of energy
result in higher inflation, which corresponds to
the theoretical predictions.

Next, we consider the null hypothesis that
coefficients on the variables are jointly equal to
zero. Effectively, this tests for Granger causality.
Under the null hypothesis that the coefficients on
contemporancous and lagged values of money
growth jointly equal zero, the Fstatistic is 10.01,
which is greater than the critical value of 3.07 at
the S-percent significance level, Similarly, we
separately test whether the coefficients on lagged
values of wage growth, the unemployment-rate
gap, and the growth rate of the relative price of
energy are jointly equal to zero. The Fstatistics
for lagged values of wage growth and the growth
rate of the relative price of energy are 6.15 and
4.39, respectively, which is larger than the 5-
percent critical value of 3.07. For lagged values of
the unemployment-rate gap, the Fstatistic is 1.90,
which is smaller than the S-percent critical value.
The evidence, therefore, suggests that money
growth, wage growth, and the growth rate of the
relative price of energy are cach useful predictors
of (Granger cause) the inflation rate. The evidence
also is consistent with the notion that productivity
growth contributes useful information for predict-
ing (Granger causing) inflation. The evidence
suggests that government-spending growth, the
uncemployment-rate gap, labor force participation
growth, and the growth rate of the relative price
of food, however, do not predict (Granger cause)
the inflation rate.

Is the evidence consistent with the notion
that the general model explains inflation better
than the monetarist model? The general model
reduces to the monetarist model if the coeffi-
cients on wage growth and the unemployment-
rate gap are jointly equal to zero. Formally, this
condition amounts to restricting the coefficients
on lagged values of wage growth and lagged
values of the unemployment-rate gap to jointly
equal zero. Under the null hypothesis that 4, = 4,
=@ = ¢, =0, the Fsutistic is 4.14, which is
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greater than the S-percent critical value of 2.45.
Thus, the evidence suggests that the general
model is statistically superior to the monetarist
model in terms of predicting inflation.

The general model collapses to the expec-
tations-augmented Phillips-curve model if the co-
efficients on money growth and government-
spending growth are jointly equal to zero. Under
the null hypothesis that the coefficients on
contemporaneous and lagged values of both
money growth and government-spending growth
are jointly equal to zero, the F statistic is 7.13.
The S-percent critical value is 2.68, so the results
are consistent with the hypothesis that money
growth and government-spending growth are
systematically related to inflation. Thus, the evi-
dence suggests that the general model is statisti-
cally superior to the expectations-augmented
Phillips-curve model in terms of predicting the
inflation rate.™

slabslic is 1 64, less than the 5-percent critical value of 2 37.
Therefore, the ewidence is consisient with the hypothesis
thal the errors are nol senally correlated See Godfrey
(1978) for a description of ihis lest lor serial correlation With
lagged dependent variables on the nght-hand side of the
equation, the Breusch-Godlrey test s a more general test
for senal correlation Alternative lests, such as Durbin's h
tes!, test specilically for the presence of firsl-order auto-
correlation in the residuals We calculated the test resulls
reported in this article using eight lagged values of the
observed residuals

In addition. under the null hypothesis that none of the
explanatory variables help lo explain the variation of infla-
tion about its mean, the F statisticis 37 76 The critical value
at the 5-percent significance level is 1 75 The evidence,
therelore, suggests thal the adjusted R® (0 83) is sigrifi-
cantly different from zeto. Overall, the evidence suggests
that the general model explains some of the variation of the
inflation rate about its mean

=

Mehra ( 1990) examined the issue of whether productivily-
adjusted wages affected the inflation rate In our general
framework, Mehra’s lesls essentially amount o determining
it &, + A, +p, =0 Under the null hypothes:s that productiv-
ity-adjusted wages do not affect the infiation rate, the t
statistic is 346 The 5-percent critical value 1s 198 Thus,
the evidence suggests that a change in trend-adjusted
wage growth does affect inflation. The main difference
bemween Mehra's specification and ours is that he uses one
lagged value of trend-adjusted productivity growth, whereas
we use wo lagged values of wage growth and only one
lagged value of productivity growth

1



Table 2
Coefficient Estimates for the General
Inflation-Rate Equation, 1959-88

Coefficient Standard

Variable Estimates Error
Intercept =215 087
7, 394 097
x 144 .089
M, -.018 057

e 218" 059
APE, -.005 014
RPE,, .038°* 014
PG, , -.098* 048
W, 049 068
W, 202 063
D -173 117
G, 021 014
RPF, 013 030
u.-u, -.205° .108
U_,-0. 192* 112
LBF,_ -.064 .098
DIAGNOSTICS:
AR%= .83

Breusch-Godfrey test at 8 lags = 1.64

* indicates significance at the 10-percent level.
** indicates significance al the 5-percent level.

NOTE: The variables are defined in the Appendix
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Table 3
Sum of Coefficient Estimates and
Tests for Significant Long-Run Effects

Sum of the
Variable Coefficient Estimates
1
Zﬁ ;"‘-4!—1 .200
=i
8,6, 021

I statistics®

3.96

1.47

* The t statistic is calculated under the null hypothesis that the sum of the coetficients is equal to

zero

NOTE: The variables are defined in the Appendix.

What are the long-run effects of changes in
policy variables on the inflation rate? Table 3
presents the results of test statistios calculated
under the null hypothesis that the sum of the
coetlicients equals zero. This test determines
whether the total (or long-run) multiplier is
significantly dilferent from zero. As Table 3
shows, under the null hypothesis that the sum ol
the coeflicients for contemporancous and one
lagged value of hase money growth is significantly
different from zero, the null hypothesis is rejected
at S-percent signilicance. For government-spending
growth, however, the null hypothesis cannot be
rejected at usual signilicance levels. This evidence
suggests that a permanent change in money
growth has a permanent effect on the inflation
rate, but a permanent change in government-
spending growth does not

In short, the evidence suggests that money
growth is o useful predictor of the inflation rate,
which is consistent with the monetarist mocdel
Wage wrowth and the degree of demand pressure
are also usctul predictors of the inflation rate, which
is consistent with the expectations-augmented
Phillips-curve model, Thus, the evidence suggests
that a general model. which encompasses both of
these special cases, is a1 superior model of inflation
when compared 1o either of the nested models
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Forecasting experiment

The results presented in this article focus on
the in-sample properties of the general model
The next question examines the out-of-sample
properties. Specilically. how do forecasts from this
maodel compare to those generated by monetarist
and expectations-augmented Phillips-curve models
of the inflaton rate? In this section, we compare the
bias und accuracy of forecasts generated by the
eenentl model 1o those of forecasts generated by
the expectations-augmented Phillips-curve and
monetirist models. The horizon used for this
experiment is 1980 1=1988:4

The 1980s are an important testing ground
for the general model, particularly compared to
the expectations=augmented Phillips-curve
specilication. There is general concern that the
relationship between money growth and eco
nomic activity changed substantially during the
1980s. If this is so, the general model may not
perform any better than the expectations-
augmented Phillips-curve model in which money
growth is lelt out of the specilication. Note that
the main difference between the expectations-
augmented Phillips-curve model and the general
maodel is the presence ol money growth in the
general model. Therefore, if the sentiment

13



Table 4
Forecast Summary Statistics, One-Step-Ahead Forecasts
(Forecast Horizon, 1980:1-1988:4)

General model

Expectations-augmented
Phillips-curve mode!

Monetarist model

regarding money growth is correct, then the
relationship between money growth and inflation
should not add important information during the
1980s. Consequently, the expectations-augmented
Phillips-curve model would do just as well in
predicting inflation as the general model. In such
an instance, forecasts from a model containing
money growth information would not be any
more accurate than lorecasts generated by a
model that is identical in every way except for
the omission ol money growth

The forecasting experiment emploved here is
a real-time version. This means that one-step-ahead
forecasts of the inflation rate in time period f use
all the information available. Because the model
includes lagged values ol each ol the variables,
the rescarcher is assumed to have the history
available when making these forecasts, In addi-
tion, the parameter estimates can be updated each
pertod as new information becomes available,
Thus, lorecasts for 1980:1 use sample information

14

Root Mean
Squared Error Mean Error
192 087
259 156
442 165

for the ;)g']'i(ul 1939 119794, forecasts for 1980):2
use sample information for the period 1939:1-
1980:1, and so on

Table 4 reports the summary statistics of
forecasts generated by the general model, the
expectations-augmented Phillips-curve model, and
the monetarist model. The mean errors reported
in column 2 of Table 4 are not significantly
different tfrom zero. The evidence. therelore,
suggests that forecasts are unbiased tor each ol
these three models. The RMSE compares the
lorecasting accuracy of the three models. As Table 4
shows, the generil model has the lowest RMSE,
suggesting that it is a more accurate predictor of
intlation during the 1980s than cither the expecti-
tions-augmented Phillips-curve model or the
monetarist model " In addition, the RMSE for the

acneral model is roughly three-fourths as Targe as
the RMSE [or the expectations=augmented Phillips-
curve model. This evidence further suggests that the
information contiined in money growth contributes
to improved lorecasts of the inflation re

In short. the results from the forecasting
experiment generally comoborate the evidence
presented trom the within-sample estimation,
Insobar as the general model extends the expecta-
tions-augmented Phillips-curve specification by
including money growth, money growth appears
1o play an important role in predicting the infla-
ton rate. Similarly, insotar as the general model
extends the monetarist model by including both
additional input price growth vanables and
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additional measures of the degree of demand
pressure, these factors appeir to play an impor-
tant role in predicting inflation,

Conclusion

The aim of this analysis is 1o specify a
general model of the inflation rate that can be
used to test whether or not money growth plays
an important role in predicting inflation. The
madel specified here combines features of two
different theories of inflation so that each is
nested in our general model.

A simple theoretical framework characterizes
inflation as a function of changes in money
growth, input price growth, and measures of slack
in the economy. The evidence presented in this
article suggests that both monetary and
nonmonetary aspects included in the model are
useful for predicting inflation. Because money
growth is a useful predictor of inflation, the
evidence is consistent with the notion that the
general model is superior to a special case model
in which input price growth and slack measures,
such as the unemployment-rate gap, alone are
used to predict inflation. Likewise, because input
price growth and slack measures are useful
predictors ol inflation, the evidence is also
consistent with the notion that the general model
is superior to a special case model in which only
money growth is used to predict inflation. Thus,
the evidence suggests that a general framework
that encompasses both models will better explain
variation in the inflation rate than either the
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expectations-augmented Phillips-curve model or
the monetarist model,

In addition to the within-sample evaluation,
we also compared the three models in an out-of-
sumple experiment using the 1980s as the
forecast horizon. Forecasting accuracy was
highest when we used the general model. This
finding also provides indirect evidence that
money growth remained a useful predictor of
inflation during the 1980s. Indeed, if the special
case model emphasizing input price growth and
slack measures had generated equally accurate
forecasts of inflation, then the evidence would
suggest that adding money growth to the model
did not contribute useful information for predict-
ing inflation.

The results presented in this article suggest
that a general, encompassing model will yield
better predictions of the inflation rate than the
alternative special case models, namely, the
monetarist and the expectations-augmented
Phillips-curve models of inflation. Because money
growth is included in the encompassing model,
the results indicate that the effects of monetary
policy on inflation should be directly measured
As our evidence suggests, relying solely on
movements in slack measures and input price
growth omits useful information, particularly from
money growth. Thus, policymakers may judge the
impact of monetary policy actions on inflation
from these parameter estimates and do not
necessarily have to infer the effects of different
policies from movements in either the input price
variables or slack variables.
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RPE =
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Appendix

fixed-weight GNP price deflator.
(Source: U.S. Department of Com-
merce, Bureauof EconomicAnalysis.)

St. Louis adjusted monetary base.
(Source: Federal Reserve Bank of
St. Louis.)

price of energy in the fixed-weight
personal consumption expenditure
deflator relative to the fixed-weight
consumption expenditure deflator
excluding food and energy. (Source:
U.S. Department of Commerce,
Bureau of Economic Analysis.)

mean-adjusted output per hour of all
persons in the nonfarm business
sector minus its sample mean.
(Source: U.S. Department of Labor,
Bureau of Labor Statistics.)

average hourly compensation of all
employees in the nonfarm business
sector. (Source: U.S. Department of
Commerce publication Business
Conditions Digest.)

high-employment government ex-
penditures. (Source: U.S. Depart-

ment of Commerce publication
Business Conditions Digest.)

RPF = the price of food in the fixed-weight

LBF

Ci

personal consumption expenditure
deflator relative to the fixed-weight
consumption expenditure deflator
excluding food and energy. (Source:
U.S. Department of Commerce,
Bureau of Economic Analysis.)

labor force participation rate; the ratio
of people included in the labor force
relative to total population. (Source:
U.S. Department of Labor, Bureau of
Labor Statistics.)

= the civilian unemployment rate.
(Source: U.S. Department of Labor,
Bureau of Labor Statistics.)

= natural rate of unemployment. This
series is constructed using the
methodology developed by Peter
Clark (1982).

: All variables are avallable online from CITIBASE, the

Citibank data set Hals above the variable denote growth
rates, which are calculated using first differences of the
logarithms.
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Modeling Trends in Macroeconomic Time Series

T raditionally. business-cvele analysts and macro-
cconomists have decomposed macroeconomic
time series, such as real gross national product
(GNP, into cyclical and trend components. The
cyclical component captured temporary Huctuations
associated with the business cycle, while the wend
component described long-term economic growth
Before the seminal paper of Nelson and Plosser
(1982). end components were typically modeled
as simple lincar time trends. Simple linear time
trends imply that most of the volatility of time series
such as GNP is associated with fluctuations in the
cyclical component and not with fluctuations in the
secular trend. Nelson and Plosser have challenged
this conception of the business cycle by arguing
that trends in many macroeconomic time series,
such as real GNP, prices, money, and interest mtes.,
randomly fluctuate over time

The possibility that trends are random. or
stochastic, may have important implications for
macrocconomics. Whether trends are deterministic
or stochastic has important implications for the
nature of Huctuations in economic time series and
can lead to quite different characterizations of the
business cycle. Furthermore, stochastic trends are
much more difficult to forecast: consequently. the
uncertainty associated with long-term forecasts is
much greater than that for deterministic trends

In this article, T review the distinction between
determmistic and stochastic trends, [ also review
some ol the recent evidence concemning the
presence ol deterministic and stochastic trends. In
addition to reviewing the existing literature, |
consider a mode] of trend in which just a few
important events or shocks determine most of the
long-term volatility in economic data. Models ol
trend in which there are infrequent permanent
shocks may capture Nuctuations in the rend better
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than stochastic trends in which shocks occur every
period: yet, they may provide a truer picture of the
uncertainty associated with long-term forecasting
than do deterministic trends. Finally, I examine real
GNP and GNP deflator data from 1869 to 1988,
While the evidence suggests that a deterministic
trend adequately characterizes the behavior of real
GNP, 1 find that the GNP deflator is better charac-
terized as a stochastic trend. Most of the long-term
volatility in the GNP deflator, however, can be
described by just a few important events

Deterministic and stochastic trends

In this section, I highlight some important
differences between deterministic trends and
stochastic trends by considering some simple
examples. As a point of departure, consider the
following model:

(1) y,=1T,+¢,

where 7 is the trend component and ¢, is the
transitory or cyclical component. Let the cyclical
component, ¢, be a mean-zero, stationary random
viriable ' In general, the rend and cyclical
components can be correlated

The most commonly used deterministic trends
are polynomials in time. Consider the simple

| wish o thank Thomas B Fomby, John K Hill. and Evan F
Koemig for helplul commenis

The unconditional mean, variance. and autecovariances of

a stahonary random vanable are constant over rme
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Figure 1
Example of Stochastic and Deterministic
Trends in a Time Series

Figure 2
Cumulative Impulse Responses
for Stochastic and Deterministic Trends
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deterministic trend given by a linear time trend:
(2) T =T, +ul.

The change in trend (1 = 7)) is equal to a con-
stant (g, IF time series y, contains a deterministic
trend. then this series can be made stationary by
detrending with a lincar time trend

A stochastic trend can be described by the
cquanon

(3) T,=M+T +E€E,

where €, is 4 mean-zero. stationary random
variable, Here, the change or growth in the trend
fluctuates around a constant mean. We can
rewrite the trend component as

() T=T,+Ul+ )€

Here, the trend component depends not only on
the average growth rate () but also on all past
vilues of € . Thus, shocks in the trend component
are permanent. One of the simplest examples of a

Thatis, | choose the parameters sothal, from the same indtial

point, the models yeld the same forecast profie

stochastic trend is a random walk (with drft it g
does not equal 0), In this case, € is serially
uncorrelated

To provide the reader with some idea of
what the altermative models of rend might look
like, Figure | displays simulated paths for the
trend component for both stochastic and deter-
ministic trend models. The stochastic trend s a
random walk with drift. and the parameters used
in the simulation are chosen so that, in the
absence of any shocks, both models imply the
same trend line” The presence ol shocks for the
stochastic trend, however, leads 1o a trend
component that looks very different from the
deterministic trend. In practice, it is not always
obvious from examining a plot of the data
whether a series has a stochastic or a deterministic
trend because the presence of the eyclical compo-
nent can obscure the trend component. Statistical
techniques have been developed o try to distin-
euish between stochastic and deterministic trends,
I discuss some of these technigues below,

Stochastic and deterministic trends imply
very dilferent long-run responses to shocks in
time series. Shocks to a time series that has a
stochastic trend are. in part, pemunent; lllt.'_\
change the trend, or long-run level. of the tme
series pernunently. The difference in persistence
cin be dramatic. Figure 2 traces the response of a
tme series, ¥, 10 a4 shock (the cumulative impulse
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response function) for a case in which y, has a
simple deterministic trend model and for a case in
which y, is a random-walk (with drift) stochastic
trend * Over time. the response of y to a shock
for the deterministic trend eventually approaches
the original trend line. For the stochastic trend
case, there is no tendency for y to return to its
original trend line. Thus, shocks to y are perma-
nent for the stochastic trend.

Implications for business-cycle
analysis and forecasting

Determining it trends are deterministic or
stochastic may be important for several reasons
First, whether shocks to a time series are persis-
tent may have implications for determining the
nature and sources of business-cycle fluctuations,
Second, the uncertainty associated with long-term
forecasting of a time series is very different for a
deterministic trend and for a stochastic trend
Third, the ability of conventional econometric
methods to make statistical inferences about
parameters in a regression model—that is, 1o test
hypotheses about regression coefficients—differs
substantially depending on whether or not a
stochastic trend is present. Here, 1 will focus on
the implications of stochastic and deterministic
trends for business-cycle analysis and forecasting
uncertainty.'

One implication of the persistence implied by
a stochastic trend is that the traditional approach
(that is, the approach before Nelson and Plosser
1982) of describing business cycles as fluctuations
around a deterministic trend is no longer appropri-
ate. The presence of a stochastic trend implies that
fluctuations in a time series are the result of shocks
not only 1o the transitory or cyclical component but
also to the trend component.

Indeed, the degree of persistence and the
relative volatility of the rend component may have
implications for explinations of output fluctuations
For example, in the traditional monetarist or even
neo-Keynesian macrocconomic model, aggregate
supply determines the long-run level of output
Aggregate demand Gand, therefore, monetary
policy) does not affect the long-run level of output
If fluctuations in GNP are primarily permanent, then
supply-side shocks, such as shocks 1o technology
and labor supply. are important for explaining these
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fluctuations. Aggregate demand fluctuations, which
would typically include the effects of monetary
policy. may not be as important in explaining
output fluctuations as was once thought if much of
the short-term volatility is due to fluctuations in the
stochastic trend.”

Another implication of a stochastic trend is
that the degree of uncertainty associated with
long-term forecasting is very different from that of
a deterministic trend. Figure 3 plots the forecast
and the 95-percent forecast confidence intervals
for time-series models with a stochastic trend and
a deterministic trend. The left panel shows the
optimal forecast when y, contains a deterministic
trend; the right panel shows the optimal forecast
when ) contains a stochastic trend. For both sets
of forecasts, the forecaster is assumed to know the
parameters ol the model.

Figure 3 shows that while the confidence
interval for the deterministic trend reaches a
maximum interval (in this example, fairly quickly),

' An example of a deterministic Irend series is a simple first-
order autoregression of the form

y=a+fi+dy +8,

where 0 < 8 < 1 This can be rewritlen as

¥, -ﬂ""‘ﬂr1‘Zx§E‘. X
wherea’ = a/(1-68)-pé/(1-8) and u=B/(1- 8) Thecycl-
cal componentis given by L &e  ForFigures 2and 3, 1
sel Sequalto 0.8

¢ See Stock and Watson (1988) for a nontechnical discussion
of the implications of stochastic trends for econometric
practice For a formal examinanion of the implications. see
Sims, Stock, and Watson (1990)

* Most intermediate macroeconomic lextbooks, such as
Gordon (1990) and Dornbusch and Fischer (1990), contain
models with these characlenstics

Neison and Plosser (1982) onginally suggested this inter-
pretation Blanchard and Quah (1989) have used this
concept to identify aggregate supply shocks in a mullrvar-
1ate context. However, Campbell and Mankiw (1987) and
West (1988) have pointed out thal, in the conlext of other
models, the persistence in real GNP could also come from
aggregate demand shocks
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Figure 3
Forecasts and Confidence Intervals

A. Deterministic Trend
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the confidence interval for the stochastic trend
continually increases as the forecast horizon
increases. In fact, the variance associated with the
optimal forecast ol a stochastic trend increases
lincarly with the time horizon and moves towird
infinity as the time horizon lengthens. This
behavior suggests that even when the lorecaster
has perfect information about the nature of the
tme-series model, very long-term forecasting of a
variable with a stochastic trend s fraught with
hazard

Testing for stochastic trends:
the current state of debate

Despite a large research effort devoted to
the examination of trends and some carly evi-

Note that y can be rewritten as

-uaj}ruz; 'y
ST sy ve

Iy conlams a uril rool (L v) = 1. theny has a slochastic

trend. Models in which the growth or change iisell has a

stochastic trend are said 10 have wo unil reols

B. Stochastic Trend
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dence supporting stochastic trends, the evidence
in favor of stochastic trends is inconclusive. In this
section, 1 briefly review the two commonly used
approaches o detecting whether a stochastic
trend is present, as well as some of the evidence
for or against the stochastic trend

How have rescarchers tried to distinguish
between a stochastic trend and a deterministic
trend? Two approaches have usually been used
Often, economists describe time series with
autoregressive models ot the torm

(3) p=a+Br+ Y vy, +e,.

where e is a random error, or shock, that has zero
men and is serially uncorrekued. The deterministic
and stochastic trends may be deseribed within the
context of this model I |Z7 - ylis less than 1, then
1, contains a deterministic trend plus a stationary
transitory component. In this case, a shock to y, will
eventually die out, and y will return 1o its original
time trend. I [E4 | y) equals 1 Gand B equals 0), then
y, contains a unit root and has a stochastic trend
similar to equation 3, as well as a stationary transi-
tory component.” Here, a shock to p will have a
permanent effect. Thus, one way o determine
whether a stochastic trend is present is 1o test
statistically whether a unit root exists; that is, test if
[, 71 equals 1 in equation 4. The Dickey=Fuller
test (Fuller 1976) and the Phillips—Perron test
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(Phillips and Perron 1988) are two of the most
commonly used 1ests o detect the presence of a
unit roor”

Another method of evaluating the presence
of a stochastic trend is 1o determine the degree of
persistence in the data. Measures of persistence
can be obtained by estimating a Box—Jenkins
(1976) ARIMA model and then tracing the effect of
a shock on the level of the variable, simikar to
what was done in Figure 2. By determining the
long-run response of i time series o a shock (the
cumulative impulse response function). one can
obtain an estimate of the degree of persistence.
An alternative measure of persistence is the
varincee ritio proposed by Cochrane (1988), This
varinee ratio is given by

(6)  Vy=var(y,, =)/ lkevar(y,, -yl

If y has a deterministic trend, V, approaches 0, as £
approaches eo. One advantige of the variance ratio
measure is that it does not require the estimation of
a specific parametric model. For the random-walk
stochastic trend used in Figures 1 and 2, both the
cumulative impulse response function and the
Cochrane variance ratio (as £ approaches o) imply
persistence measures equal o 1

Because of the implications associated with
a stochastic trend, a large amount of research has
been conducted 1o evaluate whether deterministic
or stochastic trends are present in macroeconomic
data. For the most part, the evidence is mixed
Nelson and Plosser (1982), using annual data,
found that numerous macroeconomic time series,
including real GNP, the GNP price deflator, the
money stock, and interest rates, showed evidence
of a stochastic trend. Schwert (1987), using post—
World War Il quarterly data, also found wide-
spread evidence of unit roots or a stochastic
trend. Others have auempted 1o determine the
degree of persistence in macroeconomic dati,
Campbell and Mankiw (1987), using estimates of
the cumulative impulse response function, found
substantial persistence in postwar quarterly real
GNP. Campbell and Mankiw (1989), Kormendi
and Mequire (1990), and Cogley (1990) have
found evidence of stochastic trends and substan-
tial persistence in real GNP for many countries. In
a multivariate context, King, Plosser, Stock, and
Watson (1987). Shapiro and Watson (1988), and
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Blanchard and Quah (1989) have attributed a
substantial amount of the volatility in real GNP o
permanent fluctuations.”

Recently, however, other authors have
questioned the strength of the evidence in favor
of stochastic trends. Cochrane (1988) found that
the degree of persistence in annual US. real GNP
data from 1869 to 1986 was substantially lower
than was suggested by the studies of Campbell
and Mankiw (1987) using post—=World War 11
quarterly data. DeLong and Summers (1988) also
have found that evidence of a stochastic trend in
real GNP is substantially weaker for annual data
than for quarterly data. Watson (1986) and Clark
(1987), using alternative trend-cycle decomposi-
tions, found substantially less persistence in
quarterly GNP than did Campbell and Mankiw.
Several authors—Christiano and Eichenbaum (1990)
and Rudebusch (1990)—have argued that it is
nearly impossible with a finite amount of data o
distinguish between a stochastic trend model and a
deterministic trend model that includes a cyclical
component that is very persistent (or [ZY 7] close
to 1). These authors argue that many series that
were initially identified as having a stochastic
trend could be modeled equally well with a
deterministic trend

Shifting trends, segmented trends,
and infrequent permanent shocks

Rather than add another voice to the ca-
cophony associated with the unit root and persis-
tence debate reviewed above, in this section |
consider an alternative conception of trend, in

The Dickey-Fuller lest amounis lo running the regression

Ay, = a+ Bl + py -z.\ Vy

if p is negative enough—ihat is, below a given critical
value — then we reject the unit root hypothesis. There s 3
rapidly evolving literature on testing for unit roots with the
Phillips -Perron 1est, the usual alternative to the Dickey-
Fuller test

It is possibie that, in a multivanate conlexl, wo or more

variables share a common stochastic trend. Variables that
share a comnon stochasiic trend vall alsa be cointegrated
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Figure 4
Example of Shifting and Segmented
Trends in a Time Series

which relatively infrequently occurring economic
events or shocks have important effects on the
long-run behavior of economic time series. In this
case, permanent shocks occur infrequently, but
when they do occur, they are typically large. A
model of trend in which permanent shocks occur
infrequently has many of the saume properties as the
standard stochastic trend model described above:
the presence of a unit root, a relatively high
measure of persistence, and a forecast variance that
grows linearly with time. This trend, however, will
look like a deterministic trend that occasionally
shifts or changes slope. This infrequent shocks
stochastic trend may reflect the trend behavior of
economic time series, and it may capture the
intrinsic uncertainty present with long-term forecast-
ing better than either the simple stochastic trend
model, in which permanent shocks occur every
period, or the deterministic trend model, in which
the lincar time trend may or may not change.
Recently, Rappoport and Reichlin (1989) and
Perron (1989) have argued that the evidence in

Much of the analys:s in this secbon is drawn from Balke and
Fomby (1990)

This is true as long as Ihe variance of the permanent
cornponent is the same for the two models

favor of a stochastic trend is overstated. In
particular, they argue that series such as real GNP
are more accurately described by deterministic
trends that occasionally shift or change slopes.
Figure 4 presents two examples of changing linear
time trends: shifting trends, in which there are
occasional jumps or changes in the level, and
segmented trends, in which there are occasional
changes in the slope of a linear time trend.

In a recent paper, Tom Fomby and I argue
that shifting and segmented trends, such as those
represented in Figure 4, are entirely consistent
with the notion of stochastic trends." Our ap-
proach is to consider permanent shocks as
occurring infrequently, but the time at which they
oceur is random and unpredictable. Thus, trend
components would be given by a model similar to
equation 3 except that the shocks (€,) do not
occur every period but only occasionally and the
time at which they occur is random. The Appen-
dix briefly describes how these shocks or breaks
in trend might be identified.

When permanent shocks occur infrequently,
the resulting model of trend is observationally
equivalent—that is, indistinguishable in a given
sample—to a lincar time trend that occasionally
shifts or changes slopes. Furthermore, models in
which infrequent permanent shocks occur have
similar statistical properties, in large samples, to
the stochastic trend models described in the
previous section. Thus, ARIMA model estimates,
Dickey=Fuller tests, and the measures of persis-
tence described above yield the same results for
the case in which there are large infrequent
permanent shocks, such as the stochastic trend
models described in the previous section.'!

Moreover, the infrequent permanent shocks
model implies the same degree of uncertainty
about future long-run values as that implied by a
stochastic trend. Thus, the forecast confidence
interval for a shifting trend, such as the one
depicted in Figure 4, is more like that of a sto-
chastic trend than that of a deterministic trend.
The reason is that there is additional uncertainty
inherent with infrequent, randomly occurring
permanent shocks that is not present in the
deterministic trend case. Treating shifting or
segmented trends like those in Figure 4 as deter-
ministic trends assumes that 2o further shifts or
breaks will occur. If the trend line has changed in
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the past, it is quite possible that the trend will
change again in the future. Forecasts that assume
no additional breaks greatly understate the
uncertainty associated with the forecasts.

There may also be economic reasons for
considering stochastic trends in which permanent
shocks oceur infrequently. There appear to be
many examples of relatively infrequent, heteroge-
neous random events that have a dramatic impact
on economic time series. For example, the oil
price shocks of 1973 and 1979 may have had an
important effect on long-run economic perfor-
mance; yet, these events do not occur every
period. Wars, with their loss of life and their
destruction of capital stock, are another example
of infrequent, randomly occurring events that can
have important effects on macroeconomic time
series. Relatively infrequent but major changes in
policy regimes, either fiscal or monetary, may
have important long-run effects on economic
performance. The founding of the Federal Reserve
System and important changes in monetary policy
operating procedure—such as those in 1979 and
agiin in 1982—may be examples of policy
changes that have had a permanent effect on
nominal variables, such as prices and interest
rates, if not on real economic performance.” Even
technological change may be due to infrequent
technological breakthroughs. The unit root or
stochastic trend in real GNP has often been
attributed to productivity shocks. Technological
breakthroughs may result in infrequent but
important changes in productivity that over-
shadow the smaller incremental changes in
productivity that one might associate with a linear
time trend or a random-walk stochastic trend.

In summary, T have suggested an alternative
model of trend in which permanent shocks occur
infrequently. While this model generates trend
components that look similar to a shifting or
segmented deterministic trend, the model implies
degrees of persistence and forecast uncentainty
characteristic of a stochastic trend. Furthermore,
there are plausible economic reasons for consider-
ing the possibility of infrequent permanent shocks

Case study: real GNP and the GNP deflator

In this section, 1 reconsider the long-run
properties of real GNP and the GNP deflator,

Economic Review — May 1991

using annual data from 1869 to 1988. For real
GNP, the evidence appears consistent with a
deterministic trend; evidence of a stochastic trend
in the annual real GNP data is relatively weak
Indeed, I show that a deterministic trend model
using data from 1869 to 1929 would have pro-
vided a reasonable forecast of the level of real
GNP in 1988. On the other hand, 1 argue that the
GNP deflator is characterized by a stochastic
trend, but one in which only a few shocks
account for most of the long-term variability of
the price level. These shocks coincide with
permanent changes in the inflation rate at the end
of the nineteenth century, in the late 1960s, and in
the early 1980s. The shocks also include three
major permanent changes in the price level
associated with World War [, the Great Depres-
sion, and World War I1.

Real GNP. Table 1 presents Dickey—Fuller
and Phillips-Perron tests for unit roots and
measures of persistence for real GNP. Both unit
root tests reject the unit root (stochastic trend)
hypothesis at the 10-percent confidence level, and
the Phillips—Perron test rejects at the S-percent
level. While the cumulative impulse response
function from an ARIMA(2,1,0) model is 1.43, the
Cochrane variance ratio is 0.43, This is substan-
tially less persistence than that implied by a
random-walk stochastic trend. This rather weak
evidence in favor of a stochastic trend is in line
with the results of Cochrane (1988) and DeLong
and Summers (1988), who also found little
evidence of a stochastic trend, using annual data
from 1869 until the 1980s.

Furthermore, there is little evidence of large,
infrequent permanent shocks in the real GNP
series." While the Great Depression and World
War II have a dramatic impact on the real GNP
series, they cannot be classified unambiguously as

 See Mankiw, Miron, and Weil (1987) for an analysis of the
effects on interest rates of the founding of the Federal
faserve System

* The Appendix suggests alternative methods for examming
the presence of shifts or changes in trend See Balke and
Fomby (19290) for a detaled examination of both the real
GNP series and the GNP deflator seties



Table 1
Unit Root Tests and Measures of Persistence

for Real GNP, 1869-1988
Unit root tests
Augmented Dickey—Fuller ¢ statistic with four lags -3.27
Phillips—Perron t statistic with m = 4 -3.46
Measures of persistence
Cochrane variance ratio (V,, k = 30) 57
Cumulative impulse response function
from ARIMA(2,1,0) model 1.43

NOTE: Real GNP data were in logarithms, Asymptotic critical values for both f statistics are -3.12
at the 10-percent significance level and -3.41 at the 5-percent significance level.

permanent shocks, A casual examination of Figure
5 suggests that these events did not substantially
alter the long-run level of output. Also, an auto-
regressive model with a deterministic trend, using
just data for 1869 10 1929, would vield a forecast of
real GNP in 1988 that would not be Far off the mark
(see Figure 5). While the level of GNP in 1988 is
outside the 95-percent confidence interval implied
by this forecast, this forecast interval is understated
somewhat because it does not consider the addi
tional uncerany associated with estimating the
parameters of the determinstic trend. Overall, the
evidence seems 1o suggest that a deterministic trend
is un adequate characterization of trend for real
GNP, although there appears 1o be slightly more
uncertainty associuted with long-run forecasts of
trend than with the pure deterministic trend model
GNP Deflator. Table 2 presents Dickey
Fuller tests and measures of persistence for the
GNP deflator. The Dickev=Fuller statistic clearly
fails to reject a unit root in the price level, The
measures ol persistence for the GNP deflator are
relatively large: in fact, they are several times
larger than is implied by a random walk. From
these statistics, i shock to the price level would
cause a permunent increase in the price level that
is nearly three times the size of the onginal shock
Thus, the evidence that the price level contains a
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Table 2
Unit Root Tests and Measures of Persistence
for GNP Deflator, 1869-1988

Unit root tests
Augmented Dickey-Fuller ¢ statistic with four lags

Phillips—Perron 1 statistic with m = 4

Measures of persistence
Cochrane variance ratio (V,, k = 30)

Cumulative impulse response function
from ARIMA(2,1,0) model

Measure of long-term variabillity
Var(y,,, = y,)/k k=30

-1.64

-1.68

3.76

2.26

.0082

NOTE: GNP deflator data ware in logarithms. Asymptotic critical values for both t statistics are
~3.12 at the 10-percent significance level and -3.41 at the 5-percent significance level.

stochastic trend is very strong

There is evidence, however, that just a few
permanent shocks explain most of the long-run
volatility and persistence in the GNP deflator. In
previous work (Balke and Fomby 1990), we
found that six breaks in a linear time trend
explain most of the volatlity in the long-run price
level" These breaks correspond to permanent
changes in the inllation rate or the growth rate ol
prices around 1898, 1968, and 1983 and to major
pemunent changes in the price level associated
with World War I, the Great Depression, and the
altermath of World War 11

To assess the importance of these shocks for
explaining the long-run behavior of the GNP
detlator, we simply detrend the date with appropri-
ate dummy variables to capture the effects of the
shocks. Table 3 presents these results, The dummy
variables 21917 D193 1, and D1946 capture the
permanent shocks to the price level caused by
World War I, the Great Depression, and World Wi
I1. Note that these dummy variables are equivalent
to a shift in a lincar time trend. The dunmy
variables DT1898S, DT196S, and DT1983 capture
the effects of a permanent shock to the growth rate
ol prices. These dummy variables imiply a change
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in the slope of the time trend

From this intervention model, we can
construct the trend component lor the GNP
deflator. Figure 6 plots the GNP deflator and the
implied trend component. As we can see from
Figure 6, this simple model of trend appears 1o
capture the long-run behavior of prices reason-
ably well. Onee we account for the six shocks,
much of the persistence and almost all of the
long-run variability in the GNP deflator disappear
Table 3 contains measures ol persistence and a
measure of the long-term variability of the GNP
deflator, once the six breaks have been accounted
for. Comparing the statistics in Table 3 with those
in Table 2, we see that extracting these breaks
reduces the variance ratio measure ol persistence
of the GNP defltor and the long-run variability,
)/ &k, by more than 95

as measured by vard p




Table 3
A Shifting-Segmented Trend Model for the GNP Deflator

A. Estimated Trend for Deflator
p, = 2292 - 015t + .033DTr898 + .052DT1968 - .032 DT1983

(.018) (.001)

+ .320 D1917 -

(.025)

(.002) (.002) (.008)

364 D1931 + .407 D1946.
{.024) (.026)

R? = .996; standard error of estimate = .0514; Durbin-Watson = 1.03.

(Figures in parentheses are standard errors.)

Definitions of dummy variables

DT1898 = t — 1897 for t = 1898; 0 otherwise.
DT1968 = t — 1967 for t = 1968; 0 otherwise.
DT1983 = t — 1982 for t = 1983; 0 otherwise.
D1917 = 1 for t 2 1917; 0 otherwise.
D1931 = 1 for t 2 1931; 0 otherwise.
D1946 = 1 for t = 1946; 0 otherwise.

B. Properties of Detrended Deflator
Measures of persistence
Cochrane variance ratio (V,, k = 30) 1
Cumulative impulse response function from ARIMA(2.1,0) model 67
Measure of long-term variability

Var(y,,,—y,)/k k=30

NOTE: GNP detlator data were in logarithms.

percent. Thus, the long-run behavior of prices, as
measuredd by the GNP deflator, appears 1o be
driven prinurily by these six breaks

Having determined quantitatively how
important these breaks are lor explaining the
long-term behavior of the price level, we might
findd it usetul o examine whether these shocks
COImesp nd to ANy partic ular cconomic events
Clearly, the shocks of 1917, 1931, and 1946
coincide with World War 1L the Great Depression,
and the altermath of World War 11 Wartime
demand and a dramatic increase in domestic
money supply had spurred rapid inflation just
before and during US, participation in World War

28

I While part of the wartime increase in the price
level was offset by rapid deflation during the
1920-21 cconomic contraction, the war brought
about a large and permanent increase in the price
level. For similar reasons, prices rose dramatically
as 2 result of World War 11, but this rise was
postponed until after price controls were lifted in
1946, The decline in aggregate econonic actvity
and the drastic reduction in the nominal money
supply during the early stages ol the Great
Depression led to a dramatic reduction in the
aggregate price level

While a litle less obvious, the permanent
changes in the growth rate of prices suggested to
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Figure 6
GNP Deflator and Estimated Trend Component
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have occurred in 1898, 1968, and 1983 also
comncide with economic events, Much of the
world, including the United States, experienced
declining prices during the latter third of the
nineteenth century, However, because much of
the world was on the gold standard, the gold
discoveries in South Africa, Alaska, and Colorado
during the 1890s led to an increase in the growth
rate of the money supply. As a result, prices in the
United States, as well as in many other countries,
began to rise by the end of the 1890s, This rise in
prices continued unabated until World War 1.7
The break identilicd in 1968 coincides with the
increased inflation caused by the Vietmam War
expansion. Finally, the shock in 1983 reflects the
successful effort by the Federal Reserve to reduce
inflation in the carly 1980s. Since the “Volcker
disinflation™ of the early 1980s, the United States
has not experienced the high inflation rates that
were common in the 1970s. Note that with the
possible exception of the breaks in 1898 and
1931, all the other major breaks in the trend level
ol prices can be associated with changes in the
conduct of monetary policy, fiscal policy, or both.
One might argue that the trend model for
the GNP deflator s a manifestation of a determin
istic trend that just happens to shift three times
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Figure 7
GNP Deflator
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and change slopes three times. Indeed, detrending
the GNP deflator, as in Table 3. is also consistent
with a deterministic trend that shifts or changes
slope. To consider the GNP deflator a determinis-
tic trend, however, would greatly understate the
variance associated with any long-term forecast of
the price level. As a way of illustrating this point,
suppose we had access o data only up until 1929
On the basis of these data, one might argue that
the GNP deflator had a deterministic trend that
happened to change slopes in 1898 and to shift in
1917, If, however, we used this model 1o forecast
the GNP dellator in 1988, our forecast would be
far off the mark (see Figure 7). Not only does our
forecast miss the major shifts in the price level
cduring the Great Depression and after World War
I1, but it misses the changes in the growth rate in
the late 1960s and the early 1980s, More impor-
tant, the price level in 1988 is far owside the
confidence interval associated with the determinis-
tic trend forecast. Thus, the deterministic trend
approach greatly understates the true uncertainty

see Friedman and Schwartz (1963)



associated with predicting future values of the price
level™

Of course, almost any type of model would
have missed these episodes based on data up to
1929, but that is precisely the point. The uncer-
tainty present in the long-term behavior of the
GNP deflator is much more characteristic of a
stochastic trend than a deterministic trend. The
Fact thar there have been major shocks 1o the GNP
deflator in the past suggests that future shocks
may be possible, Indeed, if adopted in the Tuture,
a zero inflation rule would change the slope of
the trend component of prices once more

In summary, while annual real GNP data
from 18069 to 1988 are, for the most part, consis-
tent with a deterministic trend, the long-run
behavior of the GNP dellator over this period is
hetter characterized by a stochastic trend. How-
ever, only a few shocks account for most of the
long-term variability of the price level. These
shocks coincide with permanent changes in the
inflation rate at the end of the nincteenth century.
in the carly and late 1970s, and in the carly 1980s
and with major permanent changes in the price
level as a result of World War 1, the Great Depres-
sion, and World War [1

Conclusion

In this article, 1 made the distinction be-
tween deterministic trends and stochastic trends
and highlighted the implications of these alterna-
tive models of trend for business-cycle analysis
and for characterizing forecast uncertainty, |
suggested that stochastic trends with infrequent
permanent shocks are plausible on economic
grounds and are a possibility in the data as well.
Indeed, most of the long-run variability in the

In fact using data up to 1929 a stochastic lrend model vith
one unit rool or a hrst-cifference model of the defialor yields

a lorecast similar 10 the geterrminisiic irend rmode! Further-

more, the aclual price | n 1988 is far oulside the
confidence interval for this model This resull shouid not be

Surpwe,

1g because the presence of infrequent shocks to

the growth rate ol prices or a segmenied lrend mode! for
prices implhes thal. in effect. there are two und roots m the

price level

aggregate price level can be traced to essentially
six major events or breaks in a linear time trend.

One interesting result here is the very
dramatic difference in the long-term variability of
real GNP and of the GNP deflator: there is much
more uncertainty concerning future long-run
vilues of prices than of output. The aggregate
price level almost certainly is characterized by a
stochastic trend, so forecasting prices in the long
term is extremely difficult. Much of this long-term
volatility in the aggregate price level may actually
be policy-induced. On the other hand, the fact
that the rend component in real GNP is much
more predictable than the price level suggests that
long-term economic growth, at least in the
aggregate, has been relatively stable over the past
100 years despite the numerous changes in
cconomic structure and policy

Federal Reserve Bank of Dallas



Appendix
Identifying Breaks in a Time Trend

In Balke and Fomby (1990), we essen-
tially used two methods to help identify breaks
in the time trend. One method was recursive
analysis using the Dickey—Fuller regression.
Recursive analysis starts with only a portion
of the sample to estimate the model and then
adds one observation to the sample at a time,
reestimating the model each time. If a shifting
or segmented trend is present, then the esti-
mated model will look like a deterministic
trend until the break occurs. After that, the
Dickey-Fuller test should indicate the pres-
ence of a unit root. For a recent examination
of the use of recursive analysis to search for
breaks in a time trend, see Banerjee, Lums-
daine, and Stock (1990).

The second method is to look for outliers,
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or evidence of big shocks, in the time series.
Here, we used the outlier identification method
suggested by Tsay (1988). If the series is in
levels (not first differences), then level-shift
outliers would be evidence of a shifting trend.
If the series is in first differences, then level-
shiftoutliers would be evidence of a segmented
trend, while temporary outliers (not offset by
other temporary outliers of the opposite sign)
would be consistentwith ashifting trend model.

Using this outlier identification pro-
cedure and recursive analysis, we identified
tentative dates for breaks in the trend. These
dates were subsequently verified with in-
tervention analyses, in which the effects of
the breaks were captured with dummy vari-
ables.
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