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The u.s banking system is unique in the industrialized 
world because it lacks nationwide banks. Historically, inter­
state banking was associated with other issues, such as 
monopolistic power and excessive political influence. This 
perception fueled public distaste for national banking. A more 
positive sentiment has emerged in recent years. Federal 
Reserve opinion evolved from one of strong opposition to 
interstate banking to one of acceptance. 

Clair and Tucker trace the rise and fall of opposition to 
interstate banking and explore banking developments during 
the twentieth century. They concentrate on the evolution of 
Federal Reserve policy regarding interstate banking. They 
conclude that policymakers now believe that small, locally 
owned banks and interstate banks can successfully coexist. 
They also suggest that continued introduction of interstate 
banking into the u.s. banking system will help banks diversify 
and disperse risk, as well as benefit customers that operate na­
tionally. 
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The Texas Industrial Production Index (TIPO measures 
the output of the manufacturing, mining, and utility sectors of 
the Texas economy. These sectors are of special interest 
because of their sensitivity to business cycles and because of 
the size (albeit declining) of the Texas mining sector. The 
Federal Reserve Bank of Dallas has published TIPI since 1958. 
Revisions are implemented when new data sources are 
available, when existing data are revised, or when methodo­
logical improvements are devised. The most recent major 
TIPI revision came in the fall of 1988. 

Berger and Long examine TIPI's performance during the 
volatile 1980s and relate this performance to the broader eco­
nomic environment in which it took place. They find that the 
Texas industrial sector has grown more slowly than that of the 
nation since 1982 and that TIPI clearly depicts the oil-price 
induced 1986- 87 Texas recession. They also find that Texas 
industrial production was buoyed by the manufacturing 
sector and hindered by mining, although the effects of 
two periods of drastic oil price declines spilled over to the 
manufacturing sector as well. 
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Interstate Banking and the Federal Reserve: 
A Historical Perspective 

I do not believe that we will ever reach 

a point in this country where we will have 

perfection in our banking legislation We are, 

a/course, in a chanp,ing economy and, look­

ing ouer the past hundred years, we have 

found that no one has been ahle to develop a 

perfect system o/money and hanking. 

- Marriner S. Eccles. Chairman 
Federal Reserve Board 

in congressional hearings 
on the Banking Act of 1935 

For much of its history, the United States has 
had a banking system like no other in the 

industrialized world. Since the early 1800s, the 
U.S. banking system has been highly fragmented, 
consisting of numerous small banks without ex­
tensive branch systems. Banking organizations 
that expanded across state lines were extremely 
rare. and none had established nationwide net­
works. It is this lack of nationwide banks that 
distinguishes the banking system in the United 
States from the banking systems of other coun­
tries. Interstate geographic restrictions on banking 
have been lifted only recently, fostering the devel­
opment of regional and, ultimately, nationwide 
banking. 

Interstate banking raises several issues that 
directly affect the Federal Reserve's mandate to 
maintain a safe and sound banking industry. Sup­
porters have promoted interstate banking as a 
method for banks to diversify their risks Oppo­
nents have argued that interstate banking permits 
banks to become "too big to fail"; that is, the Fed­
eral Deposit Insurance Corporation (FDIC) will 
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not close a large bank for fear of repercussions to 
other banks. Thus, permitting banks to grow 
through interstate banking may diminish incen­
tives for soundness. Debates have also addressed 
whether interstate banking would increase bank 
efficiency or promote a concentration of banking 
power resulting in a higher cost and a misalloca­
tion of credit. The Federal Reserve has been an 
important player in the interstate banking debate 
because it has been the traditional regulator of 
bank holding companies, the corporate organiza­
tional form that would likely be used to establish 
an interstate banking network. 

Over its 75-year history, the Federal Re­
serve's position has evolved from opposition to 
support of interstate banking. This article dis­
cusses interstate banking in a historical context 
and suggests the sources of the initial opposition 
to interstate banking . The authors document the 
softening of the Federal Reserve's opposition over 
the years and present evidence of the Fed's cur­
rently supportive position. This evolution results 
largely from disentangling the issue of interstate 
banking from other issues, such as monopolistic 
power and political influence resulting from the 
concentration of financial power. 

The origins of interstate financial organiza­
tions in the United States date back to the late 
eighteenth century. Two main forms of interstate 
organizations developed at different times: inter­
state branching and interstate banking . Interstate 
branching developed first with the chartering of 
the First Bank of the United States in 179l. Inter­
state branching permits a bank to operate branch 
offices in states other than the state in which the 
head office is located . Interstate banking, which 
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began to develop in the late 1800s, allows bank­
ing organizations to operate fully chartered banks 
in more than one state. 

In this article, interstate branching and inter­
state banking will be considered as a single issue; 
however, the differences between the two are not 
inconsequential. Interstate branching has the po­
tential to be a more efficient organizational form 
that could provide better banking services to cer­
tain customers. Advantages would include more 
efficient deposit-taking services for national orga­
nizations and the reduction or complete elimina­
tion of the need for cash concentration and check 
collection services. Because branches are typically 
less costly to establish than separately chartered 
banks, interstate branching would offer more 
banking offices than interstate banking. 

Interstate banking: guilt by association 

The fact that the United States did not have 
interstate banking for much of its history and that 
today it does not have full interstate banking is 
directly related to opposition to the first two na­
tional banks. Early in U.S. history banks were 
chartered by special acts of either state or federal 
legislatures In the eighteenth and early nine­
teenth centuries, a national bank charter implied 
that the bank was chartered by federal authority 
and was empowered to operate nationwide. Fol­
lowing the passage of the National Banking Act of 
1864, national banks were chartered by federal 
authority, which Congress had delegated to the 
Office of the Comptroller of the Currency. Bank 
operations, however, were restricted to a single 
location, the polar extreme of a nationw ide 
operation. 

Congress chartered two national banks. The 
First Bank of the United States - chartered from 
1791 to 1811 - encountered opposition, and 
Congress failed to renew its charter. Congress 
later chartered the Second Bank of the United 
States in 1816, which operated for 20 years until 
President Andrew Jackson vetoed the congres­
sional bill to renew its charter. 

These tw o national banks faced opposition 
because of the characteristics of their charters. 
The banks were granted exclusive national char­
ters; therefore, they enjoyed a monopoly in the 
provision of nationwide banking services. Be-

cause their charters permitted them to establish 
branches across state lines, they operated with a 
distinct advantage over state-chartered banks. 
Both the First and Second Banks were very large 
organizations, and their size was at least partially 
attributable to the government's role in subscrib­
ing a large part of their capital stock. The Second 
Bank controlled more than one-third of all bank­
ing assets at the time (Chandler 1959, 137). In 
both instances, some bank directors, several of 
whom were appointed by the federal government, 
neglected to dismiss political factors when making 
bank decisions. 

The problems inherent in the structures of 
the First and Second Banks of the United States 
could have been addressed largely by eliminating 
their monopolistic positions. Had more national 
charters been granted, competition might have 
reduced some of the criticisms directed at these 
banks. For example, arguments of undue concen­
tration of financial power would have been more 
difficult to substantiate if several large national 
banks were operating. Proponents of easier 
monetary conditions would have found it more 
difficult to focus their attacks if the supply of bank 
notes had been controlled by not one but by 
several banks. 

Another problem in the chartering of the 
monopolistic national banks was that the banks 
were politically active. The chartering of the First 
and Second Banks was a contested political issue 
between the Federalists, led by Alexander Hamil­
ton, and the anti-federalists. The Federalists sup­
ported the ratification of the Constitution and 
wished to see strong centralized power in the fed­
eral government . They supported the federal char­
tering of banks and preferred to see the United 
States develop a commercial and industrial econ­
omy. The anti-federalist forces, including Thomas 
Jefferson's Democratic-Republican party, sup­
ported greater political power vested in the states. 
Jefferson and his supporters wanted the states to 
issue bank charters and they preferred to see the 
United States develop an agricultural economy. 

Given the political differences between the 
two groups, it is not surprising that charges of 
favoritism were lodged regarding the banking op­
erations of the nationally chartered banks. Lester 
V. Chandler reported accusations that the First 
Bank "was dominated by Federalists and that it 
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discriminated against anti-Federalists in making 
loans" (Chandler 1959, 135). The charges against 
the Second Bank were more direct; it granted 
loans to influence votes. Furthermore, the presi­
dent of the Second Bank, Nicholas Biddle, openly 
opposed President Andrew Jackson (Chandler 
1959, 137). 

The exercise of political power by these or­
ganizations was often erroneously attributed to 
their size. Certainly their size increased their 
political power, but the fact that they exercised 
the power at all is more likely the result of their 
monopolistic charters. If these banks had been in 
competition with other national banks, then their 
failure to grant loans to anti-federalists only would 
have created profitable opportunities for their 
competitors to exploit. 

The primary factor affecting the exercise of 
political power by the First and Second Banks was 
the federal government's role as a stockholder. 
The government owned one-fifth of the capital 
stock of both of these banks. Five of the directors 
of the First Bank were appointed by the govern­
ment and included members of Congress and 
well-known Federalists (Johnson 1988, 8, and 
Holdsworth and Dewey 1910, 34). With regard to 
the Second Bank, the President of the United 
States, with Senate approval, appointed five of the 
twenty-five directors (Hammond 1957, 244). One 
of the presidential appointees to the board of direc­
tors, Nicholas Biddle, was president of the Second 
Bank from 1823 to 1839 (Hammond 1957, 291). 

Additional opposition came from state-char­
tered banks that saw the First and Second Banks 
as interlopers on their own government-granted 
monopolies. State-chartered banks of this era 
were also established by special acts of state legis­
latures. The requirement of legislation posed a 
significant barrier to entry that lessened competi­
tion. The national chatters of the First and Second 
Banks created the right to establish interstate 
branches, and thus, created new competition for 
state banks. The state banks had every incentive to 
support political forces opposed to the national banks. 

It might be argued that state banks both 
won and lost their fight against the Second Bank 
of the United States. Shortly after the demise of 
the Second Bank, many states enacted banking 
incorporation laws that granted bank charters to 
anyone meeting general requirements , thereby 
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ending the practice of special charters through 
acts of legislation. These new laws eliminated an 
important barrier to entry in the banking industry 
and helped eliminate the monopolistic power of 
the specially chartered banks. By vigorously 
pointing out the evils of monopoly, state banks 
set the stage for their own loss of protection from 
competition. 

The history of the First and Second Banks 
unfortunately left interstate branching (and inter­
state banking) guilty by association. The First and 
Second Banks were criticized because of their 
monopolistic power and their exertion of undue 
political influence . Their opponents also con­
demned interstate organization and size, neither 
of which were at the root of the problem. Inter­
state banking creates opportunities for large banks 
to develop; however, size alone is not a sufficient 
condition to establish monopolistic power, espe­
cially if there are no barriers to entry. 

State banks argued against interstate organi­
zation, focusing primarily on the distribution of 
credit within the country. Opponents of interstate 
banking argued that interstate banks would redi­
rect credit away from rural areas into cities. There 
is little empirical or theoretical evidence to sup­
port this argument. Money should flow to where 
it earns the highest return regardless of the bank­
ing structure (Scheid and Baer 1986, 75 -76)1 

Events sUlTounding the First and Second 
Banks dramatically influenced banking legislation 
and regulation. Most states passed beneficial legis­
lation to establish bank incorporation laws that 
reduced barriers to entry and increased competi­
tion in banking. The fear of concentration of 
financial power and undue influence, however, 
fostered detrimental restrictions deSigned to limit 
bank growth. Government-imposed geographic 
restrictions against branch banking limited the size 
of banks. It was thought, perhaps erroneously, 
that these laws would also force banks to lend in 
their local communities. Country banks placed 
some of their deposits in interest-earning accounts 

, It should be noted, however, that to the extent the First and 

Second Banks used their monopolistic position to play poli­

tics with their loan decisions, there may have been cases 

where loans were granted to urban Federalists and denied 

to rural anti-federalists, 

3 



at city banks if these deposits offered higher 
returns than local loans. 

The restrictions against branch banking re­
surfaced following the passage of the National 
Banking Act of 1864. Although the text of the leg­
islation contained no references to branch banks, 
the Comptroller of the Currency's interpretation of 
the act prohibited national banks from establish­
ing branches. This prohibition resulted from fear 
that national banks would establish interstate 
banking operations and represent a concentration 
of financial power. In 1922, the Office of the 
Comptroller of the Currency reversed its position 
and began to approve branches. With the McFad­
den Act in 1927, Congress removed any ambiguity 
concerning the power of national banks to estab­
lish branches. The act permitted national banks to 
establish branches within the city of their head 
office operations if state banks could do the same. 
In 1933 amendments to the act permitted national 
banks to branch wherever state banks in the same 
state w ere allowed to branch. The McFadden Act, 
however, by its definition of permissible branch­
ing, effectively prohibited the establishment of 
interstate branches. 

The combination of bank incorporation laws 
and branching restrictions in many states pro­
duced a highly fragmented banking system of 
small banks. Branching w as relatively rare w ith 
only 87 banks operating a total of 119 branches in 
1900 (Cagle 1941, 118). In 1913 there were 26,664 
national and state banks holding $22,056 million 
in assets. There were 19,197 state banks account­
ing for more than 70 percent of all commercial 
banks. The average size of a state bank was 
$574,000 in assets, less than half the size of an 
average national bank (Board of Governors of the 
Federal Reserve System 1959, 35 - 44). 

Interstate banking at the time of the 
Federal Reserve's creation 

When Congress established the Federal Re­
serve System in 1913, some banks were attempt­
ing to build interstate netw orks. The industry was 
fragmented, but consolidation began with the 
development of two new types of multibank or­
ganizations: chain banks and group banks These 
new banking structures were primarily methods to 
circumvent intrastate branching restrictions and 

thereby reduce the fragmentation of the banking 
industry. To a lesser extent, these new structures 
were also used to create interstate organizations. 
Both of these structures were networks of sepa­
rately chartered banks and, hence, these interstate 
networks represented the first form of interstate 
banking in U.S. history. 

Chain banking is an informal form of mul­
tiple-office banking in which three or more banks 
are owned or controlled by the same individual or 
individuals. Organizationally, the banks are for­
mally unrelated to one another and each has a 
completely independent charter Stockholders 
who are common to all the banks in the chain 
effectively control these banks. These stockhold­
ers need not hold 100 percent of the stock of 
each bank, only a controlling share 

Chain banks date back to at least 1890 Their 
unique structure and the relative lack of regula­
tion concerning chain banks makes it difficult to 
trace their development. Chain banks were pri­
marily an alternative to branch offices in states 
where branching was restricted. The first chain 
banks began in the Northwest and South. Chain 
banking grew rapidly from 1900 to 1920. Growth 
peaked in 1925 . By the end of 1931, when the 
first accurate data on chain banks became avail­
able, 176 chains were operating 908 banks with 
aggregate assets of 5927 million. Over time the 
number of chains and the number of their associ­
ated banks declined, but their financial size grew. 
By the end of 1945, when the number of chains 
had dropped to 115 operating 522 banks, their 
total deposits had risen to 54,628 million. 

Some early chain banks crossed state lines, 
establishing interstate banking organizations. For 
example, in 1926 the Witham-Manley chain in­
cluded 175 banks operating in Georgia and Flor­
ida (Lamb 1962, 56). By the end of 1939 there 
were 18 interstate chains (Cagle 1941, 127). C.E 
Cagle states that" ... under existing legislation nei­
ther group nor chain systems are prohibited from 
taking in banks from the Atlantic to the Pacific. 
Although no chain or group system operates 
banks from coast to coast, many have banking 
offices in several States" (Cagle 1941, 140). 

While it did not become totally extinct, 
chain banking eventually evolved into group 
banking, a more formal structure of multiple­
office banking. In this structure a controlling 
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organization, usually a holding company, holds 
controlling stock, often 100 percent, in the affili­
ated banks. Each bank is a separately chartered 
bank with its own board of directors and its own 
corporate identity. The holding company provides 
supervision and assistance in developing loan and 
investment policies. The main advantage of the 
group bank over that of a chain bank is that the 
holding company can raise capital in the financial 
markets so that the group bank's growth is less 
constrained. In contrast, chain banks were limited 
by the financial resources of the individual or 
individuals who formed the chain. Furthermore, 
because it involves a corporation, a group bank's 
control over its affiliated banks is presumably 
perpetual, while chain banks often dissolve 
following the estate settlement of one of the key 
stockholders. 

The exact date of origin of group banking is 
somewhat uncertain, primarily because no 
distinction was made between group and chain 
banks in banking data collected prior to the late 
1920s. Cagle reports that one bank holding 
company was formed prior to 1900, even before 
the creation of the Federal Reserve System. 2 The 
major expansion of group banking occurred in 
the late 1920s, coincident with the stock market 
boom. The major bank holding companies found 
a ready market for their securities. By 1931 there 
were 97 group banking systems operating 978 
banks with an additional 1,219 branch offices. 

Early in their development, group banks 
were used to establish interstate banking organi­
zations. W. Ralph Lamb reports that at least six 
large bank holding companies crossed state lines. 
When Transamerica Corporation was formed in 
1928, the founders intended to establish six 
regional holding companies that would serve the 
entire nation. An article titled "Branch, Chain, and 
Group Banking: December 1929" (Board of Gov­
ernors of the Federal Reserve System 1930, 148) 
reports that 10 of the 34 largest group banking 
organizations operated in more than one state. 
One of these was a Minneapolis-based group­
banking system controlling banks in eight states. 
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Early Federal Reserve policy 
toward interstate banking 

Early in its history, the Federal Reserve Sys­
tem viewed the development of interstate banking 
negatively. The issue of interstate banking was 
often intertwined with the issue of branch bank­
ing and the fear of concentration of financial 
power, whether justified or not. Simultaneously, 
the Federal Reserve also had to handle the issue 
of Federal Reserve System membership. Every 
piece of banking legislation was considered not 
only for its intrinsic merits, but also for whether it 
would encourage or discourage Fed membership; 
an example is the Fed's position concerning 
branching for national banks. 

In 1924 Congress held hearings on the 
branching privileges of national banks. National 
banks operated at a disadvantage in many states 
because state banks were permitted to operate 
branch offices while national banks were re­
stricted to operating a single office. Eventually the 
law was changed by the McFadden Act in 1927, 
which restricted national banks to operating 
branch offices in the city of their head office in 
states that permitted branching.3 

Nationwide branching was discussed during 
the 1924 hearings preceding the McFadden Act. 
The testimony of two members of the Federal 
Reserve Board, Governor D. R. Crissinger and 
Vice Governor Edmund Platt, indicated that exten­
sive interstate branching or banking would not 
be considered a positive development. Their 
objections seem to be based on arguments of 
undue concentration of financial power. While 
they did not object to branching across state 
lines, they opposed extensive national branching 
networks. Despite these objections, the Fed not 

2 W. Ralph Lamb. however. reports that. "[Tlhe Marine 8an­

corporation. formed in Seattle during the summer of 1927. 

was the first independently capitalized bank holding corpo­

ration organized primarily for that purpose" Sydney Hyman 

reported that the 1928 formation of the First Security Corpo­

ration "was the first time the [holding company device] was 

used in banking .. 

3 The McFadden Act was later amended in 1933 to permit 

national banks the same branching privileges as existed for 

state banks located in the same state 
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only supported the limited easing of branching 
restrictions on national banks included in the 
McFadden Act but also supported statewide 
branching for national banks. Because national 
banks were required to be members of the Fed­
eral Reserve System, the Fed did not want any 
restrictions that might discourage a bank from 
operating under a national charter and thereby 
discourage membership. 

When Vice Governor Platt testified to the 
House Committee on Banking and Currency, he 
was asked by Congressman W. F. Stevenson of 
South Carolina about the advisability of permitting 
national banks in New York City to establish 
branches in New Jersey. Platt responded, "If the 
State law allowed banks in the city of New York 
to establish branches in contiguous territory, I 
would see no reason why they should not go to 
Newark provided the people of New Jersey would 
agree to it" eus. Congress 1924, 211). While this 
statement indicates that Platt would support inter­
state branching, he limited his support only to 
branches that would operate in a relatively close 
proximity to the head office of the bank. Con­
gressman William Williamson of South Dakota 
summarized Platt's position as, "You are not going 
so far as to advocate nation-wide branches for 
Federal Banks, the only suggestion being that it 
might be wise to permit a branch in a locality 
contiguous to the city, even if it were necessary to 
cross the State line?" Platt agreed eus. Congress 
1924, 219} 

Governor Crissinger was hostile toward 
interstate branching and was not particularly sup­
portive of intrastate branching. Crissinger told the 
committee: 

I do not believe that this country is 
ready for national branch banking systems. 
Personally I would be opposed to them .. .. I 
further am of the opinion that the country is 
not ready for State-wide branch-banking sys­
tems in all the States. eu.s. Congress 1924, 
231) 

Crissinger's opposition to chain banking, 
especially involving interstate banking, was made 
clear by the follOWing exchange with Chairman 
Louis T. McFadden: 

The Chairman .. .. So it is my under­
standing that at least one of those five banks 
out there is not confining its activities to 

branches, but they are attempting to control 
through the chain-banking method not only 
California but other States. They are propos­
ing to expand that way. I do not know what 
you think about it. but it strikes me that is 
breeding a dangerous situation in banking 

Mr. Crissinger I agree with you. 
The Chairman. It has been clear to me 

for some time that this committee ought to 
consider some kind of a restriction on chain 
banking . It is a menace in this country. 

Mr. Crissinger The board has no re­
strictions on it, because we have no authority 
to put restrictions on it. But it is notorious that 
we have banks in the system that not only 
own the stock of the member banks but they 
have allied institutions which own stock in 
various banking concerns in this country and 
some out of this country (U.S. Congress 1924, 
236) 

Crissinger, however, believed that federal 
law should not abrogate state law on branching. 
He recommended that national banks in a 
given state receive the branching privileges 
permitted to state banks in that state, a position 
that would encourage, or at least not discourage, 
Fed membership. The Fed was opposed to 
extensive interstate organizations regardless of 
whether the vehicle was branch banking or group 
banking. 

Regulation of the bank holding companies 

After their rapid growth in the late 1920s, 
group banks came under greater scrutiny. Both 
federal regulators and legislators sought to obtain 
greater control over these new organizations out­
side the current structure of bank regulation. The 
Federal Reserve System used its control over 
granting membership to restrict member banks 
from obtaining control of other banks. The Fed's 
limitations on member banks, however, only 
further discouraged membership. 

The range of suggested legislation was ex­
treme. Some proposals called for "death sentence" 
legislation for group banks that would break up 
existing holding companies. Others suggested 
"freeze" legislation that would have prevented 
any further acquisitions by holding companies. 
Such extreme suggestions usually came from 
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unit banks, the competitors of group banking 
systems. The legislation that was eventually 
passed in 1933 was intended to provide the 
Federal Reserve with the ability to control but not 
to prohibit the further expansion of the group 
banking systems. 

The first important piece of legislation deal­
ing with group banking systems was the Banking 
Act of 1933. This act is primarily remembered for 
requiring the separation of investment banking 
and commercial banking and for establishing the 
Federal Deposit Insurance Corporation. With re­
gard to group banking, this act defined a "holding 
company affiliate" as any company "(1) which 
owns or controls, directly or indirectly, either a 
majority of the shares of capital stock of a mem­
ber bank or more than 50 per centum of the 
number of shares voted for the election of direc­
tors of anyone bank at the preceding election, or 
controls in any manner the election of a majority 
of the directors of anyone bank; or (2) for the 
benefit of whose shareholders or members all or 
substantially all the capital stock of a member 
bank is held by trustees" (Lamb 1962, 174). Group 
banking systems were now referred to as holding 
company affiliates. 

Regulatory control over the holding com­
pany affiliates was established through the grant­
ing of a "voting permit." The Banking Act of 1933 
required that a holding company affiliate obtain a 
voting permit from the Federal Reserve Board to 
vote its shares of member bank stocks. To obtain 
a voting permit the holding company affiliate 
must agree to regular reporting and examination, 
to separation of investment from commercial 
banking, to maintain liquid reserves, to limit divi­
dends to actual earnings, and to be subject to the 
same criminal penalties as pertained to member 
banks with regard to false entries. 

The primary regulatory concern about the 
existence of holding company affiliates, or bank 
holding companies as they later came to be 
known, was that these holding companies should 
not financially weaken their affiliated member 
banks. For example, the amount of credit that 
could be extended by the affiliated member banks 
to the holding company was limited to 10 percent 
of capital stock. Another view was that bank 
holding companies should not be able to under­
take any activities that would have been prohib-
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ited for banks. This restriction was a very narrow 
prohibition against the ownership of a majority 
interest in both a member bank and an entity 
principally engaged in investment banking 
(Huertas 1988, 744) . There was nothing in the 
Banking Act of 1933, however, that would prevent 
further interstate banking. As Lamb reiterated the 
idea stated by Cagle, "nothing prohibited group 
systems from taking in banks from the Atlantic to 
the Pacific prior to the 1956 legislation" (Lamb 
1962, 177). 

While the Banking Act of 1933 was impor­
tant as the first piece of legislation to regulate 
bank holding companies, it was hopelessly inade­
quate to achieve regulation as some members of 
Congress had intended. The act had several major 
loopholes that permitted many of the bank hold­
ing companies to avoid regulation entirely. First, 
the act applied to a holding company only if at 
least one of its affiliates was a member bank. 
Consequently, group banks comprised of only 
state-chartered nonmember banks were not 
affected by the legislation. In some instances 
members of group banking systems withdrew 
from the Federal Reserve System to avoid the 
need to obtain a voting permit. Furthermore, the 
definition of holding company was too restrictive 
because it was possible to control an affiliated 
bank by owning much less than 50 percent of the 
stock. In addition, the act applied only if the bank 
holding company desired to vote its shares. In 
some cases, the control of the affiliated banks was 
possible without the voting of shares. In 1952 
more than 40 percent of bank holding com­
panies were not subject to federal regulation 
(Lamb 1962, 177). 

A softening of Federal Reserve opposition: 
discord on the Board 

Federal Reserve policy regarding interstate 
banking softened by the early 1930s. In 1926, 
Governor Crissinger stated quite clearly that he 
had little use for chain or group banks extending 
across state lines. By 1933, however, many of the 
interstate group banks had proVided valuable 
services during the period of financial crisis. In 
many instances the strength of the bank holding 
company was used to stabilize its affiliated banks, 
demonstrating the potential for the bank holding 
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company structure to reduce bank failures. j In 
more than one instance, bank holding companies 
acquired failed banks and re-established banking 
services, which helped the effected communities 
recover (Lamb 1962, 94 - 97). The positive contri­
butions made by the bank holding companies 
during this period helped temper the 1933 legisla­
tion from the previous suggestions of "death pen­
alties" or "freezes." 

Opinions of the members of the Federal 
Reserve Board were not uniform with regard to 
interstate banking. Furthermore, in the discussion 
of legislation in the 1930s, the issue of interstate 
banking overlapped considerably with the issue of 
branching. When testifying in 1930, Roy A. 
Young, Governor of the Federal Reserve Board, 
made it clear that he was representing only his 
opinion and not a unanimous opinion of the 
Board with his statement to the committee 

Young supported the position of John Pole, 
Comptroller of the Currency, which proposed that 
the national banks be permitted to branch within 
a trade area that might exceed state boundaries. 
Young stated his view of how this might work to 
the committee. 

So I have come to the same conclusions 
that the Comptroller of the Currency has, that 

a trade area is the proper thing at the moment 

To describe a definite trade area is extremely 

difficult. If the Federal reserve act intended to 

have the Federal reserve system do it, I might 

say that they did it as well as they could with 

12 regional banks, and we have since ex­

tended that by the establishment of 25 
branches, and even that is not 100 per cent 

perfect. (U S. Congress 1930, SOl) 

Young's statement implies a willingness to 
permit national banks to branch across state lines 
just as the Federal Reserve Districts cross state 
lines. He also stated a preference for interstate 
branching as opposed to interstate banking 
through chain and group banks. 

Diversity of opinion on the Federal Reserve 
Board continued after Eugene Meyer became 
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4 Nonetheless. there were failures among the affiliated banks 

of bank holding companies From 1930 to 1933.200 affili­

ated banks with deposits of more than $1 mil/ion suspended 

operations 

Governor follow ing Young. Meyer was willing to 
support branching on a limited scale, although it 
is unclear whether he would have supported 
either interstate branching or banking. During his 
testimony in a Congressional hearing in 1923, 
Meyer stated, "Branch banking may be good or it 
may be bad. It may be good if carried on in a 
limited way and bad if permitted on an extensive 
scale" (Krooss 1969, 2679). Meyer reread this quo­
tation into the Congressional Record in the early 
1930s, suggesting that his position had not 
changed. But the Board could not reach an agree­
ment on the issue, and this lack of unanimity was 
stated clearly by Meyer when testifying to the 
Senate Committee on Banking and Currency. 

While Young's supportive opinion and the 
diversity of opinion on the Board indicated a soft­
ening of the resistance to interstate banking, the 
Fed's position reversed sharply in the early 1940s. 
In the 1943 Annual Report of the Board of Gover­
nors of the Federal Reserve System, the Board 
recommended "that immediate legislation be en­
acted preventing further expansion of existing 
bank holding companies or the creation of new 
bank holding companies. Such legislation should 
be so designed as to prevent any such company 
from using the corporate device to circumvent 
and evade sound banking principles, regulatory 
statutes, and declared legislative policy." Surpris­
ingly, this recommendation occurred when 
Marriner S. Eccles was the Chairman of the Board 
of Governors. Before he joined the Board of 
Governors, Eccles was credited as possibly the 
first banker to establish an interstate multibank 
holding company. 

The Transamerica case 

The Federal Reserve's recommendation for 
"freeze" legislation was driven by the desire to 
halt the expansion of one particular bank holding 
company. The Board's statement was clear that 
most bank holding companies are cooperative in 
the regulatory process. The statement then fo­
cused on the "exceptional case" where the corpo­
rate device was used to challenge the Board's 
ability to regulate, to expand into extraneous busi­
nesses including industrial and manufacturing 
concerns, to circumvent state branching laws, and 
to concentrate financial power and permit 
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financial manipulation. While the Board did not 
name the "exceptional case," this proposal for 
legislation was aimed at Transamerica Corporation. 

Transamerica Corporation was founded in 
1928 and operated by Amedeo P. Giannini. Begin­
ning with the Bank of Italy, and later the Bank of 
America, Giannini redefined the provision of 
banking services, especially in expanding access 
to the banking system to the average individual. 
He was a pioneer in the establishment of exten­
sive branch networks and retail banking, and he 
supported nationwide branch banking. 

Many of the charges made by the Board 
hardly seem like accusations. Certainly, Giannini 
was establishing extensive branch networks, but 
the Board had supported statewide branch bank­
ing in the past. Transamerica was hardly "the 
exceptional case" in maintaining a structure that 
permitted it to operate without a Federal Reserve 
voting permit, nor was it the only holding com­
pany that owned nonbanking businesses. 

The Board's arguments regarding Transamer­
ica appear to be based on fear of undue concen­
tration of financial power that might be used to 
exploit monopolistic power in banking and in 
other industries. Again, as in the case of the First 
and Second Banks of the United States, the issues 
of monopoly and undue influence became 
intertwined with interstate operations and size. 
Important differences existed between these two 
situations. The First and Second Banks held statu­
tory monopolies and faced limited competition. 
Transamerica Corporation, in contrast, built its 
sizable organization while in competition with 
other existing banks and while facing potential 
competition from new entrants. The Transamerica 
situation is complicated further by the twist of 
separating banking and nonbanking enterprises. 

Beginning in 1945 the Board of Governors 
proposed specific bills to regulate bank holding 
companies. Hearings were held on many of these 
bills, but it was not until 1956 that the Bank Hold­
ing Company Act was finally passed. The delay in 
passing legislation may be attributed to the 
change in the political agenda during the transi­
tion from the Roosevelt to the Truman administra­
tions. Roosevelt's administration had to deal with 
the Great Depression and World War II, while 
Truman's was more focused on the transition to a 
peace-time economy. A clash of the personalities 
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of regulators, politicians, and bankers also may 
have been involved. 

Henry Morgenthau, Jr., was the Secretary of 
the Treasury from 1934 to 1945. In the late 1930s, 
Morgenthau asked the federal regulators of banks, 
including the Federal Reserve Board, to review 
their position on the concentration of financial 
power arising in bank holding companies. Mor­
genthau was particularly concerned about the 
rapid growth of Transamerica Corporation, a bank 
holding company in California that owned Bank 
of America, other banks in several states, and a 
variety of nonbanking companies. While the fed­
eral regulators agreed that bank holding compa­
nies needed greater regulation, no compromise 
could be established as to which agency should 
regulate them. Meanwhile, Transamerica Corpora­
tion continued to expand its operations. 

In 1943 the Federal Reserve Board, together 
with the Comptroller and the FDIC, notified 
Transamerica that they would decline permission 
for Transamerica to directly or indirectly acquire 
any more banking offices. Eccles met with Trans­
america officers and obtained a "stand-still" 
pledge from Giannini. Despite the pledge, Transa­
me rica resumed acquiring banks, which was legal 
under federal law at the time. The agencies re­
fused to permit Transamerica to convert these 
banks into branches of Bank of America. 

By late 1945, Transamerica's expansion 
spurred the Board to investigate the possibility of 
initiating an antitrust suit against Transamerica, 
and the Board contacted the Justice Department 
for its opinion. Attorney General Thomas C. Clark 
responded that the evidence would probably not 
support a case against Transamerica under the 
current legal standards. Because the judicial ap­
proach seemed blocked, the Federal Reserve 
Board pursued a legislative solution, proposing 
bills to regulate bank holding companies. 

By the time the proposed legislation for 
bank holding company regulation was prepared, 
Morgenthau was no longer Secretary of the 
Treasury. The Secretary in 1946 was John W. 
Snyder. The change in the Secretary was impor­
tant because Snyder was more favorably disposed 
toward Transamerica Corporation. Snyder person­
ally had brought the work done by Giannini in 
directing credit to post-war Europe to the atten­
tion of President Truman Qames and James 1954, 
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478 -79). It is likely that Snyder's unwillingness to 
support the bank holding company legislation 
prevented its passage for several years; Snyder 
was a master at hindering legislation he opposed. 

Snyder left the Treasury Department in 1953 
following Eisenhower's presidential victory. Hear­
ings on a banking holding company bill were 
held in 1955 and a bill limiting bank holding 
company activities was passed in 1956. 

During this period of blocked legislation 
from 1945 to 1955, the Federal Reserve did not 
stand idle with regard to Transamerica. Following 
a new judicial interpretation of antitrust law, the 
Board in 1947 again requested the attorney 
general to evaluate the potential of an antitrust 
suit against Transamerica. Two significant events 
followed. First, Snyder had requested that the 
attorney general advise him of all matters 
concerning Transamerica. The attorney general 
sent the Board's request to Snyder where it was 
held without action. Second, the joint agreement 
between the Federal Reserve, the FDIC and the 
Comptroller refusing to grant any permits to 
Transamerica to convert banks into branches was 
breaking down. The Comptroller, under what 
appears to be pressure from Snyder, began to 
grant Transamerica's requests. The Board assessed 
the situation and in November 1947 investigated 
Transamerica Corporation for violation of the 
Clayton antitrust laws. This case was not fully 
resolved until 1953 when the United States Court 
of Appeals set aside the Board's ruling against 
Transamerica. 

I, It is unfair to condemn Transamerica Corporation for con­

trolling 79 percent of the banking deposits in Nevada In 
1933, the governor of Nevada approached Transamerica 

and requested that they take over a chain of failed banks 

While the chain was beyond redemption, Giannini entered 

the state through the purchase of an existing bank and 

established a branching network (Fischer 1962, 52) Gian­
nini's efforts are credited with greatly aiding the state's 
economiC recovery 
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6 It is unclear why Eccles expanded this "axiom" to require 

the divestment of the nonbanking corporations Certainly a 
prohibition on the lending by a banking affiliate to any other 

affiliate in the bank holding company would have been 
effective, 

Federal Reserve softens policy 

Despite the Federal Reserve's reaction to 
Transamerica Corporation, its position on bank 
holding companies and particularly on interstate 
banking through holding companies was neutral 
in the late 1940s and early 1950s. The issue of the 
regulation of bank holding companies was 
clouded by the Transamerica case, which was 
focused on the degree of bank concentration and, 
to a lesser extent, the mixing of banking and 
commerce. In his 1947 testimony to the Senate 
Committee on Banking and Currency, Eccles 
reported that Transamerica controlled 43 percent 
of total deposits in California, nearly 45 percent of 
the deposits in Oregon, and 79 percent of the 
deposits in Nevada.) Eccles believed that such 
concentration "destroys the whole principle of 
competitive banking" eus. Congress 1947, 26). 
Eccles also listed a number of the nonbanking 
enterprises owned by Transamerica and stated 
that it is "axiomatic that the lender and the 
borrower or potential borrower should not be 
dominated or controlled by the same manage­
ment" eus. Congress 1947, 15).6 

The Board's harsh position against bank 
holding companies in 1943 moderated substantial­
ly by 1947 when hearings were held on proposed 
bank holding company legislation. The proposed 
legislation did not restrict interstate banking through 
bank holding companies at all. Possibly the 
clearest statement of Federal Reserve policy with 
regard to bank holding companies came from 
Eccles during his testimony before the Senate 
Committee on Banking and Currency in May 1947, 
In describing the proposed bill, Eccles stated: 

What this bill does is to exercise control 
over holding companies , , .. There were cer­
tain evils and abuses which had developed in 
this field and there was an attempt on the part 
of Congress to regulate the situation, to give 
the Board power to regulate bank-holding 

companies .... But we are not proposing here, 
and we think if we did propose it that we 
would not succeed, and see no use for pro­
posing the death sentence or what may be 
known as the freeze , .. ,[W)e are not asking 

Congress to hold in this bill that the holding 
company is necessarily an evil It can be 
abused, but in a great many, indeed in most 
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of the instances, they have not abused their 
power. (U S, Congress 1947, 21) 
The proposed 1947 bill did not call for any 

restriction on interstate banking. The Fed appears 
to have accepted interstate banking as being per­
missible for a bank holding company. This is not 
totally surprising since Eccles had been an inter­
state banker prior to his joining the Federal 
Reserve, and the advantages of geographical 
diversification were presented as far back as the 
1924 testimony of Vice Governor Platt. 

By not requesting either a "death penalty" or 
a "freeze," it is clear that the Fed's position 
changed substantially since the call for legislation 
in the Annual Report of 1943. The proposed legis­
lation in 1950 showed that Federal Reserve policy 
was essentially unchanged from the 1947 state­
ment made by Eccles. In testimony for the 1950 
proposed bill, Thomas B. McCabe, the new Chair­
man of the Board of Governors, stated that the 
new bill was very similar to the 1947 bill. 

Another banking bill was introduced in 1952 
that would have restricted interstate banking via 
the bank holding company. Specifically, Section 
5(d) of H.R. 6504 prohibited any bank holding 
company from acquiring a bank located outside 
the state in which the bank holding company 
maintained its principal offices; furthermore, bank 
holding companies would be prohibited from 
acquiring any more banks in states that did not 
permit the operations of branches. This change 
was a substantial departure from the bank holding 
company bills proposed in 1947 and 1950. 

The Federal Reserve was openly against 
such provisions in the 1952 bill. Twice the Fed's 
position was stated in the committee hearings. 
The first statement was in a letter submitted to the 
committee by William McChesney Martin, Jr., 
Chairman of the Board of Governors. The second 
was given in testimony to the Senate committee 
by Governor]. L. Robertson. Robertson stated: 

[T]he prohibition against expansion 
across State lines would mean that a State 
would be deprived of any right to express its 
policy as to the operation within its borders of 
a bank holding company having its principal 
office in another State .... In our opinion, the 
States should be left entirely free to deal with 
bank holding company operations on a basis 
different from that on which they deal with 
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branch banking operations and to express 
their policy as to the operation of out-of-State 
holding companies within their borders. eu.s. 
Congress 1952, 25) 
The Federal Reserve Board's position regard­

ing interstate banking via the holding company 
device shifted from uncertain to supportive fol­
lowing the Banking Act of 1933 until the early 
1950s. The reason for supporting interstate bank­
ing appears to have shifted over the years. Platt 
and Young recognized the positive aspects of 
diversification, but by 1955 Robertson supported 
the position by citing states' rights. 

The Bank Holding Company Act of 1956 

After more than a decade of proposed bills 
and hearings, the Bank Holding Company Act of 
1956 was passed. The two main purposes of the 
act were to regulate further expansion of bank 
holding companies and to require the divestment 
of their nonbanking activities. Interstate banking 
was not the primary focus of the act, but an im­
portant legislative change in the act dictated the 
development of interstate banking in the United 
States until today. 

The Banking Holding Company Act of 1956 
evolved from a series of House and Senate bills. 
In 1955 the House of Representatives passed a 
bill, H.R. 6227, which would have prohibited any 
further interstate acquisitions by bank holding 
companies (Lamb 1962, 195). As stated above, the 
Federal Reserve Board opposed the restriction. 
Most of the debate concerning the restriction fo­
cused on the issue of states' rights and whether it 
was appropriate for Congress to dictate to the 
states w hether a holding company can acquire a 
bank in their state. In the end, however, the re­
striction remained in the bill reported out by the 
House committee and passed by the House. 

The Senate committee held hearings on 
several proposed bills concerning bank holding 
companies, including the House bill in the sum­
mer of 1955. The Senate bills included S. 880 and 
S. 2350. The first bill, S. 880, prohibited further 
interstate acquisition, similar to the House bill . 
The second bill, S. 2350, however, did not men­
tion a restriction. In February 1956 the Senate 
committee produced a compromise bill, S. 2577, 
in which further interstate acquisitions were not 
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prohibited. This bill was reported out of commit­
tee and sent to the Senate. 

The issue of interstate banking was reintro­
duced during Senate debate on the bill. Senator 
Paul A. Douglas of Illinois introduced what is now 
known as the Douglas amendment, which prohib­
its further interstate acquisition unless the state 
involved specifically authorizes it by law. Douglas 
was opposed to big banks, which he believed 
failed to serve the needs of small businesses and 
borrowers. This argument is a variation of the 
argument that large banks would drain deposits 
away from rural areas to fund financial activity in 
the money centers. He stated that he was "un­
happy" that the current bill permitted the already 
existing interstate bank holding companies to 
continue to operate their current networks of 
banks. The amendment was first proposed by the 
American Bankers Association and was heavily 
supported by the Independent Bankers Associa­
tion. Despite the Federal Reserve's opposition, 
which was cited by Senator Robertson during the 
Senate debate, the Douglas amendment was 
passed and became part of the Bank Holding 
Company Act of 1956. 

The passage of the Douglas amendment set 
the tone for interstate banking for the next two 
decades. The bank holding companies with exist­
ing interstate networks continued to operate their 
networks, a distinct competitive advantage over 
other banks. Because no state had passed a law 
that specifically authorized interstate acquisition, 
the Douglas amendment was effectively a prohibi­
tion against further interstate banking until 1978.' 
The passage of the Bank Holding Company Act of 
1956 shifted the issue of interstate banking out of 
Congress and into state legislatures. 

Development of state laws authOrizing 
interstate banking 

Maine was the first state to pass laws permit­
ting interstate banking, thus ending the effective 
prohibition against expanded interstate banking 

r There were some minor exceptions permitting additional 

acquisitions by specified bank holding companies in certain 

states 
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brought about by the Bank Holding Company Act 
of 1956 via the Douglas amendment. Effective 
January 1, 1978, Maine permitted interstate bank­
ing on a national reciprocal basis; that is, out-of­
state bank holding companies were permitted to 
acquire Maine banks if Maine bank holding com­
panies were granted similar privileges in the 
acquiring bank holding company's state CAmel 
1988, 24). 

Maine was alone, however, in its effort to 
establish interstate banking until 1982 when both 
New York and Alaska passed interstate banking 
laws. The New York law, which became effective 
June 28, 1982, was similar to Maine's in providing 
for interstate banking on a national reciprocal 
basis. Alaska's law differed in that effective July 1, 
1982, it permitted open entry for all states; that is, 
there was no reciprocity requirement. 

Open-entry interstate banking law as was 
passed in Alaska was more likely in states where 
hanks were facing financial difficulties. First, bank 
holding companies in these states were not in a 
position to make acquisitions; hence , reciprocity 
was less important. Second, the absence of a 
reciprocity requirement created a larger market for 
the acquisition of troubled institutions and higher 
acquisition prices. In addition, there were often 
restrictions that entry be made through the acqui­
sition of existing banks. Third, some states with 
troubled financial institutions established interstate 
banking permitting only failed institutions to be 
acquired . This approach increased the ease with 
which regulators could deal with a troubled insti­
tution but protected the existing bank holding 
companies from undesired takeover attempts. 
Alaska, a large energy-producing state, was feel­
ing the pain of the decline in oil prices in 1982 
and its effect on the Alaskan banking industry, 
which influenced the decision to pass open-entry 
legislation. 

Interstate banking activity accelerated from 
1983 to 1985 with the creation of regional inter­
state pacts. Large banks within the region sup­
ported the law because it afforded them the 
potential advantages of interstate banking without 
competition from the money-center banks. The 
first pact was the New England pact encompass­
ing Connecticut (1983), Maine (1978), Massachu­
setts (1983), New Hampshire (1987), Rhode Island 
(1984) , and Vermont (1987). (The year in paren-
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thesis indicates when interstate banking took 
effect.) Because Maine was in this pact and Maine 
permitted interstate banking on a national recipro­
cal basis, Connecticut and Massachusetts put in 
place anti-leapfrogging clauses. Banks in these 
two states were worried about competing with the 
large money-center banks of New York. They 
envisioned the money-center bank holding com­
panies acquiring a Maine bank holding company 
and then using the Maine bank holding company 
to make acquisitions throughout New England. 
The anti-leapfrogging clauses prevented the entry 
of New York banks into these two states.H 

Other regional pacts began to develop 
shortly thereafter. In 1984 Kentucky passed an 
interstate banking law to establish a regional pact 
of Mid-Central states. Ohio, Tennessee, and Vir­
ginia joined this pact in 1985, and Illinois, Indiana, 
and Missouri joined in 1986. West Virginia finally 
joined the pact in 1988. 

A third regional pact for Southeast states 
began in 1985 with interstate banking laws passed 
in the District of Columbia, Florida, Georgia, 
Maryland, North Carolina, Tennessee, and Vir­
ginia. South Carolina passed an interstate banking 
law the next year, and in 1987 Alabama and Lou­
isiana joined the pact, followed by West Virginia 
in 1988. 

Interstate banking continued to develop on 
a state-by-state basis. Additional regional pacts 
were formed and other states passed open-ently 
or national reciprocal legislation. The current 
status of interstate banking laws and their outlook 
for the early 1990s is presented later in this article. 
During this development of state laws permitting 
interstate banking, one federal law was passed 
that provided a limited liberalization of interstate 
banking. In October 1982 Congress passed the 
Garn-St Germain Depository Institutions Act of 
1982. The act is primarily associated with the 
additional deregulation of interest rates on depos­
its, but one provision of the act authorized out-of­
state acquisition of failed or failing banks and 
thrifts. The Garn-St Germain Act did not encour­
age interstate acquisitions but authorized them 
only to minimize the cost of dealing with failing 
institutions to the FDIC and the FSUC. 
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Federal Reserve supports the development 
of interstate banking 

The Federal Reserve saw as favorable that 
states were removing barriers to interstate bank­
ing. There was concern that regional pacts would 
create uneven development and consequently an 
unequal quality of banking services across the 
country. In testimony to the Senate Committee on 
Banking, Housing, and Urban Affairs on Septem­
ber 13, 1983, Chairman of the Board of Governors 
Paul Volcker stated: 

These state actions are constructive in 
breaking down outmoded barriers but they 
also dramatically illustrate the haphazard and 
unequal development of interstate activity. A 
closely integrated economy requires and de­
serves more uniform rules in this important 
area .... Similar doubts arise about the logic of 
proposals [hat a Providence, Rhode Island 
bank be able to purchase a bank two states 
and 150 miles away in southern Vermont, but 
that an Albany, New York bank 30 miles away 
be prohibited .... For want of any better rule to 
assure gradualism and to take state prefer­
ences into account in the evolution of inter­
state banking, regional compacts have had an 
appeal to some as a transitional device . We 
are concerned, however, about the implica­
tions for a kind of balkanization of the process 
that could discriminate against banking 
organizations in some states and, without 
serving a legitimate local purpose, limit the 
ability of banks wishing to sell or merge to 
find an appropriate partner. (Volcker 1983, 
30 - 31) 

8 The regional nature of interstate banking and the concern 

over the money·center banks dates back to the very begin· 

ning of group banking and interstate acquisitions Lamb 

states that the conservative banks of Minnesota had close 

relationships with their city correspondent banks, espe· 

cially in times of emergencies Rumors surfaced that banks 

from New York and Chicago were attempting to gain control 

of the city correspondents in Minneapolis in order to gain 

access to the Twin City trade area The Minnesota bankers 

chose to organize their key correspondents into group 

banks The first was the Northwest Bancorporation in Janu· 

ary 1929, and First Bank Stock Corporation was formed 

three months later. 



Because many of the regional compacts 
were structured as temporary arrangements with 
eventual shifting to national reciprocal interstate 
banking, some of these concerns about regional 
compacts were probably overstated. The regional 
compacts were justified on the grounds of permit­
ting the large regional banks to consolidate their 
positions prior to permitting the entrance of the 
much larger money-center banks. 

Current Chairman of the Board of Governors 
Alan Greenspan also supports interstate banking. 
Prior to becoming Fed Chairman, Greenspan pub­
lished a paper on the advantages of deregulation 
of product and geographic barriers. In that work 
he stated: 

Geographic diversification can simi­
larly work to reduce risk. Assuming that 
capital remains adequate , there is no reason 
to expect lending in another state will be in­
herently more risky than lending in an insti­
tution's home state. Indeed, by diversifying to 
another regional and economic base, a bank 
has the opportunity to reduce its overall risk. 
(Greenspan 1987a, 16) 
Chairman Greenspan has not changed his 

position on interstate banking since joining the 
Federal Reserve. In a statement before the House 
subcommittee on telecommunications and 
finance, Greenspan stated: 

Already 10 states have adopted full 
interstate banking, 13 states have provided 
for it after a transition period, and 8 additional 
states permit interstate acquisition of troubled 
banks. This constructive trend, especially 
when fully developed, will result in better 
service to customers and a strengthened 
banking system. (Greenspan 1987b, 4) 

Current status of interstate banking 
in the United States 

By 1989 the vast majority of states had 
passed some type of legislation enabling interstate 
banking. The status of interstate banking laws in 
the United States in April 1989 is shown on Map 
1. The various types of legislation have been 
grouped into four categories, with the darkest 
shading of green indicating the most liberal laws 
concerning interstate banking. Nine states have 
passed legislation permitting acquisitions by bank 

holding companies from any other state, which is 
often referred to as open-entry and is the most 
liberal type of legislation. Nine states permit recip­
rocal interstate banking on a nationwide basis. 
Reciprocity implies that out-of-state bank holding 
companies are permitted to make acquisitions in a 
given state only if they are located in a state that 
grants similar privileges to bank holding compa­
nies located in the other state. For example, for an 
out-of-state bank holding company to make an 
acquisition in New York, it must be headquar­
tered in a state that would permit New York bank 
holding companies to make acquisitions. 

The most common form of interstate bank­
ing legislation is the regional compact, which is 
labeled regional reciprocal on the map. In a 
regional compact interstate banking is limited 
only to states specified in the enabling state legis­
lation and reciprocity is required. These compacts 
are usually limited to adjacent states or to states 
that are contiguous to adjacent states. The region­
al compacts overlap in some states. Twenty-five 
states utilize regional compacts and some are 
quite large, including as many as twelve states. 
Interstate acquisitions are not permitted in seven 
states as of the date of this publication. 

Substantial changes in interstate banking 
laws will occur in the next few years . Seven states 
that passed legislation for regional compacts also 
specified the shifting to more liberal interstate 
banking laws at a speCified "trigger" date in the 
future . Many of these "trigger" dates are approach­
ing. Furthermore, two states have recently passed 
legislation that will become effective in the next 
year. By 1993 nine more states, including some of 
the most populous, will permit either open-entry 
interstate banking or reciprocal interstate banking 
on a nationwide basis. The status of interstate 
banking in 1993 based on legislation that has 
already been passed is presented in Map 2. 

A comparison of the two maps shows some 
striking regional shifts in interstate banking law. 
By 1993 the vast majority of the West and South­
west will permit national interstate banking on 
either an open-entry or national reciprocal basis. 
Similarly, most of the Great Lakes region will per­
mit reciprocal interstate banking on a national 
basis by 1993. The areas shOWing the least change 
are the Southeast regional interstate compact and 
the New England regional compact. Prohibitions 
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against interstate banking appear to be concen­
trated in the Great Plains states. 

Summary 

For most of its 75-year history, the Federal 
Reserve has supported interstate banking. Begin­
ning with Crissinger in 1924, interstate banking 
was described as "a menace ." By the early 1930s, 
however, various members of the Board were 
willing to accept group banks and interstate bank­
ing. Young even described the growth of group 
banks as "a natural development. " This shift in 
attitude, together with the positive contributions 
of group banks during the Great Depression, led 

Map 1 
Interstate Banking Regulation , April 1989 

a 

SOURCE OF PRIMARY DATA: American Banker, 4 April 1989, 10, 
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to only a minor degree of regulation of these 
banks in the Banking Act of 1933. 

Federal Reserve policy shifted sharply in the 
late 1930s and early 19405 in response to the 
rapid expansion of the Transamerica Corporation. 
Eccles described bank holding companies as a 
device "to escape the supervisory powers." Eccles' 
position moderated as legislation was proposed to 
close the loopholes that permitted some bank 
holding companies to escape supervision. By 1947 
Eccles made it clear that he believed that bank 
holding companies were "not necessarily evil. " 
The prevailing opinion of the Federal Reserve 
seemed to shift to one of regulated expansion 
with support for interstate expansion. In fact, 

D Regional Reciprocal 

National Reciprocal 

• Open-Entry 

D None 
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when Congress suggested the prohibition of any 
further interstate expansion, Governors McCabe, 
Martin, and Robertson all voiced their opposition. 
Their opposition, however, was not sufficient to 
defeat the Douglas amendment to the Bank Hold­
ing Company Act of 1956, which prohibited fur­
ther interstate acquisition unless specifically 
authorized by state law. 

The Douglas amendment effectively stopped 
further interstate banking for two decades. In the 
late 1970s and early 1980s, however, state laws 
were enacted to permit interstate acquisitions. The 
Federal Reserve's position fully supported inter­
state banking. Volcker described these laws as 
breaking down "outmoded barriers." Volcker was 

Map2 
Interstate Banking Regulation in 1993 

o 

SOURCE OF PRIMARY DATA: Amel (1988). 
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concerned, however, that many states were pass­
ing laws that permitted interstate acquisition in 
limited geographical areas, and he preferred in­
stead a system of full national interstate banking. 
Volcker recognized the concern that interstate 
banking would alter the nature of the u.s. bank­
ing system, and he responded to that concern. 

I recognize the traditional and historic 
concern about local control of banking, the 
importance of healthy community banks, and 
the dangers from excessive concentration of 
resources Fortunately, we have a good deal 
of experience within large states about the 
ability of small banks to survive and prosper 
alongside relative giants-and for the good 

D Regional Reciprocal 

1. ,;:j:;:~~1 National Reciprocal 

• Open·Entry 

D None 

Federal Reserve Bank of Dallas 



rcason that thc\ em opcrate e ll icicnllv ~l11d 

cSLliJli.,1l solid rl'l~lti()lls \\ itll 1m al conSllmers 

~l!1d husinesses .... [P]l'Operl! implcmented ancl 

controlled I scc no dangcr that the l initcd 

Slatl's \\ oulel Ill' bcreft of large numhcL'i of 

smaller h~mks. o r that. with appr{)pri~lte safe­

gU~1 rei" cxce.,sin' conCel1lcltion \\ ould he­

COIllC ~l prohlem. (\'ole kel 19S:\. 52) 

Alan Grl'l'nspan, thl' current Chairman of tl1(:' 
Fl'deral }{(:'sl'rvl'. has described intl'rstate banking 
as a "constructi\'e trl'nd" that w ill prm'ide thl' 
countr\' with "a strengthened banking sYStl'1l1 ," 

'1'11(:' change in thl' Fedl'ral Rl'SeITe·.s position 
()\ cr tl1(:' years is likdv the result of disl'ntangling 
till' issue oC intl'rsUtl' banking from fears of con­
centrati()n and undul' influence of large hanks. 
This disl'ntangling occurred b()th in.side and oul­
side the Fed and spanned the chairmanships of 

Sl'\'eral Fl'd leaders. Interstate banking has proven 
to be helpful in achieving the goals of the Federal 
Reserve . The safety and soundness of the banking 
industry w ill likely be enhanced since intl'rstatl' 
banking provicll's additional opporrunitil's for di­
\'ersifying ri.sks , It has also proven to he an erfec­
ti\'e mechanism for injecting neecll'd capital into 
wl'ak hanks in l'ccJllomically deplTSSl'd regions 
(see the hox: III terstate Ban king ill the h'lel'enth 
District) . The estahlishment of interstate nl'tworks 
\vill help hanks be more efficient in providing 
sl'rvices to tlll'ir customers who also opl'rate na­
tionally. It is also likely to improve the dTiciency 
of the nation's payment system hy reducing the 
number of checks that must hl' cll'ared through 
the Federal Reserve (see the hox: 711e E!.lect 0/ 
lllten'tate Emzking e!ll Fedeml Rcserz'e Check 
Cfearilzg) . 

Interstate Banking in the Eleventh District States 

Interstate banking is well advanced in 
the Eleventh Federal Reserve District. After 
entering into the Southeast regional compact 
in 1987, Louisiana has since moved to nation­
wide interstate banking on a reciprocal basis. 
An out-of-state bank holding company must 
acquire an existing bank, as de novo entry is 
prohibited. New Mexico currently permits in­
terstate banking only for the acquisition of 
failing banks, but on January 1, 1990, it will 
permit open entry to banks from all states. 
New Mexico also prohibits de novo entry and 
further requires that the acquired bank be at 
least five years old at the time of acquisition. 
Texas currently permits open entry to banks 
from all states and also prohibits de novo 
entry. Texas law requires that the acquired 
bank have been in existence as of July 15, 
1986, or in operation for at least five years 
prior to acquisition. 

The push toward national interstate 
banking and the prohibitions against de novo 
entry result from the problems facing banks in 
the Southwest in the later half of the 1980s. 
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After the decline in energy prices and the 
collapse of the real estate market, many banks 
in this region faced loan losses sufficient to 
cause many of them to fail. The enactment of 
interstate banking laws improved the ability of 
regulators to deal with these failures and 
offered opportunities for banks that had not 
failed to diversify their operations and capital 
resources through interstate mergers. 

Interstate mergers in Texas represent 
both the disposition of failed banks and the 
acquisition of healthy banking organizations. 
NCNB Corporation acquired First Republic­
Bank, the state's largest bank, through an 
FDIC-assisted merger. BancOne Corpora­
tion of Columbus and Equimark Corporation 
of Pittsburgh also entered the Texas market 
by acquiring failed banks. In contrast, other 
banking organizations entered the Texas mar­
ket through the acquisition of healthy banks 
including Chemical Banking Corporation of 
New York City; First Interstate Bancorp, Inc., 
of Los Angeles: Northern Trust Company of 
Chicago and Come rica Incorpoated of Detroit 
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The Effect of Interstate Banking on Federal Reserve Check Clearing 

The expansion of interstate banking in 
the U.S. will not only change the nation's 
banking system but also will cause significant 
changes in the Federal Reserve's payments 
system. The Federal Reserve currently clears 
about 15 billion of the estimated 40 billion 
checks written in the United States annually 
and is the only check clearing system serving 
the entire nation. In a study titled "Interstate 
Banking: Impacts on the Payments System" 
(September 1986), authors Allen Berger, 
David Humphrey, and Joanna Frodin, esti­
mate the effects of interstate banking on the 
U.S. payments system. 

Of the 40 billion checks written annually 
in the United States, about 28 billion end up in 
a bank other than where they originated and 
must be cleared. To be cleared, the average 
check is processed through an average of 2.4 
financial institutions, one of which is usually 
part of the Federal Reserve. Depending upon 
whether the check originated inside or outside 
of a bank's Federal Reserve check process­
ing zone, the check will be sent down one of 
seven check-clearing paths. Each path con­
sists of a mix of private sector and Federal 
Reserve processing and/or transportation. 
Thirty-one billion checks remain inside the 
zone of the bank on which they are drawn; 
and, of these, Federal Reserve facilities per­
form processing, transporting, or both, on 
about 8 billion checks. When a check is first 
deposited outside its originating zone, 
however, its chances of being processed, 
transported, or both by the Fed increase sub­
stantially. In this instance, 7 billion of the 9 
billion out-of-zone checks pass through a 
Federal Reserve facility. 

Berger, Humphrey, and Frodin hypothe­
size that three factors are important in deter­
mining what portion of checks written are 
cleared or transported for clearing by the 
Federal Reserve: bank concentration, the av­
erage bank's size measured by its deposits, 
and the geographic dispersion of bank deposits. 

Bank concentration is the number of banks 
serving a particular market; the more concen­
trated a market, meaning the fewer banks are 
seNing it, the less demand for Federal ReseNe 
check-clearing services. As bank size mea­
sured by total deposits increases, there is 
also less demand for Federal Reserve check­
clearing seNices. Bank geographic dispersion 
is measured as the extent that the deposits of 
banks headquartered in a particular zone are 
held at bank offices outside this zone. The 
authors hypothesized that greater dispersion 
reduces demand for Federal Reserve check 
clearing. The development of interstate bank­
ing is expected to increase bank concentra­
tion, average bank size and bank geographic 
dispersion. Therefore, interstate banking is 
expected to reduce the volume of checks 
cleared through the Federal Reserve. 

The estimation of the effects of nation­
wide interstate banking indicates the Federal 
Reserve's market share of check processing 
volume would decline from 37.5 percent to 
between 15 percent and 21 percent. This 
estimate is based on the assumption that 25 
percent of total deposits in the nation will be 
held at banks with nationwide operations. The 
movement to nationwide interstate banking 
would also shift the demands for Federal 
ReseNe services away from check process­
ing toward accepting checks that have been 
fine sorted (already processed before deliv­
ery to the Fed) and toward increased use of 
the Federal Reserve's transportation network. 

The total impact on the Federal Reserve 
payments system, however, would not be as 
large or as rapid as the numbers might sug­
gest. Greater acceptability of checks is esti­
mated to result in check volume growth of 4.8 
percent after complete interstate banking, in 
addition to the normal growth of check usage 
of about 4.28 percent annually. The effect on 
the Federal Reserve, the authors note, would 
be a decline in volume of about 1 percent to 3 
percent annually for about ten years. 
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The Texas Industrial Production Index 

T he Federal Reserve Bank of Dallas has 
produced the Texas Industrial Production 

Index (TIPI) continuously since 1958 The index 
measures the output of Texas' mining. manufac­
turing. and utilities sectors and provides a regional 
counterpart to the national industrial production 
index compiled by the Board of Governors of the 
Federal Reserve System. Regional production in­
dexes published by seyeral other Federal Reserye 
Banks are limited to the manufacturing sector. 
The importance of oil and gas extraction in the 
Texas economy, through both direct and second­
ary effects on the manufacturing sector, necessi­
tates its inclusion. 

In this article. we consider v,·hat an industrial 
production index attempts to measure, why it is 
useful in conducting economic analysis, and what 
TIPI tells us about the performance of the Texas 
economy during the 1980s. In the appendix, we 
explain TIPI's construction in detail, including 
recent methodological improvements such as the 
incorporation of gross state product data . 

The Texas Industrial Production Index 
clearly shows that the manufacturing sector 
buoyed Texas industry during the 1980s. Texas 
manufacturing output rose faster than oyerall in­
dustrial output. especially after the national recc)Y­
ery began in 1982. Neyertheless, until recently, 
drastic declines in oil prices and the resulting 
retrenchment in the energy industry held the 
growth of manufacturing output in Texas below 
that of the nation. TIPI clearly depicts the 1986 
Texas recession caused by the oil price collapse 
and the weak recoyery that began in early 1987. 
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Why a regional production index? 

The Federal ReserYe Bank of Dallas is inter­
ested in monitoring the economic activity of the 
Eleventh Federal ReserYe District. which includes 
Texas and parts of Louisiana and New Mexico. 
This interest is motivated, in part, by the special 
role the Bank plays in contributing to the forma­
tion of the nation's monetalY policy and in gain­
ing awareness of the yarying impacts of monetary 
policy at the regional level. Another motivating 
factor is the research Bank economists conduct on 
such issues as the causes and consequences of 
regional economic growth and future trends in 
regional economic actiyity Further, the Bank is 
committed to proYiding information of interest to 
the public as well as the business and academic 
communities. 

TIPI is intended to supplement the wealth 
of other data that are used for regional analysis 
but are limited in timeliness or scope. For ex­
ample, employment data are timely but not com­
prehensive . Employment data are ayailable with a 
fairly short time lag for most states as well as the 
nation. But employment may not accurately reflect 
the income that a particular industry or region 
generates if technological change permits output 
to increase without increasing employment. More­
over, employment and output will not have a 
constant relationship because of the substitution 
of capital for labor in production processes. 

Texas manufacturing illustrates how output 
and employment can diverge (Chart 1). Through 
the 1970s, manufacturing employment and output 
tracked one another fairly closely. In the early 
1980s, however, output growth exceeded employ­
ment growth, as shown by the diyergence of the 
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Chart 1 
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SOURCES: U.S Bureau of Labor Statistics. 
Federal Reserve Bank of Dallas 

two indexed series. One explanation for this di­
vergence is that technological change during the 
1970s reduced the importance of labor in many 
manufacturing processes . As capital assumed 
more importance, manufacturers were able to 
increase output without corresponding increases 
in employment. 

TIPI can also provide more timely informa­
tion than other measures of regional economic 
activity. Direct measures of income or output, 
such as personal income and gross state product, 
are available for all states, including industry de­
tail. Yet, the time lag in reporting these data 
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1 We do not forecast Texas industrial production in this 

article For an example of such a forecast, see Gruben and 

Long (1988) 

2 See Standard Industrial Classification Manual (1972) 

3 Although we have produced TlPI since 1958, methodologi­

cal and data changes over time prevent calculation of the 

indexes before 1967. 

4 These industries are oil and gas extraction, petroleum and 

coal products, electric utilities, and gas utilities Details on 

how the production indexes for these industries are created 

are provided in the technical appendix 

ranges from several quarters to several years. 
Such long lags make analyzing current conditions 
and forecasting future activity difficult. Economic 
activity in many industries can reverse course 
quickly. If reporting lags are long, then business 
and government decisionmakers will be unable to 
react appropriately to such changes. Furthermore, 
in forecasting it is necessary to predict the values 
of variables not only for the future but also for 
current or past periods for which data are not 
available . To the extent that historical data are not 
available on a timely basis, forecasts will be 
weakened.! 

What is TIPI? 

The Texas Industrial Production Index pro­
vides timely monthly estimates of changes in the 
level of output of the manufacturing, mining, and 
utilities sectors of the Texas economy. TIPI in­
cludes indexes for aggregates such as durable and 
nondurable goods, manufacturing, mining, utili­
ties, and total industrial production, plus all two­
digit Standard Industrial Classifications (SIC)" that 
have significant representation in Texas industry. 
The indexes begin with January 1967.~ 

Actual monthly physical output is available 
for several industries, and is incorporated into the 
calculation of TIPL" For the rest, two alternative, 
but related, measures of output are available at 
the state and two-digit SIC level of detaiL Both 
are based on the concept of value added. Value 
added is the market value of produced goods less 
the cost of the materials and services purchased 
from others to produce those goods. Equivalently, 
value added is the income earned by the factors 
of production such as labor, capital, land, or en­
trepreneurship. We compare the two sources of 
value added data later in this article. 

To ensure that changes in estimated output 
correspond as closely as possible to changes in 
real physical output and are not due to changes 
in price levels, we deflate nominal value added 
by using two-digit SIC price deflators from the 
U.S. Bureau of Economic Analysis (BEA).o 

Unfortunately, data on output (value added) 
for most industries at the regional level are avail­
able only annually. The purpose of an industrial 
production index, however, is to facilitate analysis 
of recent developments. Therefore, a regional 
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industrial production index methodology must 
transform data that are available on a timely and 
monthly basis into a measure of monthly produc­
tion. Texas employment and average weekly 
hours worked are available monthly from the U.S. 
Bureau of Labor Statistics6 Data on electric power 
sold to each two-digit SIC Texas industry are 
available from the Federal Reselve Bank of Dallas 
Statistics Department. These are the principal data 
transformed into output for industries that do not 
have actual monthly output data available. The 
appendix to this article explains in detail how the 
Texas Industrial Production Index is constructed. 

What does TIPI show about Texas industries? 

This section covers what TIPI reveals about 
the performance of the Texas industrial sector 
during the 1980s. We begin with a discussion of 
the major factors affecting Texas industlY in the 
1980s. It is in the context of these events that 
movements in Texas industrial output occurred. 
Then for TIPI as a whole and for selected subin­
dexes, we examine index movements from two 
perspectives. First, we compare the performance 
of the index with its national counterpart. We 
also examine how the performance of the major 
components of TIPI affected the overall index. 
Where possible, we offer explanations for the 
behavior of these industries , but we do not 
attempt to use a formal model to quantify what 
factors contributed to fluctuations in individual in­
dustries .7 Previous research examined how 
growth in various industries affects the volatility 
of regional economies and how exogenous 
shocks affect different industries.R 

Events affecting Texas industry. Three 
related events dominated the performance of 
Texas industry during the 1980s. The first and 
most obvious was the decline in oil prices, first 
beginning at the end of 1982 and again at the end 
of 1985. Even worse than the large decline in 
prices that actually occurred was the plunge in 
the level that people expected oil prices to reach. 
Forecasts that oil prices would exceed $100 per 
barrel by the year 2000 were not uncommon 
before 1982. Clearly, such high prices failed to 
materialize, but many oil producers and consum­
ers based plans on drastically higher prices. This 
is significant because much economic activity is 
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based on expectations about the future state of 
the economy. Thus, the reduction in economic 
activity that followed tumbling prices was much 
worse than it would have been had price expecta­
tions been more realisticY 

A second major influence that buffeted both 
the Texas and national economies was the rise, 
then prolonged fall, in the foreign exchange value 
of the U.S. dollar. The rising dollar made foreign 
goods less expensive relative to domestic goods, 
which hurt U.S . manufacturers, including those in 
Texas. The decline in the value of the dollar 
beginning in March 1985 reversed this effect, 
helping domestic firms sell more goods to other 
countries. Cox and Hill (988) conclude that 
Texas was a significant beneficiary of the decline 
in the dollar, though the impact for the state was 
slightly less than for the nation. 

The third factor affecting Texas industry 
during the 1980s was the record-length recovery 
of the nation's economy since 1982. As with the 
decline in the dollar, the recovelY has benefited 
Texas industry, notwithstanding the problems 
generated in the energy and financial sectors by 
the oil price decline. The response to these factors 
clearly has not been uniform across industries. 

5 Because regional price deflators do not exist, we must use 

national deflators To the extent that the distribution of indus­

tries constituting any tWO-digit SIC code varies regionally, 

inaccuracy is introduced into the process of constructing 

real value added 

6 Average weekly hours worked are available for production 

workers only We assume that using these figures for non­

production workers does not introduce serious error into the 

estimates 

7 Because TlPI serves as a timely monthly indicator of eco­

nomic activity in Texas, it has been used in econometric 

forecasting models for the state See Gruben and Long 

(1988) 

8 See Gruben and Phillips (1989) for a discussion of which in­

dustries contribute to stability in the Texas economy 

Sherwood-Call (1988) examines which states have had the 

most stable economies in recent years 

9 For a discussion ofthe adjustment of the Texas economy to 

lower oil prices, see Fomby and Hirschberg (1989) 
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The performance of Texas industry in 
the 1980s. Since 1982, Texas industrial output 
overall has grown more slowly than national out­
put (Chart 2) . The decline in oil prices prevented 
the Texas economy from rebounding from the 
1981-82 recession as strongly as did the nation. 
Later, while national output was boosted by lower 
oil prices and a lower dollar, Texas output re­
mained weak as the state economy became less 
energy-dependent. Nevertheless, several industries 
in the state have outperformed their national 
counterparts since 1982. These include electric 
power generation, oil and gas extraction, instru­
ments, transportation equipment, and electric and 
electronic equipment. 

Three of the five faster-growing Texas indus­
tries- instruments, transportation equipment, and 
electric and electronic equipment-are durable 
goods manufacturing industries . These three in­
dustries are relatively insensitive to fluctuations in 
energy prices. They are also among the industries 
that stood to benefit most from declines in the 
exchange value of the dollar. lo While these factors 
explain their overall strong performance, they do 
not explain why these industries grew faster in 
Texas than in the nation as a whole. The factor 
that best explains the stronger-than-national per­
formance of these industries is their relationship 
to the defense industry in Texas. The defense 
buildup during the first half of the 1980s benefited 
Texas defense contractors. These contractors tend 
to be heavily concentrated in aircraft and electron­
ics industries . It is likely that strength in the instru­
ments industry is also related to military spending. 
Although Texas no longer greatly exceeds the 
nation in per capita defense spending, defense 
outlays have likely boosted these industries more 
than their national counterparts. 

Oil and gas extraction. Despite sharp in­
creases in oil prices during 1973-74 and 1978-81, 
output in oil and gas extraction in both Texas and 
the rest of the United States remained essentially 
flat throughout the 1970s and early 1980s. Oil and 
gas extraction comprises crude oil production, 
natural gas production, and oil and gas field ser­
vices, which are largely exploration-related. Texas 

,0 See Cox and Hill (1988. 7) 
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Total Industrial Production 

(Indexes, 1982 = 100) 

140 

130 

120 

110 

100 

90 

80 

'73 '76 '79 '82 '85 

SOURCES: Board of Governors, Federal Reserve System. 
Federal Reserve Bank of Dallas. 

'88 

crude oil production was about 24 percent lower 
in 1981 than in 1970. For the rest of the United 
States, it was only about 4 percent lower. In­
creased exploration activity resulting from oil 
price increases prevented crude oil production 
from falling even further . Exploration activity con­
tributes directly to oil and gas extraction because 
the drilling activity increases value added regard­
less of whether oil or gas is discovered. New 
discoveries, principally in Alaska, and increases in 
output from higher-cost wells account for the 
smaller decline in the rest of the United States. 
Because Texas' oil fields are relatively old and 
cost less to operate, Texas crude oil production is 
not as responsive to price increases. 

The oil price declines of 1981-82 and 
1985 - 86 tell a different story. These decreases 
caused precipitous declines in Texas oil and gas 
extraction of about 11 percent and 16 percent, 
respectively (Chart 3). 

These declines also had indirect effects, 
such as lowering the demand for the goods and 
services of other industries and reducing the in­
comes of royalty owners, drillers, and producers. 
The lower demand for other goods and services 
contributed to the recession in Texas through 
multiplier effects. II During the first oil price de­
cline in the early 1980s (see the left shaded area 

Federal Reserve Bank of Dallas 



Chart 3 
Texas Total Industrial Production 
and Oil and Gas Extraction 

(Indexes, 1982 ~ 100) 
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Chart 4 
Manufacturing Production 

(Indexes, 1982 ~ 100) 
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of Chart 3), the 10-percent decline in total Texas 
industrial output was similar to the decline in oil 
and gas production. During the second period 
(see the right shaded area of Chart 3), however, 
the 6-percent decline in overall output was much 
smaller than the 16-percent decline in oil and gas 
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production. This difference may reveal how much 
the Texas industrial sector had already adjusted to 
lower oil prices by the mid-1980s. Of course, the 
national recession that occurred during the first 
period confounds our ability to be more conclu­
sive on this point. Effects of the state's weakened 
economy also were observable in other industries . 

Total manufacturing. Manufacturing may 
be the most interesting sector to analyze with a 
regional industrial production index such as TIPI. 
The economic events mentioned earlier-oil price 
movements, exchange-rate fluctuations, and the 
national economic expansion-affected this sector 
in various ways. Lower oil prices benefited some 
industries and hurt others. The falling value of the 
U.S. dollar benefited some industries more than 
others, and the national economic expansion 
allowed some industries to avoid a more severe 
downturn as a result of falling oil prices. Before 
examining the durable and nondurable compo­
nents of the manufacturing sector, we will com­
pare the sector's overall performance to that of 
the nation. 

Output in Texas manufacturing industries 
grew faster than that of the nation until 1982 
(Chart 4) . Since the national recession and the 
1982 decline in oil prices, Texas manufacturing 
output has grown more slowly, on average, than 
that of the nation. Texas manufacturing output fell 
as a result of the 1985-86 oil price decline, 
whereas the nation's output did not. In early 
1987, Texas manufacturing output, boosted by the 
falling dollar and the continued national expan­
sion, began to rebound and actually grew faster 
than national manufacturing output. 

Manufacturing constitutes roughly 54 per­
cent of industrial output in Texas, compared with 
78 percent for the nation .12 After the first oil price 
decline, which occurred at the end of a national 
recession, manufacturing output in Texas declined 
about 10 percent, roughly the same as the decline 

II For models that describe how these multiplier effects influ­

ence the Texas economy, see Hill (1986) and Brown and Hill 

(1988) 

12 Manufacturing is about 16 percent of total gross state prod­

uct in Texas and about 197 percent of gross domestic 

product for the nation 
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for on~rall state industrial output (Chart') ami 
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in the t:arly 1 <)HOs, manubcturing output declint:d 
only 2,] pt:rcent alter tht: st:vere 1 <)H,) - Ho oil pricl' 
decline , The hendicial effect of tilt: oil price ck­
cline on the national economy prohahly olLt:t 
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In addition, \\'ith the oil economv as a huoy. du­
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Declines in Industry Output in Texas in Selected Periods 
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Industry 

Total industrial production 
Mining 
Manufacturing 

Durable 

First downturn 

August 1981-March 1983 
September 1981-March 1983 

July 1981-February 1983 
September 1981-March 1983 

SOURCE: Federal Reserve Bank of Dallas. 

Decline 

-9.53 
-11,12 
-10.07 
-16.30 

Second downturn 

January 1986-March 1987 
August 1985-September 1986 
January 1986-December 1986 

July 1985-February 1987 

Decline 

-6,26 
-15.64 
-2.70 
-5,24 

Federal Reserve Bank of Dallas 



nonelectrical machinery production in Texas 
(Chart 7). Another example is primary metals pro­
duction, which provides drill pipe and structural 
steel to the extraction industry, and which has not 
recovered as much in Texas as it has nationally 
since the 1981- 82 recession (Chart 8). 

Texas durable goods manufacturing consti­
tutes about 27 percent of total industrial output in 
the state and 49 percent of manufacturing output. 
During both the 1981-82 and the 1985-86 oil 
price downturns, durable goods manufacturing 
output declined more than overall manufacturing 
output (Chart 9 and Table 1). For the earlier de­
cline, durables output declined 16.3 percent, 
compared with roughly 10 percent for total manu­
facturing. During the most recent downturn, 
durables output fell by slightly more than 5 per­
cent, roughly double the percentage decline in 
overall manufacturing output. The larger decline 
for durable goods production conforms to the 
typical behavior of this industry during a business 
cycle- durable goods are generally subject to 
larger output swings. Nevertheless, during the 
second oil price downturn, Texas durables pro­
duction fell less than did overall industrial produc­
tion because, in percentage terms, mining output 
fell by much more. 

Nondurable goods manufacturing. Non­
durable goods manufacturing in Texas has not 
performed as well as its national counterpart 
(Chart 10). In fact, not a Single nondurable com­
ponent industry has achieved faster output growth 
than its national counterpart. The Texas index for 
paper and allied products rose above that for the 
nation in early 1989, after lagging behind for most 
of the previous decade. 

Chemicals and related products and petro­
leum and coal products, the latter group being 
primarily the refining industry, are the two largest 
Texas manufacturing industries (Table 2). Chemi­
cals output in 1988 and early 1989 grew faster in 
Texas than in the nation. However, Texas chemi­
cals output showed slower growth rates, if not 
declines, when compared to the nation for most 
of the previous six years (Chart 11). Likewise, 
Texas' output of petroleum and coal products has 
generally increased less than the nation's during 
the 1980s (Chart 12). Slow growth in these two 
components would have been sufficient to cause 
Texas nondurable goods manufacturing output to 
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Chart 7 
Nonelectrical Machinery Production 
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lag that of the nation, even if growth in other 
components had been near the national rate . 
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Apparel manufacturing provides a contrast 
with other nondurable goods manufacturing in­
dustries in Texas . After experiencing a far more 

2 



severe slump in the state than in the nation in the 
early 1980s, apparel manufacturing has grmvn far 
faster in Texas than it has nationally (Chart 13). 

We know that, nationally, nondurable goods 
manufacturing exhibits smaller output swings 

Table 2 

during business cycles than durable goods manu­
facturing . TIIOI confirms this for Texas (Chart 14) 
for the 1974-7'). 19H1- H3, and 1986-H7 reces­
siems . 

Utilities . Electric power and natural gas 

Texas Industry Weights and Factor Shares, 1986 

28 

(Percent) 

Gross product Factor shares 
Industry (SIC Code) Share Labor Capital 

Lumber and wood products (24) 1.5 36.9 63.1 
Furniture and fixtures (25) 0.5 50.5 49.5 
Stone, clay, and glass products (32) 2.5 34.6 65.4 
Primary metal industries (33) 1.8 40.9 59.1 
Fabricated metal products (34) 3.5 52.5 47.5 
Machinery, except electrical (35) 6.0 45.3 54.7 
Electric and electronic equipment (36) 5.8 54.4 45.6 
Transportation equipment (37) 4.2 64.7 35.3 
Instruments and related products (38) 1.0 60.1 39.9 

Total durable goods 26.8 

Food and kindred products (20) 4.8 39.6 60.4 
Apparel and other textile products (23) 11 50.0 50.0 
Paper and allied products (26) 1.2 51.2 48.8 
Printing and publishing (27) 2.9 52.1 47.9 
Chemicals and allied products (28) 7.2 
Petroleum and coal products (29) 8.8 
Rubber and miscellaneous 

plastics products (30) 1.4 45.2 54.8 

Total nondurable goods 27.4 

Total manufacturing 54.2 

Mining except oil and gas (10,12,14) 0.6 66.7 33.3 
Oil and gas extraction (13) 34.7 

Total mining 35.3 

Electric utilities (491) 8.0 
Gas utilities (492) 2.4 

Total utilities 10.4 

Total industrial production 100.0 

SOURCES OF PRIMARY DATA: Amencan Gas Association 
Bureau of Economic Analysis, u.s Department of Commerce. 
Energy Information Administration, U S Department of Energy. 

Federal Reserve Bank of Dallas 



utilities constitute about 10 percent of total indus­
trial output in Texas. Natural gas utilities include 
only those finns involved in the transmission and 
distribution of natural gas, not in its extraction. 
Both sectors. of course, respond to changes in 
other energy markets . But because both are heav-

Chart 9 
Texas Manufacturing and 
Durable Goods Production 
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Chart 10 
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ill" regulated, their output behavior is also influ­
enced by changing regulatory environments. No 
attempt is made here to describe in detail the 
effects of energy prices ane! regulation or their 
interaction. One interesting effect of the oil price 
decline in 1982, however, is the sharp accelera-

Chart 11 
Chemicals and Allied Products Production 

(Indexes, 1982 = 100) 
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Chart 12 
Petroleum and Coal Products Production 
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tion of electric power production (Chart 15). After 
a flat performance from 1970 to 1982, electric 
power generation rose sharply from 1982 to 1986, 
before flattening again after 1986. 

During the 1970s and early 1980s, natural 
gas utilities suffered declining output. Two factors 

Chart 13 
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account for this decline. One is the restriction 
placed on the industrial uses of natural gas during 
this period. Because of its importance for residen­
tial heating, some industries, notably the electric 
power industry, were prohibited from using natu­
ral gas in new facilities. A second factor is the 
substitution of other fuels as energy sources. Both 
of these effects resulted from rising prices. 

Conclusion 

TIPI provides a useful tool for analyzing the 
Texas economy. By providing monthly estimates 
of the output of the Texas industrial sector, the 
index can be used to analyze intertemporal, inter­
regional and interindustrial changes in economic 
conditions. 

TIPI shows the degree to which manufactur­
ing buoyed the Texas economy in the 1980s and 
the degree to which the mining sector has hin­
dered it. TIPI also shows that despite declining oil 
prices, the importance of defense spending in the 
state, the national economic expansion, and the 
declining dollar enabled some Texas industries to 
grow faster than their national counterparts in 
recent years . 

Chart 15 

Texas Total Industrial and 
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Appendix 

How Is TIPI Constructed? 

Researchers at the Federal Reserve 
Bank of Atlanta pioneered the methodology 
used to construct TIPI.' In fact, each of the 
regional production indexes currently in use 
in the Federal Reserve System relies on the 
Atlanta method. 2 Numerous articles have been 
written on the methodological aspects of 
constructing industrial production indexes. 
Previous research conducted at the Federal 
Reserve Bank of Dallas supports the use of 
the Atlanta method on grounds of both accu­
racy and minimization of the resources nec­
essary to produce the index on a continuing 
basis .3 For several industries, however, we 
employ techniques that differ considerably 
from the basic Atlanta method. We will de­
scribe these deviations subsequently. 

Atlanta method 

Assuming that firms maximize profits in 
perfectly competitive markets and employ a 
two-factor linear homogeneous production 
function, then according to Euler's Theorem,4 
the net physical product of an industry, Q, can 
be written 

where MPL is the marginal product of labor, L 
is units of labor, MPK is the marginal product 
of capital, and K is units of capital. Multiplying 
both sides of equation 1 by product price, P, 
reveals that 

(2) p. Q = P • MPL • L + p. MP K. K, 

or 

(3) VA = VMPL • L + VMP
K

• K, 

where VA is nominal value added, VMP
L 

is the 
value of the marginal product of labor, and 
VMPK is the value of the marginal product of 
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capital. Under the assumptions of profit maxi­
mization under competition, VMPL == PL and 
VMP K = P K' where PL is the price of labor, or 
wage rate, and PK is the price of capital. 
Therefore, 

which states that nominal value added is the 
sum of the wage bill and the capital bill. Multi­
plying the first term of equation 4 by (VA I 
VA) • (L IL) and the second term by (VA I 
VA) • (K II<), and then rearranging terms, we 
have 

(5) 

Noting that VA/P = Q, dividing through by 
product price, and rearranging terms results 
in 

Q =lP~:LJ·l~J·L 
(6) 

+ l PKV:
K 

J ·l ~ J · K. 

, See Pyun (1970) and Strobel (1978) 

As stated earlier. the Federal Reserve Bank of Da'ias nas 

produced the Texas Industrial Production. Index continuously 

Since 1958, uSing a variant 0' the Atlanta metr,od since 1983 

The Federal Reserve Bank of San FrancIsco introducod an ,n­
dex In 1973. which IS no 'Dilger In production. also uSi ng Ire 

Atlanta method (Walsh and Butle' 1973) Since 1987 tile 

Federal Reserve Banks of Cilicage. Cleveland. Richmond. 

and Philadelphia have Introduced manufacturmg Indexes 

uSing the Atlanta method Soe Schnorbus and Israilevic'-' 

(1987). Bryan and Day (1987) Bechter. Chmura and Ko 

(1988): and Hamer (1989) 

See Fomby (1986) Very recent research conducted at tnc 

Federal Reserve Bank of Chicago olfers new insights mto IhiS 

question See Isralievich. Schnorbus. and Sc.~nelder (1989) 

, For a proof. see Chiang (1974. 407--10) 
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To simplify the notation, let labor's share in 
value added, (PL. L)IVA, be denoted SL, let 
the productivity of labor, (O/L), be denoted JIL, 
let capital's share in value added, (PK • I\)/VA, 
be denoted S K, and let the productivity of cap­
ital, (0/1\), be denoted nK. Letting t denote a 
given time period, equation 6 can be rewritten 
as 

which states that, in any time period, physical 
output (or real value added) consists of the 
weighted contributions of labor and capital, 
where each factor's contribution is the amou nt 
of that factor used, multiplied by its productiv­
ity, and where the weights are each factor's 
share of total nominal value added. Equation 
7 provides the basis for estimating monthly 
industrial production. Substituting actual or 
estimated values for factor usage, factor pro­
ductivities, and factor shares into equation 7 
results in the monthly estimate of production 
for an industry. 

Data considerations 

Practitioners of industrial production 
indexes using the Atlanta method must make 
choices regarding the data to use in equation 
7. Data availability and quality can vary re­
gionally and over time. The following sections 
describe decisions we made at the Federal 
Reserve Bank of Dallas. 

Benchmarking. Benchmarking an in­
dex is the process of ensuring that long-run 
movements in the generated monthly produc­
tion index correspond to long-run movements 
in the known annual output measure. TIPI is 
the first regional index to be bench marked to 
new data on gross state product available 
from the Bureau of Economic Analysis of the 
U.S. Department of Commerce. Other region-

For details. see Bureau of Economic Anal YSIS (1985) 

al production indexes are bench marked (as 
were previous versions of TI PI) to value-added 
data published by the Census Bureau of the 
U.S. Department of Commerce in its Cen­
suses and Annual Surveys of Manufactures. 

There are several advantages to using 
the BEA data. First, BEA has devoted consid­
erable effort to providing value added esti­
mates that improve on those available from 
the Census Bureau.s The terms value added 
and gross product will be used interchange­
ably. The principal improvement is that BEA 
has subtracted an estimate of the cost of pur­
chased services from the Census Bureau 
measure of value added. Thus, some output 
attributed by the Census Bureau to each in­
dustry is properly attributed to the service 
sector by BEA. Second, using gross product 
eliminates a methodological inconsistency that 
results from using GNP price deflators with 
value-added data. Third, the BEA data are 
available annually from 1963 to 1986, includ­
ing data from 1979 to 1981, when the Census 
Bureau did not publish Annual Surveys of 
Manufactures at the state level. Finally, BEA 
provides annual estimates of gross product in 
mining industries, whereas the Census Bu­
reau's value-added estimates are available 
only at five-year intervals in the Census of 
Mining. 

Labor. We take the labor input to be the 
product of employment and average weekly 
hours, as reported monthly in the Bureau of 
Labor Statistics' Establishment Survey. With 
one exception, data on Texas total employ­
ment and average weekly hours are available 
for all two-digit industries back to at least 
1967. Average weekly hours for instruments 
and related products (SIC 38) are unavailable 
before 1972. During the 1967-71 period, vari­
ation in the labor input for that industry is solely 
due to variation in employment. 

Capital. Because electricity powers 
much modern capital equipment, the TIPI 
methodology uses electricity consumption to 
proxy the usage of capital. This is a common 
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technique validated by previous research. 6 

The Federal Reserve Bank of Dallas Statis­
tics Department collects electric power data 
from a panel of Eleventh District electric utili­
ties that report electricity sales by SIC code. 

A phenomenon that somewhat limits the 
value of the electric power data is that of co­
generation. Cogeneration is the simultane­
ous generation of electricity and useful heat 
from a single fuel source. The Public Utility 
Regulatory Policies Act of 1978, which re­
quires utilities to buy power from private cogen­
erators, and the Natural Gas Policy Act of 
1978, which limits the use of natural gas as fuel 
for utilities but not for cogenerators, combined 
to spur the growth of cogeneration. 

Because the panel of electric power 
producers that report to the various Federal 
Reserve Banks was defined prior to the rapid 
growth of cogeneration , the impact of cogen­
eration is not captured in the data available 
to us.? For example, a decline in the amount 
of electricity purchased by a manufacturing 
firm from an electric utility may be due to 
bringing a new cogeneration system online 
and not due to a decline in its actual power 
consumption. 

Cogeneration is so important in the 
chemicals industry that the historical data on 
electric power sales do not adequately proxy 
electric power usage by that industry. There­
fore, we treat the chemicals industry as if it 
employed a single-factor production process. 
This is unfortunate because chemicals pro­
duction is one of the most capital-intensive 
manufacturing industries, and it has the sec­
ond largest share of value added in manufac­
turing. The fact that cogeneration is important 
in the petroleum refining industry as well does 
not present a problem since we employ a 
modified technique to estimate output in that 
industry, as seen below. We suspect that the 
unusual volatility in the electric power series 
for paper and allied products is due to cogen­
eration, although we have not investigated 
this matter closely .B 
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Factor shares. We calculate the labor 
share as the ratio of payroll, as reported in the 
1986 Annual Survey of Manufactures, to total 
1986 nominal gross Texas product, as re­
ported by BEA. The capital share must be, 
according to our assumptions, 1 minus the 
labor share.9 We assume the factor shares to 
be invariant over the period covered by the 
index. As noted above, we assume that the 
labor share for chemicals is equal to 1. Table 
1 in the main text reports the factor shares for 
all industries included in TIPI whose output 
we estimate using the Atlanta method. 

Productivity. The Atlanta method re­
quires monthly estimates of the productivity of 
each factor of production. Output, and there­
fore productivity, however, is available only 
annually . We derive the monthly factor pro­
ductivity estimates by assuming that produc­
tivity grows exponentially between the annual 
observations. The rate of factor productivity 
growth during the period after the last actual 
annual observation is an important metho­
dological concern. The methods that practi­
tioners of regional production indexes most 
commonly employ include extrapolating a 
long-run productivity growth rate , extrapolat­
ing the most recently observed growth rate, 
and fixing productivity at its most recently 
observed level. 

None of these choices , in our view, are 
good . Examining the data indicates that pro­
ductivity tends to rise and fall as output rises 

6 See Moody (1974) 

, As this is written , the Board of Governors of the Federal 

Reserve System is investigating means to augment the na· 
tional sample of electric power generators to broaden the 

coverage of cogenerators 

, Cogeneration is extensive in pulp manufacturing The indus­
try recyc les its waste products as a fue l to generate electric­

Ity as well as to provide process heat 

9 Dividing both sides of equati on 5 by VA and canceling 

proves this statement 

33 



34 

and falls-that is, productivity is pro-cyclical. 
None of the above-mentioned methods ac­
count for cyclical movements in productivity; 
in fact, they are likely to result in estimates of 
production that understate the magnitude of 
both peaks and troughs in the business cycle. 
We adopted a technique to extrapolate factor 
productivity in a manner that allows incorpo­
ration of both trend and cyclical components. 
We regress first differences in annual real 
gross product for each industry on first differ­
ences in annualized man-hours and/or elec­
tric power usage. Based on these results, we 
forecast annual output as closely to the pres­
ent as possible. Finally, we use the forecasted 
values to compute factor productivity. At 
present, gross product data are available only 
through 1986, so we must forecast them 
through 1988 using this procedure. We as­
sume constant factor productivity growth after 
1988. 

Exceptions to the Atlanta method 

The Board of Governors of the Federal 
Reserve System, in constructing the U.S. 
Industrial Production Index, emphasizes the 
desirability of collecting actual production data 
whenever possible instead of estimating out­
put from labor and capital data.10 At the re­
gionallevel, very little such data are available. 
Nevertheless, for several important indus­
tries, it is possible to collect timely monthly 
data that we can use to estimate monthly 
changes in production more closely than we 
could by using changes in labor data or elec­
tric power usage. 

Oil and gas extraction. Actual monthly 
data on Texas crude oil production, natural 
gas production and the level of exploration ac-

I') See Board of Governors of the Federal Reserve System 

(1986. 21,33) 

" The US. Industrial Prod uction Index for refining, for example. 
is simply an index of crude runs to refineries 

tivity are available. We use these measures to 
drive monthly movements in the index for oil 
and gas extraction (SIC 13), but we bench­
mark the series historically to BEA's esti­
mates of gross product in that industry. The 
method we use is as follows : we follow the 
normal Atlanta method, except that in per­
forming the calculations, we use oil produc­
tion , gas production, and the Hughes rotary 
rig cou nt as if they were the factors of produc­
tion in a three-factor production process. The 
"factor shares" in this case are estimated 
shares in SIC 13 gross product attributable to 
the three "factors." It is useful to think of this as 
a methot.that combines measures of oil pro­
duction , natural gas production , and explora­
tion activity into an overall index for SIC 13, 
while constraining long-term movements to 
follow those of gross product in the industry. 

Petroleum and coal products. Al­
though a measure of input, not output, the 
amount of crude petroleum refined is often 
used as a measure of refining outpUt. 11 In the 
current revision of TIPI we introduced a 
modified procedure. Again, we follow the At­
lanta procedure computationally, except that 
here we perform the computation as if refiners 
use a single-factor production process, where 
the "factor" is runs of crude petroleum. Crude 
runs to refineries, therefore , strongly influ­
ence month-to-month movements in the in­
dex for petroleum and coal products , although 
the long-run pattern must follow that of gross 
product in the industry. 

Electric and gas utilities. BEA reports 
gross state product strictly at the two-digit SIC 
level. SIC 49 covers electric and gas utilities 
and sanitary services. We prefer not to in­
clude sanitary services in TIPI , both for the 
sake of comparability with previous versions 
of TIPI and for the sake of comparability with 
the U.S. Industrial Production Index. Wethere­
fore estimate annual Texas value added our­
selves-for electric utilities, from the income 
and expense statements of Texas electric 
utility companies12 and, for gas utilities, from 
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data reported in Gas Facts, published annu­
ally by the American Gas Association. 

Timely monthly data on total power gen­
erated by Texas electric utility companies and 
natural gas transmitted by gas utilities are 
available from the Department of Energy and 
the Texas Railroad Commission, respectively. 
We use these data to drive monthly movements 
in TIPI's electric and gas utility industries. 

We employ the same technique for these 
industries as we do for petroleum and coal 
products. Movements in electric powergener­
ation and natural gas transmission strongly 
influence month-to-month movements in the 
indexes for electric utilities and gas utilities, 
respectively, but we benchmark the series 
historically to estimates of value added in 
these industries. 

Miscellaneous considerations 

Seasonal adjustment and smooth­
ing. We seasonally adjust all primary monthly 
series using a variant of the Census Bureau's 
X-11 procedure prior to incorporation into the 
index calculation. In addition, to ensure that 
monthly movements of all series contain, on 
average, more information than statistical 
noise, we convert the monthly series to cen­
tered moving-average form wherever appro­
priate. 13 

Aggregation. TIPI and other industrial 
production indexes differ in how industry 
aggregates are calculated. Ordinarily, pro­
duction indexes are aggregated using weights 
that are based on the distribution of value 
added across industries. This is necessary 
because one or more of the components of 
the aggregate are not available in dollar terms 
For example, the amount of crude oil refined 
is used as a proxy for refinery production. It is 
interesting to note, however, that because the 
industry weights are based on a value-added 
distribution, a dollar figure for value added is 
needed for at least one year. 

TIPI takes a somewhat different ap-
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proach. We construct monthly real value­
added series for all industries. Therefore, it is 
a straightforward procedure to sum the com­
ponents into aggregates. Only after we have 
formed all the real value-added aggregates 
do we convert to index form. The apparent 
avoidance of using industry weights is illu­
sory. In constructing real value added, we are 
implicitly fixing relative prices to be those 
existing in one single year. In constructing 
TIPI, we denominate value added in terms of 
1986 dollars, that is, we chose relative prices 
in 1986. Implicitly, this is equivalent to using 
the 1986 value-added industry distribution to 
weight the individual industry indexes to form 
aggregates. 14 A corollary to this is that it would 
be wrong to use 1986 price deflators to con­
struct real value added, and then use 1982 
value-added weights to form the aggregates. 
Table 1 shows the relative importance of all 
TIPI industries in total industrial production 
according to BEA's 1986 gross product esti­
mates. 1S 

Revision schedule 

It is useful to think of the Texas Industrial 
Production Index as an ongoing experiment. 
As new techniques or data become available, 
or when existing data are revised by the 
issuing agency, we will revise TIPI to incorpo-

" See. for example, Energy Information Administration (1988) 

13 The smoothing process is based on the concept of months for 

cyclical dominance, which is the number of months It takes, 

on average, for the cyclical component of a time series to 

dominate the irregular component For details, see Shiskin 

(1961, 535-46) 

14 We base real value added in 1986 dollars (which is the same 

as using 1986 industry weights) to ensure that recent month­

to-month movements in the Indexes are as accurate as 

possible 

15 See previous explanation on our calculation of value added in 

the electric and gas utility industries 
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rate the new information. 
At a minimum, we revise TIPI annually, 

following the U.S. Bureau of Labor Statistics' 
annual two-year revision Qf its Establishment 
Survey data. Also at that time, we incorporate 
other recently released or revised data, and 
we update the seasonal adjustments. Finally, 
whenever updated gross product data be­
come available from the Bureau of Economic 
Analysis, we rebenchmark all series. 

Sources of error 

We will address three main sources of 
inaccuracy. First, TIPI can only be as accu­
rate as the primary data upon which it relies. 

As we mentioned earlier, as these data are 
revised by the issuing agencies, we will incor­
porate the improved data into our TIPI esti­
mates. Second, in extrapolating factor pro­
ductivities beyond the most recently available 
gross product data, statistical error is intro­
duced. It is possible for this error to be greater 
than that generated by using alternative pro­
cedures. For now, we prefer what we consider 
to be a more accurate approach (that is, to try 
to capture both trend and business-cycle ef­
fects), but we will reevaluate as we make 
future revisions. Finally, the necessity of us­
ing national price deflators is unfortunate. 
Still, regional price information may become 
available. 
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