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1 A Comprehensive New Real Dollar 
Exchange Rate Index 

W. Michael Cox 

This article completes the presentation of two new com­
prehensive exchange rate indexes being developed at the 
Federal Reserve Bank of Dallas. An earlier article reported 
the construction of a comprehensive nominal dollar 
index-the X-131 Dollar Index. Here, its inflation-adjusted 
counterpart-the RX-101 Real Dollar Index-is introduced, 
together with subindexes that measure the real purchasing 
power of the dollar in various parts of the world . All indexes 
are now reported regularly on a monthly basis. The results 
here indicate that when r:!1easured on a comprehensive 
worldwide basis, the dollar's real value has not depreciated 
as much as implied by other, more narrowly based indexes. 
In addition, the subindexes reveal striking disparities in the 
behavior of the dollar's purchasing power internationally 
over the past few years . 

15 Announcement of New Indexes 

16 Announcement of Energy Conference Proceedings 

17 Bank Problems and Financial Safety Nets 

Eugenie D . Short 

The current system of financial safety nets, including federal 
deposit insurance, motivates banks to increase their expo­
sure to risk, and it reduces the need for depositors to moni­
tor the risk exposure of the banks in which they place funds. 
This article relates the recent sharp increase in the number 
of banks with serious earnings problems to this safety net 
mechanism. The results presented here indicate that signif­
icant differences can be identified between the risk deci­
sions made by managers at problem and non problem 
banks, with managers of problem banks exhibiting greater 
willingness to incur risk. Results are also presented that 
suggest that the bank certificates of deposit market does 
not provide an effective early warning Signal to bank man­
agers regarding excessive exposure to risk. Both of these 
findings identify a need to reexamine the incentive structure 
provided by the existing system of deposit insurance. 
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A Comprehensive New Real Dollar 
Exchange Rate Index 

W. Michael Cox 

Senior Economist and Policy Advisor 
Federal Reserve Bank of Dallas 

In a September 1986 Economic Review article, the first of 
two new comprehensive exchange rate indexes being de­
veloped at the Federal Reserve Bank of Dallas was intro­
duced.' This first index, the X-131 Dollar Index, is a nominal 

index that measures the value of the dollar against the cur­
rencies of all 131 U.S. trading partners and, thus, more ac­
curately reflects the worldwide value of the dollar than have 
prior, more narrowly based indexes. The September article 
also reported that research was under way to provide the 
X-131 Index with a complementary real dollar index. 

The article here reports on the construction of that sec­
ond new exchange rate index- the RX-101 Real Dollar 
Index.2 In addition, this article details the construction and 
importance of newly developed subindexes, which measure 
the real value of the dollar relative to currencies of countries 
in six parts of the world-divided as Europe, the Pacific 
Newly Industrialized Countries (PACNIC), Canada, the 
Western Hemisphere (excluding Canada), Japan, and the 
other U.S. trading partners . Both the two new comprehen­
sive indexes and the subindexes are now reported regularly 
on a monthly basis.3 

Together, these new indexes should provide useful infor­
mation for a variety of purposes. As a nominal index~ the 
X-131 is helpful, for example, for studies involving currency 
trading, inflation, or, in some cases, U.S. trade flows .4 The 
RX-101 , as a real dollar index, is suited for studies of pur­
chasing power parity or for analysis of issues involving 
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international trade. Also, a disaggregated view based on the 
subindexes makes it possible to track the real dollar in vari­
ous parts of the world and thus assess more accurately the 
factors determining the pattern of u.s. trade. 

It is widely held that international trade flows depend on 
the real exchange rate, rather than on the purely nominal 
exchange value of currencies. After all, the pound sterling 
price of fine china and other goods in London and their 
dollar price in New York play just as important a role in the 
consumer's buying decision as does the dollar price of 
pounds. For this reason, the RX-101 Real Dollar Index was 
developed to measure the rate of exchange (or "terms of 
trade") between U.S. goods and those of other countries 
and as a parallel to the X-131 Index, which measures the rate 
of exchange between currencies . 

The method of construction for the RX-101 Real Dollar 
Index follows that used elsewhere for real indexes in that 
exchange rate and price data are used to calculate the real 
value of the dollar directly. This new index differs from ex­
isting real dollar indexes, however, in that it contains nearly 
a full set of the U.S. trading partners (101 in all), accounting 
for more than 97 percent of U.S. international merchandise 
trade.s 

The findings in this article imply that, for the most part, 
existing real indexes have adequately reflected the world­
wide appreciation in the dollar over the 1980-85 period but 
have tended to overstate the depreciation in the dollar since 



that time. Also, on the basis of the research from which the 
RX-101 was developed, it appears that this degree of over­
statement is related directly to the narrowness of the exist­
ing real indexes. The index of the Federal Reserve Board of 
Governors, which contains 10 countries, shows a 39-percent 
depreciation in the real value of the dollar from March 1985 
to September 1986. The real index of Morgan Guaranty 
Trust Company of New York that contains 15 countries 
shows a 30-percent depreciation over the same period. In 
contrast, Morgan Guaranty's recently published, broader 
real index, which contains 40 countries (25 additional coun­
tries), indicates 24-percent depreciation. But the Dallas 
Fed's new real dollar index reported here contains 101 
countries and shows only 16-percent depreciation in the 
dollar's real value since March 1985. 

The inclusion of a broader set of U.S. trading partners, 
then, has recently become a feature particularly important 
to the accurate assessment of the dollar's worldWide real 
value. Outcomes can vary substantially, depending on the 
countries included. While the inclusion of additional coun­
tries is more difficult computationally, it has become in­
creasingly clear that the more countries included, the more 
accurate an index will be in measuring the comprehensive 
real value of the dollar. 

The findings here also show that single indexes are not 
capable of adequately reflecting all the various worldwide 
changes in the real value of the dollar over the past few 

Table 1 
RX-101 REAL DOLLAR INDEX: MONTHLY, 1976-86 

Year January February M arch April May 

1976 .. . 89 .9 89.1 89.2 88.9 88 .8 
1977 ... 87.6 88.3 88.2 87.6 87.4 
1978 .. . 84.8 84.7 84.3 84.3 84.9 
1979 ... 83 .6 84.2 84 .1 84.5 85.3 

1980 . . . 85.4 85 .9 88.2 88.8 86.2 
1981 ... 86.1 88.1 88.2 88.9 91.1 
1982 ... 93.1 95 .6 98.0 98.5 97 .3 
1983 ... 101.5 102.2 102.5 103.6 103 .6 
1984 ... 109.1 108.2 107.7 108.3 110.0 

1985 ... 118.6 121 .0 121.9 118.7 119 .5 
1986 ... 111.6 108.6 106.9 105.9 104.4 

SOURCES OF PRIMARY DATA: Bank of America . 
Financial Times (London) 
International Monetary Fund 
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June 

88.8 
87.2 
84.6 
85 .7 

85 .2 
92.6 

101.1 
104.9 
110.7 

118.7 
105.6 

years.6 In short, the goods of Europe and Japan have be­
come relatively much more expensive while those of 
Canada, the PACNIC, and the Western Hemisphere (ex­
cluding Canada) have become cheaper. By nature, dollar 
indexes measure the aggregate, or overall, value of the dol­
lar internationally and, thus, do not compare the dollar's 
value across different parts of the world. Although these 
aggregate measures may provide sufficient information for 
some purposes, they may not be adeq'uate for others. Fur­
thermore, as the disaggregated series reveal, it is preCisely 
because of the disparities in the dollar's movement against 
various currencies, plus widely different price-level changes 
across countries in the case of a real index, that one can 
arrive at such different estimates of the dollar's appreciation 
or depreciation over the past few years. 

Movements in any aggregate index thus depend critically 
on the countries included. By centering on the currencies 
of Europe and Japan, existing indexes have not accurately 
captured the movement in the dollar's real value elsewhere 
and, as a result, have overstated the decline in the real value 
of the dollar relative to a broad set of U.S. trading partners. 

Construction of the RX-l0l Real Dollar Index 

In constructing the RX-101 Real Dollar Index, the calculation 
generally parallels that of the X-131 Index reported earlier.7 

Weights are based on U.S. bilateral export-plus-import trade 
shares, enter the index geometrically, and move over 

July August September October November December 

88.6 88.5 89 .0 88.7 89.4 88.8 
86.5 86 .7 86.6 85.9 85.7 84.7 
83 .2 82.3 82.7 81.6 83.1 83.6 
84.4 85 .0 84 .8 85.5 86.5 85 .9 

84 .1 84.7 84.1 84.3 85.6 86.5 
94.5 95.9 94.5 93.7 92.4 92.3 

101.9 104.3 104.9 104.2 103.8 101.2 
105.5 106.8 107.0 106.1 107.0 107.8 
113.3 113.7 115.6 116.4 115.4 117.0 

116.3 116.3 117.3 113.3 112.4 112.3 
104.1 103.3 103.6 
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time.89 The RX-101 Index differs notably, however, in two 
ways. First, it contains the currencies of only 101 countries, 
rather than all 131 u.s. trading partners (as in the X-131), 
because price data are not available for all countries.10 The 
apprbach is to calculate the real dollar index over all u.s. 
trading partners for which price data are available. These 
101 countries together account for more than 97 percent 
of u.S. trade.11 

The second difference concerns the nature of a real versus 
nominal dollar index. By construction, a real dollar index 
measures the trade-weighted rate of exchange between u.S. 
and foreign products. This calculation is accomplished by 
using available price indexes directly to adjust (inflate or 
deflate) the nominal exchange rate of each country's cur­
rency against the dollar.12 

Some price index must therefore be selected. Because the 
primary purpose of constructing a real dollar exchange rate 
index is presumably to investigate the effects of cha.nges in 
relative prices on the pattern of international trade, it might 
seem at first that the desired price index for each country 
would be that for traded goods alone. There are, however, 
both practical and theoretical problems with this approach. 

Table 2 
RX-101 REAL DOLLAR INDEX: 

QUARTERLY, 1971-86 

Year Q l Q2 Q3 Q4 

197 1 ... 112.4 111.7 110.8 108.0 
1972 ... 105.2 104.1 103 .8 103 .6 
1973 . .. 100.0 96 .1 93 .6 94.4 
1974 ... 94.5 91.4 92.7 92.5 

1975 .. . 89.8 88.6 91.1 91.8 
1976 ... 89.3 88.8 88.9 89.0 
1977 . .. 88.2 87.4 86.7 85 .5 
1978 .. . 84.6 84.7 82.8 82.7 
1979 ... 84 .1 85.3 84.8 86.0 

1980 .. . 86.5 86 .8 84.3 85.5 
1981 ... 87.4 90.9 95.0 92 .8 
1982 . . . 95.8 99.0 103 .9 103. 2 
1983 ... 102.2 104.1 106.5 107. 1 
1984 .. . 108.5 109.7 114.3 116.4 

1985 ... 120.6 11 9.1 116.7 112.7 
1986 . .. 109.0 105.3 103.7 

SO URCES OF PRIMARY DATA : Bank of America . 
Internation al Monetary Fund 
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The first one, as noted by Samuelson, is that the bundle of 
traded goods for each country tends to be subject to rela­
tively major changes, leading to difficulty in the proper 
comparison of prices of traded goods over time.13 The re­
cent emergence of the Korean automobile market, for ex­
ample, has led to substantial changes in the composition of 
exports from Korea and, thus, has inevitably led to changes 
in the makeup of traded goods prices (as well as wholesale 
goods prices) in that country. 

More important, however, as Keynes pointed out, is that 
an international comparison of purchasing power parity 
(PPP) from traded goods prices alone is close to a truism.14 

Keynes argued, as Officer notes, that "WPls [wholesale 
prices] are a poor basis for computing PPP. The reason is 
that such indices are heavily weighted with traded goods 
. .. and therefore relative price parities calculated from 
these indices come close to the actual exchange rate, re­
sulting in a spurious verification of the [PPP] theory."15 This 
reasoning argues for a more broad-based measure of prices. 
The index of consumer prices is such a measure and has the 
added advantage of being the most widely available across 
countries. 

Given these price and exchange rate data for each coun­
try, the RX-101 Index may be directly calculated on a trade­
weighted basis as 

101[( Ei pUS )'0( EI pUS )] w~ E =l00n - [ - (- ~ ( . . , 
;=1 p' pi 

( B 
(1) 

where 
EI = the RX-101 Real Dollar Index in period t, 
El = the number of units of currency i per 

dollar in period t, 
p = the consumer price index in period t, 
B = the base period (first quarter 1973), 

. X~ + M~ 
wi- = 101 

l: (Xi + M) 
i= 1 T T 

= the trade weight aSSigned country i 
in year T (the year during which 
period t occurs), 

X~ = u .S. exports to country i in year T, and 
M~ = u .S. imports from country i in year T.16 

Table 1 reports the new real dollar index on a monthly basis 
from January 1976 to September 1986.17 Quarterly data for 
the period from the first quarter of 1971 to the third quarter 
of 1986 are provided in Table 2, and the index is plotted in 
Figure 1.18 
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Figure 1 
RX-l0l Real Dollar Index 

(1973:Q1 = 100) 
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As Figure 1 shows, the comprehensive real value of the 
dollar has ranged from a low of roughly 81.6 to a high of 
121.9 over the 1971-86 period, with an overall mean of 97.2 
and a standard deviation of 10.7.19 The real value of the 
dollar fell steadily throughout the early to middle 1970s, 
eventually settling during 1976 in the high 80s. The period 
from 1976 to 1980 was one of remarkable stability in the real 
dollar, with its value remaining solidly in the range of the 80s 
and reaching a minimum of approXimately 81.6 in October 
1978. Although this was the trough of the dollar's real value 
for the 1971-86 period, no appreciable long-term upswing 
directly followed, as the dollar's real value rose to near 89 
but then fell back to 84.1 in September 1980. At this point, 
the dollar's extended run-up began. The RX-l0l Index indi­
cates that the real value of the dollar rose steadily over the 
4 1/2 years following September 1980, eventually appreciat­
ing 37.1 percent to a peak of 121.9 in March 1985. Since 
that peak, until September 1986, the RX-101 Index shows 
roughly a 16.3-percent depreciation in the comprehensive 
real value of the dollar.20 

A disaggregated view of the real dollar 

In this section, attention is turned to a disaggregated view 
of the real dollar internationally. SpeCifically, dollar subin­
dexes are constructed to measure the real value of the dol­
lar relative to currencies in different parts of the world­
Europe, the Pacific Newly Industrialized Countries, Canada, 
Japan, the Western Hemisphere (excluding Canada), and the 
other U.S. trading partners.21 

4 

1979 1981 1983 1985 

The construction of the real dollar subindexes parallels 
that of the aggregate index except that the currencies and 
trade weights used in calculating the dollar's real value are 
limited to those of a specific country group. The Appendix 
details the construction of the real dollar subindexes. Tables 
B through G in the Appendix report the six subindexes on a 
monthly basis over the 1976-86 period. 

Of primary interest here is a comparison of the behavior 
of the subindexes. For this purpose, it is helpful to illustrate 
each series graphically. Figure 2 contains the subindexes 
plotted monthly over the January 1980-September 1986 pe­
riod. A comparison yields several interesting observations. 

First, it is important to note the disparity in the behavior 
of the six subindexes over the 1980-86 period. Although the 
comprehensive RX-l0l Index indicates an overall pattern of 
37-percent appreciation in the value of the dollar followed 
by 16-percent depreciation during the 1980-86 period, this 
pattern clearly is not found evenly across the subindexes. 
Over the September 1980-March 1985 period of general 
appreciation in the real dollar, for example, the real value 
of the dollar rose 32 percent relative to the Japanese yen; 
66 percent, to the currencies of Europe; 29 percent, to the 
PACNIC currencies; 26 percent, to the currencies of the 
Western Hemisphere; 8 percent, to the Canadian dollar; and 
48 percent, to the currencies of the other U.S. trading 
partners. 

Even more striking, and perhaps more interesting, is that 
this disparity has widened since March 1985. The real value 
of the dollar has fallen 49 percent against the yen and 40 

Federal Reserve Bank of Dallas 



Figure 2 

Real Value of the Dollar, by Country Subgroup 
(1973:Ql =100. Figures in parentheses represent the share of total u.s. trade for 1985) 
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Table 3 

CORRELATION BETWEEN THE RX-l0l REAL DOLLAR INDEX, ITS SUBINDEXES, 
AND OTHER REAL DOLLAR INDEXES: SEPTEMBER 1980-SEPTEMBER 1986 

Real subindexes 

Canada Japan PACNICI Europe 

Real subindexes 
Canada ....... ... . 1.000 .347 .35 7 .435 
Japan . ... . ..... .. . .34 7 1.000 .500 .763 
PACNICI . ......... .3 57 .500 1.000 .416 
Europe ..... . ...... .435 .763 .416 1.000 
Western 

Hemisphere2 
'" . - .156 - .072 - .240 - .148 

Other countries . .. . .322 .439 .132 .567 

RX-101 . . . .. . .. .. . . . .503 .85 7 .445 .896 

Other real indexes 
Board . . .. . .. .. . . . . .457 .830 .471 .988 
Morgan (15) . . .. . .. .470 .873 .462 .952 
Morgan (40) ....... .416 .862 .431 .932 

1. Pacific Newly Industrialized Countries. 
2. Excluding Canada. 
NOTE : All correlations are in terms of growth rates of indexes. 

percent against the currencies of Europe; but it is down only 
2 percent against the Canadian dollar and 2 percent against 
the "other" currencies while rising 3 percent relative to the 

PACNIC currencies and 18 percent relative to the currencies 
of the Western Hemisphere. 

In order to assess the degree of comovement in the sub­
indexes more accurately and to examine the statistical re­
lationship between each of the subindexes and the 

comprehensive RX-101 Real Dollar Index, it is helpful to 
correlate the series statistically. Table 3 details the corre­
lation between the RX-101 Index and its subindexes, as well 

as other real dollar indexes. Specifically, each entry in the 

table gives the correlation between the percentage growth 
in one index (or subindex) and another index from Septem­
ber 1980 to September 1986. 

It should be noted first that the correlation between the 

overall RX-101 Index and its individual subindexes is highest 

for the Europe subindex. This is not surprising, given the 

relatively high trade-weight representation of European 

currencies in the overall index. The subindex for Europe, 

however, clearly does not generally reflect the behavi~r of 

the real dollar. in other parts of the world, as there is sub­
stantial variation in the degree of comovement across the 

6 

Western Other rea l indexes 
Hemi- Other Morgan Morgan 
sphere' countries RX- 101 Board (15) (40) 

- .156 .322 .503 .45 7 .470 .416 
- .072 .439 .85 7 .830 .873 .862 
- .240 .132 .445 .471 .462 .431 
- .148 .567 .896 .988 .952 .932 

1.000 - .085 .178 - .141 -.144 .034 
- .085 1.000 .597 .553 .523 .486 

.178 .597 1.000 .922 .913 .944 

- .141 .553 .922 1.000 .977 .957 
- .144 .523 .913 .977 1.000 .979 

.034 .486 .944 .957 .979 1.000 

subindexes. The behavior of the real dollar in Europe and in 

Japan appears to be correlated relatively highly, but that for 
Japan or Europe vis-a-vis any of the remaining subindexes 
does not. As a whole, the subindexes of the PACNIC, the 

Western Hemisphere, and the "other countries" appear to 

behave fairly independently. This is also largely true of the 
subindex for Canada. In short, the disaggregated series re­

veal striking disparities in the behavior of the dollar interna­
tionally over the past few years, so no single index is able to 
communicate the various worldwide changes in the dollar's 
real value. 

A detailed comparison of alternative dollar indexes 

This section compares the behavior of various real dollar 

indexes. Specifically compared are the real indexes of the 
Federal Reserve Board of Governors, Morgan Guaranty Trust 
Company (two indexes), and the RX-101 Index reported 

here. 
Traditionally, real exchange rate indexes have measured 

the value of the dollar against a relatively narrow set of 
countries. The real dollar index of the Board of Governors, 

for example, contains the currencies of 10 countries 

(Germany, Japan, Canada, France, the United Kingdom, Italy, 

Federal Reserve Bank of Dallas 



Figure 3 

Real Dollar Indexes: 
RX-101, Morgan Guaranty, and the Board 
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SOURCES OF PRIMARY DATA: Board of Governors. Federal Reserve System 
Morgan Guaranty Trust Company of New York 
Federal Reserve Bank of Dallas 

the Netherlands, Belgium, Sweden, and Switzerland), to 

which Morgan Guaranty has provisionally added 5 countries 

(Australia, Austria, Denmark, Norway, and Spain) for a total 

of 15 in its index. Recently, however, Morgan Guaranty has 

published a more complete real dollar index embracing the 

currencies of 40 countries. 

January 1980 to September 1986. For the sake of visual 

comparison and so that the exchange rate indexes have a 

common value of 100 at their peak, each series was first di­

vided through by its value in March 1985.22 

The RX-101 Index is plotted in Figure 3, along with the 

Board's real index and the two Morgan Guaranty indexes, for 

As Figure 3 shows, the real value of the dollar appreciated 

substantially over the 1980-85 period, and it has subse­

quently declined, according to each of the indexes. The 

extent of the real dollar's appreciation and (in particular) its 

Table 4 
BEHAVIOR OF REAL DOLLAR INDEXES: SEPTEMBER 1980-SEPTEMBER 1986 

Real dollar index 
(Number of countries) 

Board of Governors, Federal Reserve System (10)1 .... 

Morgan Guaranty Trust Company of New York 
Morgan (15)1 .. ...... . ............. . ...... . . ... . 

Morgan (40)1 . . . . . . . .. .. . .. . ... . . . .. .. . . ... . . . . . 

Federal Reserve Bank of Dallas, RX-101 (101) . .. . .. . 

1. Index peak is in February 1985. 
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Movements in the rea l do llar 

Appreciation: 
September 1980-

M arch 1985 

Depreciation: 
M arch 1985-

September 1986 

Percent 

56.4 

41.3 

40.1 

37.1 

- 38 .8 

- 30.4 

- 23.8 

-1 6. 3 
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depreciation, however, differs noticeably between the in­
dexes. Table 4 shows the calculated appreciation and de­
preciation in the real value of the dollar according to each 
of the four indexes for September 1980 to September 1986. 

Several conclusions are apparent from Figure 3 and Table 
4.23 The first is that the Board's real index has tended to ex­
aggerate the swings in the real value of the dollar, as mea­
sured on a comprehensive worldwide basis. For the period 
from September 1980 to March 1985, for example, this 
10-country index indicates more than 56-percent appreci­
ation in the real value of the dollar, compared with calcu­
lations ranging from 37 percent to 41 percent by the other 
real indexes. Similarly, the Board's real index indicates 
39-percent depreciation in the real value of the dollar since 
March 1985, compared with an average of 23 percent cal­
culated across the other three real indexes. 

More importantly, as Figure 3 and Table 4 show, the 
RX-101 Index and Morgan Guaranty's real indexes tended to 
track each other closely over the period of appreciation of 
the dollar but have subsequently diverged. For September 
1980 to March 1985, Morgan Guaranty's 15-country index 
and 40-country index showed appreciation of 41 percent 
and 40 percent, respectively, in the real value of the dollar, 
and the RX-101 Index indicated 37-percent appreciation. 
But since March 1985, over the period of depreciation in the 
real value of the dollar, Morgan Guaranty's 15-country index 
and 40-country index showed 30-percent and 24-percent 
depreciation in the real value of the dollar, compared with 
only 16 percent calculated by the comprehensive new 
RX-101 Real Dollar Index. 

There is, then, a clear pattern of diminution in the dollar's 
calculated depreciation as the dollar is judged against the 
currencies of successively more U.S. trading partners over 
the post-March 1985 period. The explanation is that the 
more narrow indexes tend to focus on the currencies of 
Europe and japan-against which the dollar has depreciated 
the most in recent months. Through lowering the estimated 
depreciation in the dollar's real value from 30 percent to 24 
percent when moving from a 15-country to a 40-country 
index, Morgan Guaranty's extension confirms the need for 
a more broad-based measure of the dollar's effective foreign 
exchange value than was previously available. 

To get further insight into the nature of existing real in­
dexes, it is helpful to return to Table 3. As that table shows, 
the most narrow indexes-the Board's index and Morgan 
Guaranty's 15-country index-tend to be highly correlated 
with the Europe subindex, more highly correlated in fact 
than with the comprehensive world real value of the.dollar. 
Again, this relationship is to be expected, given the fairly 
high trade weights assigned to Europe in each of these nar-

8 

row dollar indexes. This pattern is reversed, however, when 
moving to Morgan Guaranty's 40-country index. That is, of 
the existing real indexes, the 40-country index is the only 
one whose correlation with RX-101 exceeds that with the 
subindex for Europe, again confirming the need for a more 
broad-based measure of the dollar's real foreign exchange 
value.24 

Summary and conclusions 

This article completes the presentation of two new com­
prehensive exchange rate indexes-one nominal, the X-131 
Dollar Index, and one real, the RX-101 Real Dollar Index­
being developed at the Federal Reserve Bank of Dallas. Also 
reported are newly developed subindexes, which provide a 
disaggregated view of the dollar internationally. 

The findings here show that when measured on a com­
prehensive worldwide basis, the real value of the dollar has 
declined only 16 percent since its peak in March 1985. Ear­
lier estimates of the dollar's real decline range from 30 per­
cent to 39 percent, as made by narrow real dollar indexes 
of the Board (10 countries) and Morgan Guaranty (15 coun­
tries), but estimates fall to 24 percent with Morgan Guaran­
ty's extension to a 40-country index and to only 16 percent 
when extended to the 101 countries embodied in RX-101 
(over 97 percent of the U.S. trade). The inclusion of a broad 
set of u.s. trading partners has thus become a feature par­
ticularly important to the accurate assessment of the dol­
lar's real foreign exchange value. 

When disaggregated, the dollar's real value shows sub­
stantial disparity internationally over the past few years. 
This has been true especially since March 1985, as the real 
dollar has fallen 49 percent against the japanese yen, 40 
percent against the European currencies, and 2 percent 
against the Canadian dollar while rising 4 percent relative to 
the PACNIC currencies and 18 percent relative to the cur­
rencies of the Western Hemisphere (excluding Canada). 

The goods of Europe and (in particular) japan have be­
come relatively more expensive over the past two years, 
while those of the PACNIC and the Western Hemisphere 
have become cheaper. By centering on the currencies of 
Europe and Japan, existing real indexes have not provided a 
broad-based view of the recent worldwide movements in 
the real value of the dollar. Thus, the comprehensive real 
dollar exchange rate index introduced here, together with 
the disaggregated subindexes, should offer useful new tools 
for analyzing issues involving international trade. 25 

1. See W . Michael Cox, "A New Alternative Trade-Weighted Dollar Ex­
change Rate Index," Federal Reserve Bank of Dallas Economic Review, 

September 1986,20-28, for an exposition of the X-131 Nominal Ex-

Federal Reserve Bank of Dallas 



change Rate Index and for a review of other work on nominal indexes. 
For other studies or related data on real exchange rate indexes, see 
several excerpts from Morgan Guaranty Trust Company of New York, 
World Financial Markets: "Effective exchange rates: update and refine­
ment: August 1983, 6-13; "Measuring competitiveness: July 1983, 8-13; 
and "Effective exchange rates: nominal and real: May 1978, 3-15. See 
also Table B-105, "Exchange Rates, 1967-85: in Economic Report of the 

PreSident, February 1986 (Washington, D.C : Government Printing Of­
fice, 1986), 373. For additional Federal Reserve publications regarding 
exchange rate indexes, see Peter Hooper and John Morton, ' Summary 
Measures of the Dollar's Foreign Exchange Value: Federal Reserve Bul­

letin 64 (October 1978): 783-89; Jeffrey A. Rosensweig," A New Dollar 
Index: Capturing a More Global Perspective," Federal Reserve Bank of 
Atlanta Economic Review, June/July 1986, 12-22; Gerald Anderson and 
Peter Skaperdas, Federal Reserve Bank of Cleveland, "A New Trade­
Weighted Index for the Dollar" (Presentation before Federal Reserve 
System Committee on International Economic Analysis, Federal Reserve 
Bank of Boston, Boston, Mass., 9 October 1986); and Jack L. Hervey and 
William A. Strauss, "The International Value of the Dollar: An Inflation­
Adjusted Index: Federal Reserve Bank of Chicago Economic Perspec­

tives, January/February 1987, 17-28. 

2. Since, by construction, a real dollar exchange rate index is designed to 
measure the rate of exchange between goods of countries, as opposed 
to their currencies, it may seem oxymoronic to refer to such indexes as 
"real dollar" indexes. This terminology is, nevertheless, conventional and 
will be followed here. 

3. In "Trade-Weighted Value of the Dollar: a monthly statistical release of 
the Federal Reserve Bank of Dallas. 

4. SpeCifically, the X-131 Index is suitable for studies involving U.S. inter­
national trade flows when used jointly with an appropriate price index 
for the United States and for its trading partners. 

5. Focus throughout the study is on merchandise trade. 

6. A useful analogy is that of the stock market and the Dow Jones indus­
trial average (DJIA). By construction, the DJIA measures the combined 
performance of 30 stocks, all of which are specifically industrial. The 
overall stock market, however, consists of not only the stocks of indus­
trial companies but also those of utility companies, transportation 
companies, and others. Sometimes, the DJIA may correlate well with 
the stocks of other economic sectors, and thus with the overall stock 
market, and sometimes it may not. 

7. See Cox, "A New Alternative Trade-Weighted Dollar Exchange Rate 
Index." 

8. The moving-trade-weight approach adopted here is similar (though not 
identical) to the chain principle originally suggested by Alfred Marshall, 
"Remedies for Fluctuations of General Prices: Contemporary Review 51 

(March 1887): 355-75, and later investigated by Irving Fisher, The Making 

of Index Numbers: A Study of Their Varieties, Tests, and Reliability 

(Boston and New York: Houghton Mifflin Company, 1922). For a dis­
cussion of the advantages and disadvantages of various approaches to 
calculating index numbers, see W E. Diewert, "Index Numbers: Dis­
cussion Paper no. 86-33, University of British Columbia, Department of 
Economics (Vancouver, B.C., Canada, August 1986). 

One aspect of the moving-trade-weight feature should be brought 
out here for studies investigating the impact of exchange rates on 
international trade flows. Consider the general (and likely) example 
wherein the dollar depreciates unevenly across the world, falling by, say, 
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40 percent relative to the currencies of one group of countries but by 
only 5 percent relative to the others. In this case, u.s. international 
trade flows may potentially shift from one group of countries to the 
other (the extent to which depends on tariffs, trade restrictions, 
elasticities of substitution between products internationally, and other 
factors), thus leading to a change in trade weights and to a possible 
simultaneity bias. The extent of this Simultaneity bias is an econometric 
question. But because the trad~ weights used here are export-plus­

import weights, the bias is likely to be smaller. This reduced bias occurs 
because, using the above example, imports from the first group of 
countries to the United States are likely to fall but U.S. exports are likely 
to rise (and vice versa for the other group of countries), so the overall 
export-plus-import trade weight may not be significantly affected. 

In the present research, in order to determine the degree to which the 
moving-trade-weight feature affected the behavior of the comprehen­
sive dollar index, a real exchange rate series was also calculated using 
constant (1980) weights. The results of that process indicate a 
35-percent appreciation in the dollar over the September 1980-March 
1985 period and a 13-percent depreciation subsequently, compared 
with 37 percent and 16 percent, respectively, reported here for the 
RX-101. 

9. The Morgan Guaranty indexes also use bilateral trade weights, whereas 
the weights in the Board's index are determined multilaterally (again, 
though, using only 10 countries). For a discussion of multilateral 
weights, see Hooper and Morton, 'Summary Measures of the Dollar's 
Foreign Exchange Value n 

10. The ideal approach would be to use price and exchange rate data for 
all countries, so that the real value of the dollar could be measured rel­
ative to the currencies of all U.S. trading partners. While exchange rate 
data are generally available, price data are not. Where available, these 
price data also typically lag by three to four months. 

11 . During the period of this study, the United States traded with 131 
countries (132, including the Soviet Union), of which the 101 contained 
here account for approximately 97.5 percent of U.S. trade (the Soviet 
Union is the largest omitted U.S. trading partner and accounts for ap­
proximately 0.9 percent of u.s. exports plus imports). The remaining 
trade weights have been adjusted to reflect the exclusion of countries. 

12. One alternative procedure sometimes adopted to estimate changes in 
the dollar's real value is to construct an index using the top 10 to 20 U.s. 
trading partners and to inflation-adjust the exchange rates of the 
countries contained therein for which inflation rates are "relatively' 
high. The yield of such a procedure is neither a real dollar index nor a 
nominal index but some combination of the two and, thus, cannot be 
compared directly with the RX-101 Real Dollar Index constructed here 
or with the X-131 Nominal Dollar Index constructed earlier 

13. See Paul A. Samuelson, "Theoretical Notes on Trade Problems: Review 

of Economics and Statistics 46 (May 1964): 145-54 

14. See John Maynard Keynes, A Treatise on Money, 2 vols. (New York: 
Harcourt, Brace and Company, 1930), 1:-72-73. 

15. Lawrence H. Officer, 'The Purchasing-Power-Parity Theory of Exchange 
Rates: A Review Article," International Monetary Fund Staff Papers 23 

(March 1976): 14. 

16. The primary motivation for choosing the first quarter of 1973 as the pe­
riod on which to base the series is that it centers on the most commonly 
used pOint of transition to floating exchange rates. 
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17. Because of the incomplete nature of available trade data, prior-year 
weights are used in calculating current-year figures for the RX-l0l Real 
Dollar Index. Thus, current-year numbers should be regarded as pre­
liminary, though little change is anticipated. 

18. In"Figure 1, over the period from 1971:Ql to 1975:Q4, monthly obser­
vations for the RX-l0llndex are obtained by interpolation of the quar­
terly series. 

19. In calculating the mean and standard deviation of the series, the quar­
terly data are used. 

20. Throughout the present article, all percentage appreciation and depre­
ciation figures are calculated on a logarithmic basis. That is, the per­
centage difference between the real exchange rate (E) in period t and 
that in period t + 1 is calculated as In(Et+1/Et) . 

21. Over the period of this study, the U.S. trade weight with Europe has 
ranged from 24.7 percent to 31 .9 percent; with Canada, from 17.6 per­
cent to 26.9 percent; with Japan, from 11.0 percent to 17.1 percent; with 
the PACNIC, from 5.9 percent to 14.4 percent; and with the Westem 
Hemisphere, from 13.1 percent to 17.1 percent. In 1985 (the most recent 
full year for which data are available), roughly 25 percent of U.S . exports 
plus imports were with Europe; 21 percent with Canada; 17 percent with 
Japan; 14 percent with the PACNIC; 14 percent with the Western 
Hemisphere; and 9 percent with the other U.S. trad ing partners. (See 
the Appendix for a complete listing of the countries contained in each 
of these groups.) 

10 

22. In cases where the index peak occurs in February (rather than in March), 
the series has been divided through by its value in that month. 

23. Notice also from Table 4 that, according to the RX-l0l, less than half the 
dollar's earlier appreciation has been reversed. This is in contrast to the 
behavior of the more narrowly based indexes, which show much higher 
depreciation-to-appreciation ratios. 

24. The relation of the RX-l0l Real Dollar Index to its nominal counterpart, 
the X-131 Dollar Index introduced in an earlier issue of this Review, also 
should be noted. Statistical correlation of the RX-l0l Real Dollar Index 
and its subindexes with traditional nominal dollar indexes and the X-131 

Dollar Index indicates that the X-131 Index is the only one whose cor­
relation with RX-l0l exceeds its correlation with the Europe subindex. 
In addition, the correlation between the RX-l0l Index and the nominal 
indexes is highest relative to the X-131 Index, at approximately 0.928 
over the September 1980-March 1985 period and 0.979 since that time. 
Despite this marked correlation, these findings should not be inter­
preted as necessarily implying that the broad-scaled X-131 Nominal In­
dex is a good surrogate for measuring the comprehensive real value of 
the dollar. As stated earlier, the X-131 Index was not developed to 
measure the real value of the U.S. dollar; rather, it was constructed to 
provide a comprehensive measure of the worldwide nominal value of 
the dollar and as a parallel for the RX-l0l Real Dollar Index. 

25. The author is currently in the process of empirically examining the abil­
ity of the RX-l0l Real Dollar Index and the real subindexes introduced 
here to explain international trade flows. 

Federal Reserve Bank of Dallas 



Appendix 

Construction of the Real Dollar Subindexes 

Calculation of the real dollar subindexes parallels that of 
the overall RX-101 Real Dollar Index except that the cur­
rencies contained in each of the subindexes are limited to 
a selected set of countries. The PACNIC subindex, for ex­
ample, is constructed as 

the trade weights are now calculated as inter-PACNIC 
weights, specifically 

(A. 2) \oVr= 8 ' 

1: (xl + MI) 
;=1 T T 

X~+ M~ 

with all other variables as defined in the text. A similar ap­
proach is followed to construct each of the other subin­
dexes. 

The eight countries over which the subindex is calculated 
are those of the PACNIC group (shown in Table A here), and 

Table A lists (in declining trade-weight order) the coun­
tries contained in each of the real dollar subindexes. Tables 
B through G report the real dollar subindex data monthly 
over the January 1976-September 1986 period. 

Table A 
COUNTRY COMPOSITION OF VARIOUS REAL DOLLAR SUBINDEXES 

Subindex 

Canada ....... .••• . ... 

Japan . .. . ........ ••..• 

Number 
of 

countries 

PACNICl .. . . . 8 

Europe .. ... .. 20 

Western Hemisphere . . . 22 

Other countries. . . . . . . • 49 

RX-101 ............... 101 

Country names 1 

Canada 

Japan 

Taiwan, Korea, Hong Kong, China, Singapore, Indonesia, Malaysia, Thailand 

Germany, United Kingdom, France, Italy, Netherlands, Belgium·Luxembourg, Sweden, 
Switzerland, Spain, Denmark, Ireland, Turkey, Norway, Finland, Austria, Portugal, Yugoslavia, 

Greece, Iceland, Malta 

Mexico, Brazil, Venezuela, Colombia, Ecuador, Trinidad and Tobago, Dominican Republic, Peru, 
Chile, The Bahamas, Netherlands Antilles, Panama, Costa Rica, EI Salvador, Guatemala: Haiti, 
Honduras, Jamaica, Uruguay, Barbados, Suriname, Paraguay 

Australia, Saudi Arabia, Israel, India, Nigeria, Philippines, South Africa, Egypt, New Zealand, 
Pakistan, Iran, Kuwait, Congo, Cote d'ivoire, Gabon, Zaire, Cameroon, Sri Lanka, Morocco, 
Tunisia, Sudan, Ethiopia, Bahrain, Kenya, Liberia, Ghana, Zambia, Syrian Arab Republic, 
Mauritius, Madagascar, Papua New Guinea, Senegal, Cyprus, Somalia, Nepal, Malawi, Sierra 
Leone, Togo, Burkina Faso, Western Samoa, Burma, Niger, Swaziland, Rwanda, The Gambia, 

Seychelles, Afghanistan, Burundi, Central African Republic 

All countries listed above 

1. In descending trade-weight order, based on 1985 U S. exports plus imports 
2. Pacific Newly Industrialized Countries . 
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Table B 

REAL DOLLAR SUBINDEX: CANADA 

1976 .. . 
1977 .. . 
1978 .. . 
1979 . . . 

1980 .. 
1981. .. 
1982 .. . 
1983 . . . 
1984 .. . 

1985 . . . 

I /l Udry 

97 .9 
97 .5 

104.1 
113.0 

114.9 
117.2 
114.3 
112 .8 
113 .3 

120.1 
1986... 127.0 

Februar, 

96.6 
99.2 

105.2 
113.8 

1147 
1180 
115.3 
112 .3 
113 .2 

122.5 
125.8 

95 .7 
101.1 
105.9 
111 4 

1169 
1167 
1144 
1111 
115.1 

125.5 
124.8 

April 

95.4 
101.3 
108.1 
109.3 

118.7 
1166 
114 7 
112 .5 
116.3 

123 .8 
123 .1 

SOURCES OF PRIMARY DATA: Bank of America 

Table C 

Financial Times (London) 
International Monetary Fund 

REAL DOLLAR SUBINDEX: JAPAN 

Year 

1976 . . 
1977 ... 
1978 .. 
1979 ... 

1980 . .. 
1981 .. 
1982 . .. 
1983 .. 
1984 ... 

1985 . . . 
1986 . . . 

January 

89.9 
82.5 
69.8 
604 

77.8 
68.7 
80 .2 
84 .5 
86.7 

95.1 
76.5 

F"bruarv 

88.6 
81.1 
69 .6 
62 .2 

80.2 
708 
84.4 
86 .1 
86 .5 

98.1 
70.6 

March 

88.2 
79.9 
66 .9 
63.9 

82 .2 
72 .1 
86.2 
86.3 
834 

97 .6 
68.1 

86 .0 
77 .7 
640 
66 .9 

82.8 
74.2 
87.4 
86.4 
83 .5 

94 .8 
66.5 

SOURCES OF PRIMARY DATA: Bank of America 
Financial Times (London) 
International Monetary Fund 

95 .0 
100.7 
105.5 
110.5 

117.3 
1174 
115.1 
112.5 
117.8 

125 .0 
121.8 

86.2 
78.2 
65 6 
67 .9 

75 .2 
76 .1 
85 .0 
84 .9 
85 .3 

94.9 
63.2 

94.3 
101.6 
106.0 
112.8 

115.1 
116.9 
119.2 
111.9 
118.6 

lune 

86 .6 
77 .6 
63 .1 
68.7 

72.4 
77.8 
91.1 
87.7 
87 .1 

94 .2 
64 .3 

July 

94 .3 
101.4 
105 .5 
112 .3 

1143 
1180 
1187 
111.9 
120.1 

122 .3 
121 .9 

Julv 

852 
75 .8 
590 
681 

73 .3 
81.6 
93.7 
88.5 
90.9 

91.4 
60 .9 

September October November December 

95.7 
102.8 
107.5 
113.7 

94 ,6 94 .1 95.4 98.5 
102 ,3 104 .1 104.9 103.4 
111 .0 112.3 111.0 111.9 
113.4 114.5 114.9 1145 

1148 
119 ,1 
116 ,1 
111 ,8 
118.7 

115 .3 115 .8 1170 118.4 
117 .3 116.5 114.4 114.0 
114.7 113.9 112 .6 113.2 
112 .3 11 1.9 1125 113 .1 
120.2 120.7 119.7 120.1 

122 .9 
122.4 

124.2 123 .9 124.8 126.1 
122 .9 

August September October November December 

85 ,0 82.4 83 2 84.6 83.7 
76.5 75.7 72 .1 70.3 69.7 
55.8 56 .2 54 .6 57 7 59.5 
70 ,0 71.2 73 .6 79.2 78.2 

75 .0 71.4 70 .0 71.8 71 .7 
83 ,3 81.5 81 .9 79.5 77.9 
94.6 94 .8 97.9 96.4 87 .9 
90.5 89.3 85 .2 86 .6 86.7 
91.8 91.9 92 1 91 .2 92.8 

90.1 90 1 81 2 779 77 .7 
59.3 59 .6 
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Table 0 

REAL DOLLAR SUBINDEX: PACIFIC NEWLY INDUSTRIALIZED COUNTRIES (PACNIC) 

YeM 

1976 . . . 
1977 . . . 
1978 .. . 
1979. " 

1980 . . 
1981" . 
1982 .. . 
1983 .. . 
1984 . .. 

1985 .. . 
1986 .. . 

'anuary 

82.0 
79.7 
79.9 
84 .8 

86.1 
86.7 
90.4 
94.1 

103.8 

111 .6 
117.6 

Februarv 

81.5 
80.1 
79.5 
84.2 

86.2 
87.3 
91.7 
93 .8 

103 .1 

112 .2 
116.4 

March 

81 2 
80.4 
79.8 
84.7 

87.5 
87.2 
91.7 
93.9 

103.0 

113.4 
116.0 

Apn l 

81.1 
80.8 
79.9 
85.0 

88.6 
87.8 
92.4 
98.3 

103.1 

113.6 
115.4 

SOURCES OF PRIMARY DATA: Bank of America 

Table E 

Financial Times (London) 
International Monetary Fund 

REAL DOLLAR SUBINDEX: EUROPE 

Year January February March April 

1976 .. . 
1977 .. . 
1978 .. . 
1979 .. . 

1980 ... 
1981" . 
1982" . 
1983" . 
1984" . 

1985" . 
1986" . 

908 
89.8 
82.5 
76.8 

73 7 
82.1 
97.1 

106.7 
124.5 

142.1 
113.1 

91.0 
90.4 
81.9 
77.4 

74.5 
87.2 
99.7 

108.4 
121.1 

147.0 
108.7 

92 .5 
90 .1 
81.4 
77.4 

78.7 
87.2 

100.8 
109.3 
117.0 

147.1 
105.3 

93.0 
89.4 
81 8 
78.1 

79.1 
88.8 

101.9 
110.0 
118.8 

136.3 
105 .0 

SOURCES OF PRIMARY DATA: Bank of America 
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Financial Times (London) 
International Monetary Fund 

May 

81.0 
80.9 
80.9 
84.8 

866 
88 .8 
92 .3 
99.1 

103.6 

1145 
115.4 

May 

93.4 
89 .1 
84 .0 
79.1 

76.3 
93.7 
99.0 

110.6 
122 .9 

137.2 
103 .4 

80.8 
80.4 
81.2 
85.0 

86.2 
88.6 
94.5 

100.0 
104.2 

1148 
115.7 

Jun~ 

944 
890 
83.5 
78 .5 

75.7 
97.6 

104.9 
113.6 
122.8 

135.2 
104.3 

Julv 

80 .9 
79 .9 
80 .2 
846 

85.4 
89 .5 
95.4 

100.6 
105.1 

115.0 
116.7 

94 .6 
88.4 
82.1 
75.4 

74.4 
101.0 
107.0 
115.2 
127.8 

128.8 
101.6 

August 

80.5 
78 .8 
79.2 
84.0 

854 
90.9 
95.2 

101.7 
105.4 

115.9 
116.2 

September October November December 

80.2 80.3 80 .2 80.3 
79 .1 79.4 79 .7 79.2 
79.3 78.9 82.1 84.2 
83 .3 83.6 84.4 83.9 

84 .8 85.2 86.0 86.6 
91 .3 90.9 90.4 90.6 
~.9 97.8 ~.4 %.8 

102.9 102.8 102.9 103.3 
106.7 107.5 108.7 109.7 

116.1 116.2 117.0 117.7 
117.6 

AUllu<t September October November December 

93 .9 93.0 92.4 91.6 90.4 
88.8 89.1 87 .6 86.5 84.3 
80.1 79 4 76.2 78.6 78.1 
75.9 754 75.9 76.1 74.6 

75.8 75.7 77.1 79 .7 82.0 
103.9 1000 97.1 95.1 %.0 
107.6 108.6 110.1 111.6 107.5 
118.3 118.3 116.4 118.9 121.5 
129.4 135 .2 137.2 133.7 138.4 

125.0 127.2 119.5 117.4 115.1 
99.1 98.7 
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Table F 
REAL DOLLAR SUBINDEX: WESTERN HEMISPHERE (EXCLUDING CANADA) 

Year 

1976 .. . 
1977 . . . 
1978 .. . 
1979 .. . 

1980 . . 
1981 . 
1982 . 
1983 . 
1984 . 

1985. 
1986 ... 

JJnuarv 

93 .5 
98.8 
997 
98.8 

98.3 
91.3 
892 

11 59 
117 .5 

122 7 
1362 

February 

92.3 
101.6 
992 
99.2 

981 
91.0 
93 .8 

116.8 
118 .7 

122.4 
137.5 

March 

93 1 
100.7 

99 7 
991 

98.2 
90.9 

106.8 
1181 
125 .2 

122 5 
140.0 

April 

92 .8 
99 .7 
99.6 
98.9 

97 .7 
90 .6 

105.3 
118.2 
124.5 

123.5 
1400 

SOURCES OF PRtMARY DATA: Bank of America 

Table G 

Financial Times (London) 
International Monelary Fund 

May 

92.5 
100.3 
997 
998 

974 
908 

104 .2 
118.4 
124.4 

124 .6 
140.6 

REAL DOLLAR SUBINDEX: OTHER 49 COUNTRIES 

YeJ r' 

1976 ... 
1977 ... 
1978 . .. 
1979 .. . 

1980 .. . 
1981 . . . 
1982 .. . 
1983 .. . 
1984 .. . 

1985 .. . 
1986 .. . 

80.5 
73.2 
71 7 

71.8 

71.9 
72 .6 
82.4 
88. 7 

100.0 

109.5 
110.1 

February 

79.3 
73.4 
71.5 
72 . 1 

72 .2 
73 .9 
83.4 
889 
99 .1 

111 2 
1081 

MJrth 

78.9 
72 .5 
71.2 
71 .9 

73 .S 
74.4 
83 .S 
89 .6 
98.0 

113 .5 
106.6 

April 

78.S 
71 7 

71 3 
71.9 

740 
742 
84 .1 
89 .9 
980 

11 2.7 
1052 

SOURCES OF PRtMARY DATA: Bank of America 
Financial Times (london) 
International Monetary Fund 

Molv 

780 
71.2 
71.8 
72.4 

73 1 
76.3 
840 
89.5 
98.7 

112 7 
105 .3 

I UI\~ 

93 .0 
99 .8 

100.1 
100.1 

96 .9 
91. 1 

104 .6 
11 8 1 
123 .-8 

1246 
1405 

Jllnt ~ 

775 
70.5 
72.3 
72 .6 

727 
785 
862 
90.0 
998 

11 24 
108.7 

92 8 
992 
994 
99.2 

95 2 

91 3 
1035 
117.3 
1234 

125.7 
142 2 

77 .0 
69 .9 
723 
72.3 

707 
79.6 
86.8 
90.8 

103 .3 

1108 
110.6 

Au(!u .. 1 

92 .2 
994 

1000 
98 .7 

945 
91.1 

1205 
118.0 
123 6 

1328 
145 .2 

766 
69.3 
72.0 
725 

70 .5 
806 
870 
91 4 

104 3 

11 06 
111. 1 

September 

102 7 
98.7 
99 .5 
98.2 

94 .2 
91 4 

123 9 
118.3 
123.4 

1333 
146.6 

October 

1026 
98.2 
993 
976 

93 .5 
91.5 

111.6 
1185 
1228 

1344 

September October 

76 2 75 .2 
694 689 
72 0 71 3 
72 .6 73 .0 

70.4 70 .3 
80 3 80 .1 
873 87 .3 
92 .2 94.2 

1058 107.5 

11 2.0 110.5 
1104 

November 

105 .9 
98 .5 
997 
97 .3 

93 .0 
91.6 

1094 
118 .2 
122.5 

134. 1 

December 

99.6 
99 .0 
999 
98.5 

92 .2 
91 1 

110 6 
118.5 
121 6 

135.7 

November December 
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ANNOUNCEMENT 

NEW STATISTICAL RELEASE 
Federal Reserve Bank of Dallas 

Trade-Weighted Value of the Dollar 

In January 1987 the Federal Reserve Bank of Dallas began 
publishing a monthly statistical release on the trade-weighted value 
of the dollar. The release contains monthly updates on both the X-131 
nominal exchange rate index (presented in the September 1986 
Economic Review) and the RX-101 real (inflation-adjusted) exchange 
rate index described in this issue of the Review. 

In addition to these broad-based measures of the dollar's foreign 
exchange value, subindexes are reported that show both the nominal 
and real value of the dollar relative to the currencies of selected 
countries or groups of countries-specifically, Europe, the Western 
Hemisphere (excluding Canada), the Pacific Newly Industrialized 
Countries, Japan, Canada, and the other U.S. trading partners. Brief 
graphical summaries also are provided. 

The annual subscription fee is $48.00. Those interested should send 
a check or money order to: 

Economic Review - March 1987 

Dollar Index 
Public Affairs Department 
Federal Reserve Bank of Dallas 
Station K 
Dallas, TX 75222 

15 



16 

ANNOUNCEMENT 
Energy Symposium 
Publication Available 

Federal Reserve Bank of Dallas 

ENERGY AND THE 
SOUTHWEST ECONOMY 

Proceedings of the 1985 
Conference on Energy and the 
Southwest Economy 

Copies of the complete proceedings 
are now available for the 1985 
Energy Conference sponsored by the 
Federal Reserve Bank of Dallas. 

The volume contains the twelve 
conference papers presented by outstand­
ing economists: Jonathan Hughes, 
William Miernyk, and Ronald Schmidt on 
the role oj energy in regional development· 
Walter Mead, William Fisher, Morgan]. 
Davis, and Philip K. Verleger, Jr., on the 
future jor oil and gas in the Southwest over the 
next fifteen years; Robert Newman, Bart(}n A. 
Smith, A. Ray Grimes, Jr., Loren C. Scott, 
Larkin Warner, Robert Dauffenbach, and Tabitha 
Doescher on the outlook for non-energy growth 
in the Southwest; and Peter Mieszkowski and 
Mancur Olson on policy issues facing state governments. The book 
also includes the text of the luncheon address by Admiral Bobby R. 
Inman, USN (Ret.), on the diversification of the Texas economy. 

The 313-page book includes 50 tables and 43 figures. Copies may be 
ordered by sending a check or money order for $10.00 for each copy to: 

Symposium 
Public Affairs Department 
Federal Reserve Bank of Dallas 
Station K 
Dallas, TX 75222 
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Bank Problems and 
Financial Safety Nets 

Eugenie D. Short 

Assistant Vice President and Senior Economist 
Federal Reserve Bank of Dallas 

The recent increase in banking difficulties has attracted 
widespread attention from industry specialists, scholars, and 
policymakers. Throughout most of the post-World War II 
period, the number of failed banks has been low, but re­
cently this experience has changed. Between 1945 and 
1979, the United States averaged six bank failures per year. 
During the last seven years, however, more than 450 banks 
have failed. This is more than double the 204 bank failures 
that occurred during the preceding thirty-five years of the 
postwar period. 

An even larger increase has occurred in the number of 
U.S. banks identified as problem institutions. As shown in 
Figure 1, the proportion of problem banks in the country has 
increased steadily from roughly 2 percent of all banks in 
1982 to just under 10 percent in 1986.' Even though nearly 
1,500 banks now are listed as problem institutions, regula­
tors are concerned that the actual number of such insti­
tutions may exceed the published total. 2 This suggests that 
the current relatively high number of bank failures will con­
tinue in the foreseeable future. 3 

A number of reasons have been suggested as potential 
explanations for current banking difficulties. The severity 
of the last recession seriously weakened the financial con­
dition of a number of bank borrowers. And throughout this 
recovery, these difficulties have been augmented by con­
tinued weakness in the agricultural sector and in some 
manufacturing sectors of the domestic economy. In addi-
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tion, during the past four years, the sharp adjustment from 
a high-inflation environment to a low-inflation environment 
has increased the real cost of debt repayment. This has 
been troublesome for both domestic and international bor­
rowers, particularly for those less-developed countries with 
high debt-servicing requirements. Finally, the sharp decline 
in oil prices recently has thrust the energy-producing states 
into recession, thereby further weakening the financial 
condition of banks in those areas. 

These observations have led many to claim that the 
problem is cyclical. But other observers contend that the 
problem also has structural elements. A recent study by the 
New York Federal Reserve Bank supports this latter view.4 

The study found that not all the decline in bank profitability 
could be explained by cyclical factors. Among the struc­
tural factors that others have mentioned are recent legisla­
tive changes to deregulate financial services. 

Deregulation in conjunction with incentives provided by 
the existing system of federal deposit guarantees is a source 
of concern.5 It is widely recognized that the current system 
of federal deposit guarantees- including fixed-rate pricing 
and the manner in which the Federal Deposit Insurance 
Corporation settles failed banks-provides a subsidy to risk 
taking. The amount of risk incurred by U.S. banks is thus 

The author wishes to acknowledge the research and programming help pro­
vided by Jeffery W. Gunther and Steven 5. Prue. 
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greater than it would be in the absence of such subsidies. 
This occurs partly because deposit guarantees have reduced 
incentives for bank depositors themselves to monitor the 
risk exposure of the banks in which they place funds. This, 
in turn, has reduced restraints against risk taking that 
normally would be imposed on banks by their depositors. 
Finally, the large depositors of large banks have received 
greater protection than have the large depositors of small 
banks. As a result, large banks have received a greater 
subsidy to risk taking than have small banks, and the con­
straints imposed against risk taking by large-bank depositors 
are thus potentially less binding.6 

Implications of each of these issues have been examined 
in this study by comparing problem and nonproblem banks 
on the basis of exposure to risk and funding costs. For this 
study, banks were classed as problem banks if they had de­
veloped serious earnings problems, while those considered 
to be nonproblem banks had not experienced such prob­
lems. 

The purpose of the present study has been twofold: first, 
to determine whether differences in risk decision making 
influenced the probability of a bank entering the problem 
category; and, second, to see whether differences in the 
cost of funds at the problem and the nonproblem banks 
provided early warning signals to the bank managers re­
garding exposure to risk. 

Differences according to bank size also were examined by 
disaggregating the study's sample of banks into small, 
medium-sized, and large categories. Because the data on 
the FDIC list of problem banks are not available to the pub­
lic, it was necessary to develop a sample of problem banks 
for the present study. All U.S. banks that filed a Report of 
Condition at the end of 1978 were examined. For the pur­
pose of the analysis, those identified as the problem banks 

were defined to include those banks reporting four or more 
quarters of negative income during the 1982-84 sample pe­
riod. The nonproblem banks, therefore, were defined to in­
clude those banks reporting fewer than four quarters of 
negative income during the 1982-84 sample period. The 
analysis made direct comparisons of risk exposure and 
funding costs at the problem and nonproblem banks. All 
banks in the sample reported positive income throughout 
1980 and 1981. 

In the analysis, risk management was addressed by com­
paring the asset-and-liability portfolios of problem banks 
with those of nonproblem banks. Comparisons were made 
using balance sheet data from 1981-one year prior to the 
emergence of negative earnings at the problem banks. The 
variables investigated were those that bank managers con­
trol directly with portfolio decisions. This enabled the study 
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to determine whether the managers of the problem banks 
chose more aggressive risk strategies in the period prior to 
the emergence of earnings problems at their respective in­
stitutions. The second issue-regarding the effectiveness of 
the bank certificates of deposit market as a constraint 
against risk taking-was examined by investigating differ­
ences in the cost of funds at the same sample of problem 
and nonproblem banks. 

The results of the study reported in this article support the 
view that the incentive structure that currently encourages 
U.S. banks to increase their exposure to risk needs more at­
tention. In the study, significant differences were identified 
between the risk decisions made at problem and nonprob­
lem banks, with problem banks exhibiting greater exposure 
to risk. The differences, however, were less pronounced at 
the large banks examined. 

Similar findings regarding differences in funding costs 
emerged in the study. Statistically significant risk premiums 
were identified in the samples of the small and the 
medium-sized banks, but not in that of the large banks. 
Even at the smaller institutions, however, these differences 
did not emerge until after negative earnings had been re­
ported. This suggests that the bank CD market does not 
provide warnings regarding exposure to risk early enough to 
induce banks to alter their risk strategies prior to the devel­
opment of serious problems. 

This result does not imply, however, that the bank deposit 
market is an inefficient mechanism for restraining risk tak­
ing. Under the current institutional arrangements, pricing 
Signals in the bank CD market reflect the impact of federal 
deposit guarantees. Such guarantees have removed incen­
tives for depositors to monitor a bank's risk exposure unless 
the probability of bank failure appears high. This situation 
suggests that the impact of federal deposit guarantees on 
incentives to incur risk should be examined in any effort 
that is made to reduce the number of banks with serious 
earnings problems. 

Overview of current bank problems: 
cyclical or structural basis 

The current level of bank problems is high by historical 
standards.7 Although the bank failure rate from 1864 
through 1986 (see Figure 2) shows that the current rate of 
bank failures does not approach the rate of failures in the 
Great Depression, it is high relative to other periods. During 
the three banking crises between 1930 and 1933, there were 
9,106 banks that failed. As highlighted in Figure 2, the av­
erage rate of bank failures during that four-year period was 
12.6 percent. But in 1933, during the peak of the banking 
crisis, 4,004 banks failed- resulting in a failure rate of 27.1 
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Figure 1 

Problem Bank Rate 
(Includes Commercial and Mutual Savings Banks) 
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Figure 2 

Bank Failure Rate 
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percent. In contrast, during 1985 and 1986, the bank failure 
rate averaged 0.84 percent.8 

Although the recent failure rate is considerably below the 
failure rate for 1930-33, it is above the average rate of bank 
failures that occurred both prior to and after the banking 
crisis in the Great Depression. From 1864 through 1929, the 
annual rate of bank failures averaged 0.77 percent. After 
1934-the year that federal deposit insurance was 
introduced-the average annual rate of bank failures 
dropped to 0.11 percent. If these two periods are consol­
idated, the average annual rate of U.S. bank failures is 0.47 
percent, just over one-half of the failure rate in 1986. 

Hence, the current rate of bank failures is not only high 
compared to the relatively low rate of bank failures since 
1934, it is also higher than the average rate of bank failures 
prior to the banking crisis in the Great Depression. This is 
particularly alarming given that banks today are protected 
by federal deposit guarantees. Prior to 1934, bank suspen­
sions and some subsequent failures did result from deposit 
runs.9 The high proportion of banks listed as problem insti­
tutions indicates that the number of failures today would 
likely be higher than the recorded number if banks were not 
protected with federal deposit guarantees.'o 

As noted earlier, the recent rise in banking problems has 
heightened concerns about the strength of the banking 
system. The current experience contrasts sharply with other 
periods of economic recovery. In the past, weakness in the 
banking sector declined as recovery proceeded. During the 
present recovery, however, conditions in the banking sector 
have deteriorated, even though the overall economy has 
been growing and interest rates have been declining. This 
divergence has raised questions about the expected dura­
tion of current banking problems. 

Are these difficulties primarily the result of short-term cy­
clical factors that will dissipate as long as the economic re­
covery continues? Or do current difficulties reflect 
structural problems that have longer-term implications for 
the banking industry? 

These issues were addressed in a recent staff study at the 
Federal Reserve Bank of New York cited earlier on trends in 
bank profitability." Although major differences exist among 
individual banks, the study identifies that U.S. bank profits 
have declined during this decade and that the decline ap­
pears to reflect both cyclical and structural forces. Re­
gression equations using business cycle variables are able to 
explain a significant fraction of the recent variation in bank 
profits. But the actual profit decline is greater than can be 
explained by cyclical variations.12 

Two of the findings in the New York study are particularly 
interesting. First, the study notes that the impact of the 
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change in the interest rate environment on recent bank 
profitability appears to have been cyclical. The uptrend in 
interest rates through 1981 reduced bank profitability be­
cause banks as a group had more short-term liabilities than 
short-term assets. But since 1981, the decline in interest 
rates has increased bank profits.'3 

A second important set of findings relates to the sharp 
increase in provisions for loan losses·that banks have been 
required to make in the recent past. The study indicates 
that these increased provisions for loan losses were the key 
determinant of declining bank profits during 1980-85.'4 And 
different from the impact of changing interest rates on bank 
profits, these increases in loan-loss provisions have seemed 
to reflect both cyclical and structural factors.'5 

The cyclical forces include the decline in real GNP early in 
the decade, the adjustment in inflation and interest rates, 
and an unexpected weakness in the agricultural and 
energy-dependent sectors of the economy as well as in 
some sectors of manufacturing. These factors were able to 
explain a significant portion- but not all-of the increased 
loan-loss provisions required of U.S. banks.'6 This evidence 
suggests that the decline in bank profitability also appears 
to reflect longer-term structural factors. 

Regarding structural changes, the New York study notes 
that the decline in demand for bank credit by highly rated 
borrowers may have left many banks with lower quality 
credits.'7 But as long as banks accurately reflect the higher 
credit risk in loan-priCing terms, this would not necessarily 
result in a decline in profitability. Noting this point, the New 
York staff study suggests that the recent decline in bank 
profitability probably reflects a miscalculation of the deteri­
oration in the quality of their loan credits rather than a de­
liberate change in portfoliO strategy toward loans with 
higher expected losses.'8 While this interpretation is plaUSi­
ble, the results of the present study indicate that managers 
of problem banks did indeed choose higher risk profiles. 
Those banks in which the decline in earnings was the most 
pronounced do appear to have pursued more aggressive 
risk strategies. Nonmarket incentives to incur risk offer an 
alternative explanation for the recent rise in bank loan 
problems. 

Impact of risk decisions 
on bank problems 

The preceding section establishes that the high level of cur­
rent banking difficulties seems to reflect both cyclical and 
structural forces. This raises legitimate concerns about the 
long-run nature of the present banking problems. The re­
sults of the study reported in this section identify that those 
banks in the sample that developed serious earnings prob-
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lems during the period examined had exhibited a greater 
willingness to incur risk. 

The examination in this study of how risk decisions affect 
which banks developed earnings problems has followed the 
approach taken by Eugene Nelson White in his study of 
banking difficulties during the Great Depression.19 White 
compared failed and nonfailed banks during 1933 and for 
several years during the 1920s. He examined differences in 
key financial ratios and the quality of bond holdings in these 
banks. White used these results to ascertain whether man­
agerial decisions to incur risk were a significant factor in 
bank failures both during and before the Great Depression. 

White's approach has been adapted to the current envi­
ronment by adjusting for changes that have occurred in 
portfolio management since the 1930s. In the present study, 
bank managers were assumed to choose the riskiness of 
their respective bank portfolios on the basis of risk/reward 
trade-offs. These choices would reflect the opportunities 
facing managers and the constraints on their behavior. An 
increased willingness to incur risk also increases the vari­
ability of the bank's income stream. The probability of fail­
ure is thus increased when more risk is incurred. 
Explanatory variables depicting key asset-liability decisions 
made by bank managers were calculated from available 
balance sheet information. Problem banks were then com­
pared with nonproblem banks. 

Moreover, because the current system of financial safety 
nets provides greater protection to large banks, the subsidy 
to risk taking is larger at large banks than it is at smaller 
banks. It was thus of interest in this study to determine 
whether differences between the risk exposure at problem 
and nonproblem banks varied according to bank size. 

Overview of the estimation technique 

The impact of risk decisions on current banking difficulties 
was estimated by employing a qualitative-response model. 
The equation was estimated using the probit technique. 
The dependent variable was assigned a value of one for 
problem banks and zero for nonproblem banks. 

A positive coefficient on a financial variable indicates that 
the higher the value of the variable, the greater the proba­
bility that the bank will become a problem institution. Al­
ternatively, a negative sign indicates that the greater the 
value of the variable, the lower the probability that it will 
become a problem bank. 

The financial ratios included in the estimated equation are 
proxies for risk-decision variables that are subject to direct 
management control. Included were the following vari­
ables: 
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1. Capital to assets 

2. Loans to assets 

3. Treasury securities to assets 

4. Core deposits to liabilities 

5. Purchased funds to liabilities 

Two of these variables-loans to assets and U.S. Treasury 
securities to assets-served as proxies for the bank's expo­
sure to asset risk. Loans, as a class of assets, generally are 
considered to be the riskiest that banks hold.20 The ex­
pected sign on this variable is positive. U.S. Treasury secu­
rities, on the other hand, traditionally are viewed as 
interest-bearing assets without default risk, providing banks 
with liquidity as well as safety of income. Hence, the ex­
pected sign for them is negative. 

The capital-to-assets ratio was included to measure capi­
tal adequacy. The expected sign on this ratio is negative. 
But unlike the other variables included in the equation, the 
capital-to-assets variable cannot be viewed solely as the 
outcome of managerial choice. Regulatory agencies specify 
acceptable capital ratios for banks and then pressure banks 
to maintain adequate ratios. A general tendency has de­
veloped for banks to hold the minimum acceptable level of 
capital. Differences between problem and non problem 
banks thus are likely to be small. 

The remaining two variables- core depOSits to liabilities 
and purchased funds to liabilities- were included to mea­
sure vulnerability to deposit outflows. Core deposits in­
clude demand deposits plus saving deposits. Purchased 
funds include large certificates of deposit, net federal funds 
purchased, plus borrowings from the Federal Reserve. 

The liability instruments included in the purchased-funds 
variable are wholesale instruments that tend to be more re­
sponsive to changes in interest rates. Hence, they may 
provide a less stable source of funds to banks than do the 
smaller retail depOSits included in the core-deposit variable. 
The expected sign on the core-deposit variable is negative, 
while that on the purchased-funds variable is positive. 

Overview of the empirical results 

Balance sheet data reported quarterly to the FDIC in the 
Consolidated Report of Condition (bank Call Report data) 
were used to calculate the financial ratios. These data were 
taken from the December 1981 reports. The choice of these 
data reflected the assumption that differences in balance 
sheet variables of problem banks would be evident in the 
year prior to the emergence of negative income.21 
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Table 1 
DETERMINANTS OF PROBLEM 
BANKS: PROBIT ESTIMATES' 

Variable All banks 

Intercept -3.693* 
(0.266) 

Total capital 1 222 
to assets . (1 058) 

Loans to assets 2.727* 
(0 326) 

Treasury securities -0.726 
to assets (0504) 

Core deposits to -0.655 * 
liabilities (0277) 

Purchased funds to 1.338* 
I iabi I ities (0209) 

Likel ihood-ratio 
test statistic 190.1 * 

Degrees of freedom 5 

NOTE: The num bers in parentheses are esti· 
mated asymptotic standard erro rs 

• Significa nt at the 01 level 

1 Prob lem banks are def ined as those 
banks w ith four o r m ore quarters of 
negative income du ring the th ree·year 

period from 1982 th rough 1984; the f irst 
quarter of nega tive income occurred dur­

ing 1982. and all ba nks in the sam ple had 
posi tive income throughout 1980 and 
1981 

SOURCE O F PRIMARY D ATA: 
Federal DepoSit Insurance Corporation. 

Bank Report of Condition 

The maximum likelihood estimates of the relationship be­
tween a bank's 1981 financial ratios and the probability that 
the bank would be classified later as a problem institution 
are reported in Table 1 and the variable means in Table 2. 
As indicated by the likelihood-ratio test, the equation was 
able to explain the variation between the problem and the 
nonproblem banks at the 1-percent level.22 Three of the five 
explanatory variables included in the equation had the ex­
pected sign and were found to be statistically significant. 
The results thus indicate that both the increased exposure 
to default risk and a heavy reliance on interest-sensitive 
sources of funds are important factors in determining dif­
ferences between the problem and the nonproblem banks. 
In addition, the problem banks examined in this study relied 
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Table 2 
SAMPLE MEANS FOR PROBLEM 
AND NON PROBLEM BANKS' 

All banks 

Non· 
Variable P'oblt'm problem 

Capital to assets 0.0889 0.9210 

Loans to assets 06428 0.5665 

Treasury securities 
to assets 00671 01059 

Core deposits 
to liabilities 04051 0.4341 

Purchased fund s 
to liabilities 0.1979 0.1280 

Sample size 241 12,279 

1 Problem bank s are de fined as those ba nk s with four or 
more quarters of negati ve income dur ing the three­

year period f rom 1982 th rough 1984; the fi rst quarte r 

o f negative income occurred during 1982. and all 
banks in the sample had pOSitive Income throughout 

1980 and 1981 
SO URCE OF PRIM ARY DATA Federal Deposit In· 

surance Corpo ration. Bank Report o f Condition 

significantly less on core deposits to fund their operations. 
The remaining two variables included in the specification­
Treasury securities to assets and capital to assets-did not 
emerge as significant determinants of problem banks. But 
differences in the mean values of all five of the explanatory 
variables were in the expected direction. 

To determine whether differences in the risk decisions at 
the problem and the nonproblem banks were influenced by 
size, the sample was separated into three bank-size catego­
ries.23 These were based on asset size in 1981: small (less 
than $100 million), medium-sized ($100 to $500 million), and 
large (greater than $500 million). Maximum likelihood esti­
mates of the probit equations for these three size categories 
are reported in Table 3 and variable means in Table 4. 

The results indicated that after adjustments for bank size, 
the equation was less able to distinguish between the 
problem and the nonproblem banks in the medium-sized 
and large categories. The results for the small banks, how­
ever, were similar to those for the entire sample. The simi­
larity of these results is not surprising because 88 percent 
of the problem banks in the consolidated sample were small 
banks and 86 percent of the nonproblem banks likewise 
were small banks. The results for the two larger categories 
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Table 3 

DETERMINANTS OF PROBLEM BANKS 
BY BANK SIZE: PROBIT ESTIMATES' 

Bank size, by assets 

Small Medium-sized Large 
[Less than ($100 to [Greater than 

Variab le $100 million) $500 million) $500 million) 

Intercept . 

Total capital 
to assets 

Loans to assets . 

Treasury securities 
to assets 

Core deposits to 
I iabil ities 

Purchased funds to 
liabilities 

Likelihood-ratio 
test statistic 

Degrees of freedom 

• Significant at the 01 level 
"Significant at the 05 level 
+ Significant at the 10 level 

-3.759' 
(0.286) 

1 154 
(1.230) 

2.696' 
(0347) 

-0.713 
(0.522) 

-0579" 
(0.294) 

1 .981' 
(0263) 

189.8' 

5 

-1.594 -1 .551 
(1 .130) (2 .082) 

-11922+ 1 .209 
(7 .093) (10 .870) 

1 .236 4119+ 
(1 135) (2 .539) 

-1.919 -3 .565 
(2.199) (6.046) 

-1 332 -4902+ 
(1.163) (2.789) 

1 .254 + -2 .684 + 
(0.704) (1.623) 

21.7' 7_67 

5 5 

1 Problem banks are defined as those banks with four or more quarters of 

negative income during the three-year period from 1982 through 1984; the 
first quarter of negative income occurred during 1982, and all banks in the 
sample had positive income throughout 1980 and 1981 

SOURCE OF PRIMARY DATA: Federal Deposit Insurance Corporation, Bank 

Report of Condition 

of banks, however, indicate that it is more difficult-using 
balance sheet ratios-to differentiate between risk decisions 
made at large problem and nonproblem banks. 

The likelihood-ratio test statistics indicate that the esti­
mated equation was able to explain differences between the 
small and the medium-sized problem and nonproblem 
banks at the 1-percent confidence level. The explanatory 
power of the equa:tion estimated with the sample of the 
large banks, however, was not statistically significant. For 
the small-bank sample, the same three financial ratios as 
those identified in the consolidated sample were 
significant-loans to assets, core deposits to liabilities, and 

Economic Review - March 1987 

purchased funds to liabilities. Two variables-purchased 
funds to liabilities, and capital to assets-were of the ex­
pected sign and significant at the 10-percent level in the 
equation estimated for the medium-sized banks. For the 
large-bank sample, three of the variables were significant at 
the 10-percent level-loans to assets, core deposits to liabil­
ities, and purchased funds to liabilities, But the purchased 
funds-to-Iiabilities variable was not of the expected sign. 

Differences in the sample means at the problem and the 
nonproblem banks in all three of the size categories were in 
the expected direction. A comparison of these means also 
indicated that for four of the five variables the level of risk 
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Table 4 

SAMPLE MEANS FOR PROBLEM AND NONPROBLEM BANKS, BY BANK SIZE' 

Bank size, by assets 

Small Medium'Sized Large 
(Less than ($100 to $500 (Greater than 

$100 million) million) $500 million) 

Non· Non· Nan-
Variable Problem problem Problem problem Problem problem 

Capital to assets , .. 0,0943 0.9555 0 .0727 0 .8044 0 .0650 0 ,0675 

Loans to assets 0,6455 05659 06204 0 .5705 0 .6316 0 ,5725 

Treasury 
securities 
to assets , 0,0689 0.1102 0 .0612 0,0817 0 .0372 0 ,0657 

Core deposits 
to liabilities , , 0.4078 04338 03929 0.4437 0.3584 0.4032 

Purchased funds 
to liabilities 0 .1785 0,1098 0.3267 0 .2169 0.3803 0.3668 

Sample size 212 10,623 22 1,313 7 343 

1 Problem banks are defined as those banks with four or more quarters of negative income during the 

three-year period from 1982 through 1984; the first quarter of negative income occurred during 1982, and 

all banks in the sample had positive income throughout 1980 and 1981 

SOURCE OF PRIMARY DATA: Federal Deposit I nsurance Corporation, Bank Report of Condition 

at the large banks in the nonproblem sample was higher 

than that at both the problem and the nonproblem small 
banks, Only the mean of the loan-to-asset variable was 

lower at the nonproblem large banks. This, however, was 

an important exception because exposure to default risk is 
the most important factor in the increase in banking diffi­
culties. 

The lower explanatory power of the equation estimated 

with the samples of the large banks in part reflected the 
smaller sample size for these larger banks. An experiment 

was conducted to determine whether the sample-size dif­
ferences accounted for all the variations in explanatory 

power. The explanatory power of the small-bank equation 
did decline after the sample size was reduced to the same 

number of observations as for the sample of the problem 

and nonproblem large'banks, but the small-bank equation 

still outperformed the equation estimated for the large-bank 

category.24 This could indicate merely that the equation 

was not specified appropriately to determine differences in 

risk decisions at the large problem and nonproblem banks. 

Alternatively, however, the reduced ability to identify sig­

nificant differences between the portfolio decisions made 

at these problem and nonproblem banks could foretell the 
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emergence of problems at other banks in the large-bank 
category. 

Recent information released by the FDIC on the size of 
banks included in its problem-bank list supports this inter­
pretation.25 Although the FDIC does not publish data on 
size of banks included in its problem-bank list, L. William 
Seidm~n, Chairman of the FDIC, noted in a press conference 
in September 1986 that 37 banks with assets of $500 million 
or more were listed as problem institutions. That compares 
to the 7 large banks that met the present study'S definition 
of problem banks for the 1982-84 period covered. Hence, a 
number of large banks included in the non problem-bank 
sample in this study were cited by the FDIC in 1986 as 
problem banks. Smaller differences between portfolio deci­
sions made at these large banks and the 7 large banks that 
met the definition of problem banks for this study may have 
reduced the explanatory power of the large-bank equation. 

The findings developed in this study support the view that 
the decisions to incur risk have contributed to the recent 
rise in banking problems. Decisions regarding risk/reward 
trade-offs reflect incentives that bank managers face. But 
the incentive mechanism is currently skewed toward greater 
acceptance of risk by federal deposit guarantees. Concerns 
about the impact that these risk/reward trade-offs are hav-
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ing on bank earnings have revitalized a long-standing de­
bate regarding the effectiveness of regulatioh and 
supervision as substitutes for market prices as restraints 
against excessive risk taking.26 Under the current institu­
tional structure, pricing differences from the bank deposit 
market do not offer an advance warning signal to bank 
managers regarding excessive exposure to risk. Hence, the 
market pricing mechanism is not restraining bank risk taking 
as normally would be expected. This issue is addressed in 
the next section of the article. 

Assessment of the bank CD market 
as a restraint to risk taking 

Concerns about the recent rise in banking difficulties have 
revitalized interest in strengthening market pricing restraints 
to risk taking. In the current environment, federal deposit 
guarantees have reduced the feedback- and possibly 
restraints-that otherwise would be supplied by the depos­
itors. The de facto 100-percent insurance coverage provided 
to all bank depositors removes incentives for depOSitors to 
require risk premiums on deposits unless serious financial 
problems emerge. As a result, banks that are more exposed 
to risk do not pay proportionately higher interest rates on 
their deposits. 

Recent research has shown that risk-related premiums do 
emerge on bank deposits after serious problems have been 
identified.27 The probability of depositors with funds in ex­
cess of the $100,000 legal limit on FDIC insurance coverage 
incurring some financial loss in the event of a bank failure 
is low, but greater than zero. To avoid such losses, depos­
itors have an incentive to remove uninsured funds from a 
troubled institution. Banks that experience these with­
drawals are required to pay risk premiums on their liabilities 
in order to maintain adequate funding lines. These premi­
ums, however, have not tended to emerge until after serious 
problems have been identified-problems sufficiently large 
to warrant concern about the viability of the institution.28 In 
addition, because depositors of the nation's largest banks 
have received stronger protection against losses than have 
the depositors of smaller institutions, differences in the cost 
of funds at problem and non problem banks are likely to be 
smaller and less significant at the large banks.29 These hy­
pothesized results were tested by examining differences in 
the marginal cost of funds at the problem and the non­
problem banks using the sample disaggregated by bank size. 

The marginal cost of funds was calculated using data on 
the cost of large CDs-that is, CDs in excess of $100,000. 
The data on the dollar amount of large CD usage were ob­
tained from the FDIC's Report of Condition. Interest ex-
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Table 5 
DIFFERENCES IN COST OF FUNDS AT 
PROBLEM AND NONPROBLEM BANKS' 
(Mean Interest Rate: 
Large Certificates of Deposit) 

Bank size. by assets 

Small 
(Less than 

$100 million) 

Year 

1981 . .. +0.39 

1982 +0.44 + 

1983 +040 

'Significant at the 01 level 
+ Significant at the 10 level 

Medium-sized 
($100 million 
to $1 billion) 

Percent 

+0.10 

+1-12* 

+1.18+ 

Large 
(Greater than 

$1 billion) 

+0.36 

+0.44 

+0.52 

1 Problem banks are defined as those banks with four or 
more quarters of negative income during the three-year 
period from 1982 through 1984; the first quarter of 

negative income occurred during 1982. and all banks in 
the sample had positive income throughout 1980 and 

1981 
SOURCES OF PRIMARY DATA: Federal Deposit Insurance 

Corporation. Bank Report of Condition and Bank Report 

of Income and Expenses 

pense data were obtained from the FDIC's Report of Income 
and Expense. 

Comparative costs of funds at the problem and the non­
problem banks in the sample are reported in Table 5. The 
following three bank categories based on asset size were 
used: small (less than $100 million), medium-sized ($100 
million to $1 billion), and large (greater than $1 billion). In 
the development of the data for Table 5, the definitions for 
the problem and the nonproblem banks were the same as 
those used in the probit analysis. The definitions for the 
large and the medium-sized banks were changed to better 
approximate that asset size of banks whose large deposit 
holders would tend to receive full protection.30 Compar­
isons have been reported for three years: 1981 (one year 
prior to the emergence of earnings problems), 1982, and 
1983. 

The results developed from this study indicate that 
depOSit-pricing signals were stronger at the medium-sized 
banks than at the small or the large banks. But even in that 
bank-size category, they did not appear to have provided 
an effective early warning signal to the bank managers. 

In all three of the bank-size categories, the problem banks 
did pay a premium for funds relative to the nonproblem 
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banks, but none of these premiums was statistically signif­
icant in 1981, the year prior to the emergence of negative 
income for the problem-bank group. In 1982, the first year 
in which the sample of problem banks reported income 
losses, the deposit premiums paid by the problem banks 
were marginally significant (10-percent confidence level) in 
the small-bank category (assets less than $100 million), and 
they were highly significant (1-percent confidence level) in 
the medium-sized bank category (assets of $100 million to 
$1 billion). The premium paid by banks in the large-bank 
category (assets greater than $1 billion) was of the correct 
sign, but it was not statistically significant. Although the size 
of the premium at the large banks was equivalent to that at 
the small banks, it was significantly smaller than that at the 
medium-sized banks. 

The results for 1983 are similar to the 1982 results, but the 
differences between the problem and the nonproblem 
banks in the two smaller size categories were not as strong. 
This probably reflects a deficiency in the definition for 
problem banks that was developed for this study. By 1983, 
although some of the banks included in the nonproblem­
bank sample did report negative income, they were in­
cluded in the nonproblem sample if less than four quarters 
of negative income were reported. 

The differences identified in the course of the study be­
tween the large and the medium-sized banks are consistent 
with the view that the large depositors of the nation's largest 
banks are aware that they are less likely to incur financial 
loss as a result of failure than are the large depositors of the 
smaller banks. In none of the three years examined did 
statistically significant risk premiums emerge at the problem 
banks in the large-bank category. In contrast, the results for 
the study's medium-sized banks indicated that by 1982, the 
first year in which the problem banks reported negative in­
come, statistically significant risk premiums did emerge on 
large CDs held at these problem banks. These results thus 
reflect the perception that the holders of uninsured deposits 
in banks with less than $1 billion in assets face a positive, 
albeit low, probability of incurring financial loss in the event 
their bank fails. 

The results on risk premiums for the small-bank category, 
however, prOVided only weak evidence of differences be­
tween pricing restraints against risk taking at large and small 
banks. Marginally significant premiums on deposits at the 
small problem banks did emerge in 1982, but for 1983, the 
differentials were not statistically different from zero. Again, 
however, these weak results may reflect a more limited use 
of uninsured deposits at these small banks that would re­
duce the potential for risk premiums to emerge at the 
problem institutions.31 
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Conclusion 

The results of the statistical analysis for this study indicate 
that significant differences can be identified between the 
risk decisions made by the managers of the problem and the 
nonproblem banks in the small and medium-sized bank 
categories. In both of these size categories, the managers 
of the sample banks that developed problems after 1981 
exhibited a greater willingness to accept risk during 1981. 
At the larger banks in the sample, on the other hand, the 
differences between management decisions to incur risk at 
the problem and the nonproblem large banks were less 
pronounced. Moreover, in the study, the exposure to risk 
at the large banks was found to be greater than that for the 
smaller banks. 

Managers of larger banks generally are viewed to be more 
capable of managing risk than are managers of smaller 
banks. Hence, a higher level of risk exposure at the nation's 
largest banks was expected in the study. But relative to 
historical standards, the recent rise in failed and problem 
banks has been high in all categories-at small, medium­
sized, and large banks. In contrast, prior to the 1980s, 
problems at the largest banks have appeared less 
prevalent.32 The relatively high exposure to risk identified 
at the large banks in the course of this study-together with 
the large number of other sizes of banks that are experi­
encing serious difficulties-may suggest that U.S. banks are 
less able to withstand unanticipated shocks that might oc­
cur in the future. 

The increased exposure to risk by U.S. banks in part re­
flects the removal of certain market constraints against risk 
taking. The analysis of marginal funding costs at the prob­
lem and the nonproblem banks in this study indicated that 
the bank deposit market probably does not provide an ef­
fective advance warning signal to bank managers regarding 
excessive exposure to risk. This is not to say the managers 
of the problem banks in the study received no information 
regarding the potential of facing severe earnings problems. 
The sample of the problem banks in all size categories did 
have higher marginal funding costs. But the differences be­
tween these costs were not statistically significant. Hence, 
it is not likely that these Signals were sufficiently strong to 
induce the managers to alter their risk strategies before se­
rious earnings problems developed. 

The removal of regulatory restraints on the one hand 
while failing on the other to reintroduce market pricing 
Signals in their place has resulted in a greater reliance on the 
regulatory examination process to monitor bank operations. 
The distressing rise in both the number and the rate of failed 
and problem banks raises questions regarding the effective­
ness of such extensive reliance on bank supervision. 
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A number of proposals have been suggested as a means 
of increasing market discipline on bank risk taking. The 
most widely debated alternatives include the implementa­
tion of risk-based premiums on deposit insurance, the im­
position of risk-based capital requirements, the increased 
disclosure of examination reports on bank performance, 
and a more extensive use of deposit payoffs to settle failed 
banks.33 In addition, some analysts have recommended the 
benefits of substituting a private system of deposit insur­
ance for the current system of federal deposit guarantees.34 

Although a complete analysis of the relative merits of these 
alternative proposals is beyond the scope of this paper, the 
review of current difficulties presented here does under­
score the need to reexamine the incentive structure that 
currently motivates U.S. banks to incur risk. 

1. A bank is defined as a problem bank if it receives a CAMEL rating of ei­

ther a 4 or a 5 on the examination report it receives from bank regula­

tors. The CAMEL rating includes the regulatory examiner's assessment 

of a bank's performance on the basis of five categories: capital ade­

quacy, assets, management, eamings, and liquidity. Banks are given 

CAMEL ratings on a scale of 1 to 5 on each of these five performance 

categories, and the banks examined are also aSSigned a composite rat­

ing. Banks with composite CAMEL ratings of a 4 or a 5 are viewed as 

having enough deficiencies to be identified as problem institutions. 

While being included in this problem-bank list does not necessarily re­

sult in a bank failing, the probability of failure is higher among such 

banks. 

2. Resource constraints have forced both state and federal regulatory 

agencies to concentrate their bank examiners at institutions where se­
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interval between examinations at other institutions for which problems 

have not yet been identified. The potential for underestimating the ac­

tual number of problem banks thus has increased. 

3. A regression of the number of bank failures on the number of problem 
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number of problem banks was consistent with 150 bank failures per 

year. The equation explained 96 percent of the variation in failures. 
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not improve the explanatory power of the regression equation. 
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