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C
ash is increasingly being displaced by
private forms of payment. Currently
the U.S. economy functions with a min-
imal stock of cash, probably amount-
ing to less than 2.6 percent of its annual
gross domestic product (GDP).1 This

figure is markedly less than historical estimates for
the United States (for example, about 3.2 percent in
1960) or contemporary estimates for other coun-
tries (as high as 4.9 percent for some European
countries, according to Humphrey 2002). Roughly
three-quarters of all transactions still take place on
a cash basis (Committee on the Federal Reserve in
the Payments Mechanism 1998), but the average
amount of a cash-based transaction is small, proba-
bly less than $10.2 When payment technologies are
compared on a value basis, payments based on the
transfer of “inside money” (payments by check, pay-
ment card, or direct transfer) dominate, accounting
for the vast majority of the value of transactions
within the United States.3

Payment in inside money is, of course, hardly a
recent phenomenon. By the fourteenth century,
European merchants had discovered the essential
advantage of inside money: Exchange using debt
ties up fewer resources than does the exchange of
costly coin.4 Since not everyone’s debt is likely to be
equally reliable, however, inside-money payment
systems have historically singled out the debt of a
select group of “strong credits” (banks) as closer

proxies for commodity (or outside) money. These
privileged forms of debt possess the moneylike prop-
erty of finality—of being able to extinguish other
debts by virtue of their transfer from debtor to
creditor.5 However, the limitation of this privilege to
certain strong credits also imposes constraints on
those parties whose debt does not qualify as money.
Hence, there has been an incentive to extend the
reach of inside money with payment devices of lim-
ited finality, such as the check. Such instruments
can broaden the benefits of inside money but may
also increase the risk of default or fraud.

Monetary history is punctuated by innovations—
deposit banking, checks, banknotes, credit cards—
that have expanded the role of inside money. For
example, in recent years technology has made it pos-
sible for virtually anyone with a credit or debit card
to pay for any purchase (from a merchant with an
account with a credit card company) anywhere with
a relatively high degree of finality. In many situations,
card-based payment systems have offered consider-
able improvements over their paper-based predeces-
sors.6 A merchant selling a good to an unfamiliar
customer can accept a card payment with the confi-
dence that such payment is usually, if not completely,
final.7 Payment by check would not offer the merchant
the same degree of finality, and requiring cash pay-
ment could deny customers access to credit.

The finality associated with card payments does not
extend to every transaction environment, however.
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currency issuer, PayPal, now offers its users finality
guarantees under some circumstances.

What is the future of this type of payment arrange-
ment? To date, industry reviews have been mixed.
Most observers concede that on-line currencies have
offered a useful service for person-to-person on-line
transactions, most typically those associated with
on-line auctions. On the other hand, on-line curren-
cies have seen relatively little use in purchases by
consumers from businesses, and most of these
exchanges have been restricted to small enterprises.
This situation has led some analysts to believe that
future use of on-line currencies will be, at best,
restricted to the person-to-person niche.

This article examines the likely success or failure
of on-line currencies by means of a historical analogy.
Specifically, the discussion compares the introduc-
tion of on-line currencies to the debut of the bearer
banknote, the direct predecessor to modern currency,
in late-seventeenth-century London. Despite the
obvious differences between these on-line curren-
cies and everyday, physical banknotes, the argument
presented here will show that they share some con-
spicuous similarities in the circumstances of their
birth. In particular, the article argues that the key
innovation of the earliest banknotes was to provide
finality under circumstances in which extant pay-
ment systems either could not ensure final payment
or could do so only at an unacceptable cost. The next
section describes how on-line currencies may be able
to fill the same role in the context of e-commerce.
The discussion concludes with some observations
about future prospects for on-line currencies, again
using the (clearly successful) introduction of the
banknote as a historical model.

Early Forms of Inside-Money Payment

An initial summary of the prebanknote payment
system in Europe, which combined deposit

banking, orders to transfer deposits, and transfer of
those orders by endorsement, is helpful in explain-
ing the innovation offered by banknotes and the
potential for on-line currencies. The system began
with deposit banking in Italy, where two merchants
desiring to transfer funds would together visit a
banker and have one account debited and the other
credited. Such transfers in banco spared mer-
chants the transportation, protection, assay, and
opportunity costs of using coin—the outside money
of the time. The banker’s ledger formed a perma-
nent record, and payment within the bank was final.

To avoid the need for both parties to visit the
bank together, deposit banking developed payment
by check or draft. Checks drawn on banks in early

Payment cards, and especially credit cards, are often
used in situations—such as mail order, telephone,
and Internet transactions—in which the cardholder
is not present and cannot sign a receipt. In such
cases the risk of fraud is elevated, but little of this
risk is borne by credit card holders because (under
U.S. law at least) their liability is limited to $50 and
in practice is often zero.8 A credit card holder may
also withhold payment if he believes he has been
charged for goods or services that were not delivered
or were defective. In such circumstances, offering
blanket guarantees of payment finality to merchants
would create an unmanageable risk for card issuers.
Instead, merchants bear most of the fraud risk in
the form of liability for chargebacks (debits to a mer-

chant’s account resulting from disputed payments)
from the card issuers. This risk allocation has made
“cardholder not present” credit card payment more
expensive and generally less attractive to merchants
unwilling to accept the risk of chargebacks. Internet
transactions seem especially at risk, and this riski-
ness is reflected in fraud rates for on-line transac-
tions. Trade publications have reported rates of credit
card fraud as high as 2.1 percent for Web-based
transactions, roughly ten times the rate for face-
to-face transactions.9

The past few years have seen the debut of sev-
eral new types of on-line payment arrangements, at
least partly in response to the difficulties associated
with card-based payment over the Internet. These
arrangements offer the promise of making it pos-
sible for anyone to pay anyone on-line, even in situ-
ations in which card-based payment would be
infeasible or uneconomical. The most innovative
arrangements, sometimes referred to as on-line cur-
rencies, bypass the traditional, bank-based methods
for clearing and settlement of payments in favor of
a simple “on-us” funds transfer—that is, a transfer
of a claim on the on-line currency issuer (in the
form of an account balance) from payor to payee.10

While the finality of such transfers has thus far
been of a limited nature, the most successful on-line

Despite the obvious differences between 
on-line currencies and physical banknotes,
they share some conspicuous similarities in
the circumstances of their birth.



1. As of this writing, U.S. GDP is about $10.7 trillion. The stock of U.S. currency is about $690 billion, but, according to estimates
(see Porter and Judson 1996), at least 60 percent of this stock resides outside the United States. The 2.6 percent figure is
thus calculated as 40 percent of the currency/GDP ratio. Humphrey (2002), applying similar methods, arrives at an estimate
of 1.7 percent.

2. Boeschoten (1992) estimates that the average value of a cash transaction in the United States is about $5.
3. “Inside money” is the term used by economists to refer to money created by the private sector, typically money in bank

accounts. “Outside money” refers to money created outside the private sector, meaning currency issued by, or money held
in accounts at, a central bank. This generalization about inside money holds even when large-value, interbank settlements
are excluded. The Bank for International Settlements (2001) estimates that daily U.S. noncash transactions averaged $288
billion in 1999, not counting interbank settlements. If the average cash transaction amounted to, say, $20, this scenario
would imply that the value of cash transactions makes up only 5 percent of the value of all transactions.

4. On the early use of inside money, see, for example, De Roover (1948) for Bruges, Usher (1943) for Barcelona, and Mueller
(1997) for Venice. Today inside money supplants outside (government-issued) money instead of metallic coin.

5. Finality was a key feature of early banking arrangements. For example, De Roover (1948, 335) observes that oral transfers
of bank deposits were irreversible once a transfer had been recorded in the bank’s ledger.

6. This improvement stems from the fact that credit cards have reduced both payment risks and, in many cases, costs (see
Berger, Hancock, and Marquardt 1996, 700–709).

7. Credit card companies often absorb the loss in cases in which the merchant has obtained authorization from the credit card
company for the transaction and has also obtained the customer’s signature. A recent study by the U.S. General Accounting
Office (1997, 114) reports that the card companies’ average share of losses on credit card transactions is 70 percent, with
the remainder borne by the merchants.

8. In the case of credit cards, a cardholder’s liability in cases of fraud is limited by the Truth in Lending Act of 1968 (TILA).
TILA also guarantees cardholders the right to withhold payment in certain instances. See, for example, Mann (1999, 107–40)
for a detailed discussion of TILA and its implications.

9. See, for example, Punch (2002) or Lee (2003). The fraud rate is typically calculated as the value of fraudulent transactions
as a fraction of the value of all transactions.

10. Many other names have been proposed for these arrangements. Two of the most common are “alternative currency” and “on-
line payment systems.” Kuttner and McAndrews (2001) employ the term “proprietary account systems” while Schreft (2002)
uses “proprietary monetary value.” For the limited purposes of this article, all of these terms will be considered synonymous.

11. These obligations were either bills of exchange or personal promises to pay, then called letters obligatory and later called
promissory notes.
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modern Europe, including the goldsmith bankers
of seventeenth-century London, fulfilled a role sim-
ilar to that of personal checks drawn on modern
deposit banks—such checks enhanced decentral-
ized exchange. Then, as now, the convenience of
payment by check created a risk of default because
payment was not final until the bank honored the
check, and then, as now, whether the bank honored
the check depended on the adequacy of the check
drawer’s account balance or the willingness of the
bank to allow an overdraft. This risk was manageable,
but only because checks were generally used by
prominent personages and for local payments only.

To arrange the payment of funds outside the local
banking system, one had to arrange for payment by
bill of exchange. Much like a modern traveler’s check,
a bill ordered someone in a distant location to pay a
fixed sum to a payee at that location. However, a bill
was different from a modern traveler’s check in that
it was payable only after some fixed amount of time
had passed. Bills of exchange were generally payable
in the prevalent currency of the distant location. For
a bill to work, the person who wrote the bill (the
drawer) had to arrange for someone to pay the bill at
the other end (the acceptor). This arrangement was

most easily made if the drawer had a close relation-
ship with the acceptor. For example, Renaissance
Italians established international family networks to
act as acceptors. Later, bankers used systems of
agents or correspondent banks. Once the bill had
been accepted (always indicated in writing on the
bill), it became a legally enforceable claim against the
acceptor. Or the acceptor could refuse the bill by
protesting it (and indicating so in writing on the bill)
and returning it to the drawer.

The transfer of checks, drafts, and bills of
exchange extended the opportunity to use inside
money beyond the immediate range of a deposit
bank. Remote transfer of third-party debt had a
beneficial netting effect, reducing a chain of obli-
gations to a single obligation between the original
obligor and the ultimate creditor. The benefits of
remote transfer were especially pronounced for
places that outlawed deposit banking, such as
London and Antwerp (van der Wee 1997). Instead
of checks and ledger entries, inside money in these
locales had to take the form of circulating personal
obligations.11 A key advance in promoting extensive
use of remote transfer was recognition of the legal
standing of parties who had been assigned the debt
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Another distinctive feature of negotiable instru-
ments was the idea that anyone receiving an instru-
ment by means of endorsement became a “holder in
due course.”14 Essentially this concept meant that
endorsees almost always enjoyed full creditor’s
rights, even in cases when the good that was sup-
posed to be delivered against the original obligation
was not delivered or was defective (with some
exceptions for sham transactions associated with
fraud schemes). This feature enhanced the “money-
ness” of negotiable debt by ensuring that good-faith
transfers of such debt were final, barring default of
the original obligor.

A Model of Debt Transfer

Kahn and Roberds (2001) analyze debt transfer
and circulation by endorsement in a formal

economic model in which payment by transfer of
negotiable debt results in a desirable allocation of
risks among payor, payee, and outside parties. They
consider a stylized example in which party A sup-
plies an intermediate good to merchant B, who uses
the intermediate good to produce a durable final
good, merchandise. Merchandise is delivered to
customer C in return for a promise of future pay-
ment (see Figure 1). However, C may default on the
promised repayment for one of several reasons (C
may change his mind about the value he places on
the merchandise or may be subject to an event such
as fraud). Of course, knowledge of his own propen-
sity to change his mind is C’s private information.
Knowledge of the customer’s susceptibility to fraud
risk is also private information, but the merchant
may have some better knowledge of this informa-

of a third party in payment. The London Mayor’s
Court granted such recognition in 1436, and the
concept spread to Antwerp (Munro 2000).

Even with legal recognition, the effectiveness of
remote transfers without banks was limited because
information was needed to assess the credibility of
the debt issuer (the acceptor of a bill), and such infor-
mation was often asymmetric and idiosyncratic.
Transfer created an incentive to pass on high-risk
or fraudulent debt. In 1507, Antwerp mitigated this
problem by creating a legal obligation of contingent
liability on anyone who transferred third-party debt
(van der Wee 1997, 325). According to the new rule,
when a payor paid in the debt of a third party, the
payor was also obligated to accept liability for the
debt should the original obligor (or previous trans-
ferors of the debt) be unable to settle. Contingent lia-
bility gave anyone who wanted to circulate debt a
strong incentive to screen the quality of the debt he
was attempting to circulate. In practice, the simplest
way of recording who had transferred a debt was
to have each party sign the back of the debt.12 The
institution of endorsement (transfer with contingent
liability by means of a signature) spread across Europe
and was applied to checks and bills of exchange.
Combining legal standing with transfer by endorse-
ment gave rise to the concept of a negotiable instru-
ment, essentially a freely transferable debt whose
possession automatically confers upon its holder
well-understood rights as a creditor.13 Amsterdam
became the dominant hub of international finance by
buttressing a payment system based on the exchange
of negotiable instruments with a municipal exchange
bank (Dehing and ’t Hart 1997).

F I G U R E  1

A Bill-of-Exchange Transaction

A: Flow of Goods B: Flow of Debt

Sequence of Events Sequence of Events
1. Supplier A transfers intermediate goods to 1. Merchant B issues debt to supplier A. 

merchant B. 2a.Supplier A presents B’s debt for redemption.
2. Merchant B transfers merchandise to 2b.Customer C issues debt (bill) to merchant B.

customer C (in return for bill). 2c.Merchant B transfers C’s debt to supplier A.
3. Customer C honors bill and pays supplier A. 3. Supplier A presents C’s debt for redemption.

C

B
2. Merchandise1. Intermediate

Goods

3. Payment
(Gold)

A C

B

2b. C
1. B

2a. B

2c. C

3. C
A

Transfer goods; issue and transfer debt
Present debt for redemption



12. Originally, endorsements were always made to a specific party. There were no “endorsements in blank” such as those com-
monly entered on the back of a modern check.

13. The technical definition of negotiability is somewhat involved. For a discussion, see, for example, Winn (1998). Negotiability,
while largely irrelevant for electronic payments, remains the basis for U.S. law pertaining to checks.

14. See, for example, Winn (1998) for a discussion. The notion of a holder in due course exists even in contemporary payment
law but is of limited relevance in most situations.

15. Banknotelike instruments had seen sporadic use before this time. DeRosa (2001), for example, documents the issue of
banknotes by Neapolitan public banks in the sixteenth century, although these notes generally circulated only by endorse-
ment. The focus here is on the early London banknotes as the most direct predecessors of the modern, bearer banknote. 
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tion than the supplier does. All contracts between
parties are subject to limited enforcement in the
sense that assets held by a party defaulting on an
obligation are not always attachable by creditors.

Optimal payment arrangements in this environ-
ment have two salient features. First, overly risky cus-
tomers (those who have decided they do not want
the merchandise or those too susceptible to credit
events) should not receive merchandise. Second, in
cases in which the merchandise is delivered, some
portion of the promised payments by the customer
should flow directly from the customer to the sup-
plier, bypassing the merchant. In the latter case, an
optimal allocation of risks can be implemented by a
pair of debt contracts, one from the customer to the
merchant and the other from the merchant to the
supplier, as long as the merchant can discharge his
debt by transferring the customer’s debt to the sup-
plier (see Figure 1B). In other words, the merchant
uses the customer’s debt to pay his own.

A potential problem with this type of arrangement
is “adverse selection.” That is, in cases when the
merchant deals directly with the customer and the
supplier does not, the merchant is apt to have better
information about the customer’s creditworthiness
than is the supplier. The merchant may then have an
incentive to pass on the debt of less creditworthy
or nonexistent customers to the supplier. To guard
against this temptation, the merchant must accept
contingent liability for (endorse) the customer’s debt
should the customer be unable or unwilling to pay.
For this endorsement to be meaningful, the mer-
chant himself must have sufficient wealth at stake.

The intuition behind this result is straightforward.
Payment by transfer of debt is desirable because it
short-circuits the credit chain from customer to mer-
chant to supplier, thereby limiting the possibilities
for successive defaults. Transfer, however, creates an
adverse selection problem, so adding endorsement
gives the merchant an incentive to avoid transactions
with overly risky customers.

Enter Banknotes

The combination of local deposit banking and
circulating debt via endorsement created a suc-

cessful system of inside money for the commercial
elite but left out many people. Merchants, nobles, and
others with sufficient standing could pay local obliga-
tions by means of checks drawn on a local bank, but
these checks were useless for trading at a distance.
Prominent firms could pay obligations incurred in
long-distance trade by drawing bills payable on their
overseas branches, but this option was out of the
question for smaller firms. Likewise, large players
could introduce others’ bills into circulation by
endorsing them over to their creditors, but such
players had to have sufficient wealth (and sufficient
information regarding the creditworthiness of the
acceptor) to have their endorsements valued.

Mengle (1990) describes payment by check (and,
by extension, similar negotiable instruments) as
enforcing a loss-allocation rule that obeys a least-cost
avoider principle. By requiring an endorsement with
every transfer, this rule assigns liability for credit risk
and fraud to the party presumed able to avoid such
risks at least cost—the endorser. Mengle notes that
for this type of rule to be effective, the party in ques-
tion (in this case, the endorser) must be able both
to bear the relevant risk and to undertake actions
that contain the risk. Early users of negotiable instru-
ments understood these limitations and restricted
the use of such instruments accordingly.

To serve those excluded from the endorsement
system, bankers in mid-seventeenth-century Lon-
don developed a niche product that became the
banknote.15 Deposit banks finally appeared in
London with the loosening of economic controls by
Oliver Cromwell in the 1650s. Unlike in Amsterdam,

The key innovation of the earliest banknotes
was to provide finality under circumstances in
which extant payment systems either could
not ensure final payment or could do so only
at an unacceptable cost.
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to the risk of party C. The banker has no access to
productive technology but has an income that is
verifiable by all parties. Merchant B swaps the debt
of C, seen by B’s supplier (A) as too risky, for the
bearer debt issued by banker E. All parties gain
from this transaction: A views E’s debt as trust-
worthy and is therefore willing to supply B with an
intermediate good in return for it. C is able to obtain
merchandise in return for an uncertain promise of
future repayment, and E is able to profit from his
knowledge of C’s creditworthiness and from his own
verifiable wealth.17

A key characteristic of this arrangement, vis-à-
vis earlier arrangements, was the transfer of risks in
the payment process to the banker who issued the
bearer note (though the other parties still bore the
risk that the banker’s note could be counterfeit).
Specifically, if a bearer note was issued against a bill
that was fraudulent or simply not repaid, the banker
could have borne the loss. This risk allocation could
again be described as obeying a least-cost avoider
principle, only with the role of the least-cost avoider
played by an outside party (the banker, party E)
and not by a principal in the chain of transactions
(an endorser, party B).

Bearer notes especially suited customers who
were not well known and who did not have a local
bank account but who did have an asset to offer. An
example would be an unknown foreign merchant
(or his agent) who had a bill drawn on someone
most London merchants did not know. If the banker
had an informational advantage because of his wide
network of dealings, then the banker could buy the
bill at a discount in exchange for a bearer banknote.
The merchant received a local means of payment
with finality, and the banker profited from his
expertise. Bearer banknotes were a financial inno-
vation that extended the immediacy of settlement
beyond walking distance from a banker’s ledger.

The earliest extant ledgers of a London banker,
those of Edward Backwell, confirm the modest
beginnings of banknotes. Backwell was a member of
the first cohort of goldsmiths to open deposit banks
in London sometime in the 1650s. According to his
earliest surviving ledger, in 1663 Backwell was
already a full-service deposit banker. Backwell was
a prominent banker, one who was even mentioned
in Samuel Pepys’s famous diary, because he invested
heavily in government debt and managed the tax
farm that collected the customs. He was ruined by
the government’s default in 1672. His records from
1663 through 1671 survived because his heirs mar-
ried into the Childs banking family, whose bank of
the same name still operates on Fleet Street.

private banks in London were free to develop, and
they rapidly did by offering services such as deposit
accounts, money changing, lending, discounting,
and international payments (Richards 1929, 23–24).
The system was tied together by mutual accep-
tance with bilateral clearing, and some bankers
even became key government financiers and tax
collectors (Quinn 1997). Under this system, a cus-
tomer who lacked enough personal renown to write
a check could pay with a draft drawn by a banker on
himself (somewhat analogous to a modern cashier’s
check). The practice of banks issuing drafts was a
small step from the personal pledges common to
English commercial practice.

The banker’s note could then circulate by
endorsement, but a signature added little value
because people did not need to screen the banker
within the local payment system. Since information
about default was symmetrical (between payor and
payee), the endorsement neither revealed informa-
tion nor reduced any moral hazard. The benefit of
an endorsement to the endorsee was essentially the
same as the cost of the contingent liability to the
endorser, so the situation had no least-cost avoider.
Moreover, if carrying out the legal claims created by
the contingent liability created unrecoverable costs
such as time and legal fees, then endorsement could
even become undesirable. The alternative was to
allow for transfer without endorsement by making
the banker’s note payable to bearer. The combina-
tion of a banker’s draft with the payable-to-bearer
feature effectively achieved finality without having
to wait for a draft to return for settlement by the
issuing banker. Customers who needed bank-issued
debt for payment purposes could easily prefer the
bearer form, and this form of transfer created no
additional cost for the banker.16

In the context of the Kahn-Roberds model, issue
of one of these early banknotes can be interpreted
as a sort of debt swap (see Figure 2). The earlier
example is augmented by the addition of an agent
known as the banker, who is informed with respect

Combining legal standing with transfer by
endorsement gave rise to the concept of a
negotiable instrument, essentially a freely
transferable debt whose possession automati-
cally confers upon its holder well-understood
rights as a creditor.



16. The bearer feature of such debt left no record of transactions. But the absence of such a record did not really place addi-
tional limits on the recourse of parties using such debt against seller-side fraud relative to the use of instruments that were
payable to order. In the latter case, a seller would have been a holder in due course and fully entitled to enforce the debt
against the original obligor (the banker).

17. The banker could also simply pay coin for C’s debt. But to do so would entail an opportunity cost, namely, the cost of liqui-
dating another asset in order to obtain the coin.

18. See Royal Bank of Scotland, Backwell’s Ledger. For bearer notes, see Ledger Q, folio 274; Ledger R, folio 296; Ledger S,
folio 335; and Ledger T, folio 83. For interest, see Ledger Q, folios 111, 421, 481, 521, 612, 621, 631–35; Ledger R, folios
121, 421, 599, 601–9; Ledger S, folios 141, 421, 582, 612, 630–38; and Ledger T, folios 61, 321, 451, 591, 612–21.
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In 1668 Backwell began a small business issuing
bearer notes separate from any demand account
(Royal Bank of Scotland, Backwell’s Ledger Q, folio
274). Depositors with Backwell may have been
accepting bearer notes even earlier; unfortunately,
the ledgers do not explain how depositors withdrew
their funds. The “bearer” account, however, explic-
itly records the creation of bearer banknotes out-
side of a deposit account. From 1668 to 1671 he
issued sixteen such bearer notes with an average
value of £174, a tiny sum given the size of his bank.
Over the same period, for example, Backwell paid
customers a total of £75,000 in interest alone.18

The banknotes circulated for only a few days. The
exception was one experimental note, which circu-
lated for ninety-two days, but this situation was
made possible only by offering a 6.5 percent annual

interest rate on the note. Available evidence thus
suggests that the issuance of banknotes began as a
side business. The profitability of the notes lay not
in their circulation but most likely in their ability to
“credit enhance” other forms of debt, that is, to be
accepted in exchange for discounted debt drawn on
other parties.

The banknote, however, was a scalable product.
The prerequisites were recognized standing in the
local community, an ability to assume the credit risk
associated with discounting debt, and a well-
informed position in the asset market. In 1694, just
twenty-five years after Backwell’s experimentation,
the newly founded Bank of England was purchasing
assets with banknotes on a massive scale. The Bank
of England was a chartered joint-stock company
with a subscription of £1.2 million. It had only a tiny

F I G U R E  2

A Banknote Transaction

A: Flow of Goods B: Flow of Debt

Sequence of Events Sequence of Events
1. Supplier A transfers intermediate goods to 1. Merchant B issues debt to supplier A.

merchant B. 2a.Supplier A presents B’s debt for redemption.
2. Merchant B transfers merchandise to customer C 2b.Customer C issues debt (bill) to merchant B.

in return for C’s debt, which is transferred to banker E. 2c.Merchant B transfers C’s debt to banker E.
3. Customer C pays debt to banker E. 2d.Banknote issued by banker E to merchant B.
4. Banker E pays debt to supplier A. 2e.Merchant B discharges debt to supplier A 

by transferring banknote.
Note: Events 3 and 4 may occur in reverse order. 3. Banker E presents customer C’s debt for 

redemption.
4. Supplier A presents E’s banknote.

C

B

E

2. Merchandise

3. Payment4. Payment

E

3. C4. E

1. Intermediate
Goods

A C

B

2b. C
1. B

2a. B

2e. E

2c. C 2d. EA

Transfer goods; issue and transfer debt
Present debt for redemption
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with the Bank of Scotland in 1695 (Checkland 1975,
23–90; White 1984, 22–34). In the following century,
discounting of bills of exchange with banknotes
became the dominant means of finance for English
banks outside of London (Pressnell 1956, 136–89).
Banknote finance also dominated U.S. banks until
the Civil War.20

Not all early, large-scale note issues were success-
ful, and the issue of banknotes contributed directly
to the famous twin financial debacles of 1720: the
Mississippi Bubble in France and the South Sea
Bubble in London. In both cases, banknotes were
issued well beyond the value of government debt
that the issuers actually held (Neal 1991, 62–117).
The collapse of the Mississippi Bubble soured the
French on note-issue banking for the remainder of
the Old Regime. The collapse of the South Sea
Company in London left the Bank of England the
only corporate bank in England for over a century.21

Nor did bearer notes ever completely supplant
coin, especially for small-value transactions. Bank-
notes were originally conceived as wholesale or
business-to-business products, and this was their
predominant use throughout their early history.
Banknotes were typically issued in large denomina-
tions only. Small-denomination bearer notes were
legally prohibited on the grounds that they were
subject to moral hazard problems (Smith [1776]
1994, 351–52) or, worse, a potential hazard to the
maintenance of a precious-metal standard.22

To summarize, bearer banknotes were an inno-
vation in the payment system that began by serving
a very small niche market. The initial advantage of
banknotes was their ability to provide payment final-
ity in situations in which existing payment institu-
tions could not efficiently do so. The Bank of England
was able to scale up this idea by pairing the public’s
liquidity demand with the government’s consider-
able financing needs. The resulting arrangement
went on to redefine the notion of money and to rev-
olutionize government finance.

On-Line Payments

The Internet has accelerated the demand for
inside money payments that do not involve

face-to-face contact. Of the traditional payment
technologies, credit cards have been the payment
mode of choice for on-line transactions.23 However,
as noted earlier in this article, the finality of card-
based payments over the Internet is rather less than
in face-to-face transactions. While card issuers bear
some of the credit risk associated with on-line
transactions, on-line merchants bear most of the
fraud risk.

deposit business, yet by 1696 the Bank of England
had issued £800,000 in banknotes (Horsefield 1983,
24). Unlike the earliest banknotes, which were most
likely issued against commercial bills of exchange, the
Bank of England’s notes were used to acquire large
amounts of government debt. The Bank of England
did discount bills of exchange, but discounted bills
were never a major asset on the Bank of England’s
balance sheet until the Napoleonic Wars, a century
after the bank’s founding.

The issue of such an outsized quantity of notes
was essentially a solution to a chicken-and-egg
problem. In contrast to earlier banknotes, Bank of
England notes commonly remained in circulation

even when they bore no interest. There was a net-
work effect present in large-scale note issue in the
sense that the liquidity of the notes (the willingness
of counterparties to accept the notes as payment)
grew as they became more widely held. The prof-
itability of the notes grew as their liquidity increased
because people were willing to hold the notes for
their liquidity value and less likely to present them
for redemption. Thus, a large-scale issue was needed
for the notes’ liquidity while liquidity was required
to sustain large-scale issue. To benefit from these
network effects, the Bank of England needed to
execute a sizable initial swap of notes for debt. The
government, with its large financing needs, provided
an ideal counterparty for such a swap.19

By issuing bearer notes in such large quantity, the
Bank of England also effected a qualitative change
in the character of the notes. Rather than functioning
as credit-enhanced versions of other, unmarketable
obligations, banknotes were seen as general claims
backed by the assets of the bank, which by and
large consisted of government securities. Bearer
notes were thus transformed from a niche product
to a viable competitor for coin and bills as a medium
of exchange.

The issue of banknotes became common practice
in Anglo-American banking. Scotland established a
system of corporate, note-issuing banks beginning

The initial advantage of banknotes was their
ability to provide payment finality in situations
in which existing payment institutions could
not efficiently do so.



19. In principle, the Bank of England could have bought the debt of parties other than the government. But the government, as
the largest potential debtor, was arguably the best choice for an initial issue of notes.

20. See Bodenhorn (2000). New England was an exception; see Lameroux (1994).
21. At the time, incorporation of a bank required an act of Parliament. The reluctance of Parliament to allow the incorporation of

additional banks was no doubt in part motivated by the efficiency of the Bank of England as an engine of government finance.
22. See, for example, Timberlake’s (1978) discussion of small-denomination banknotes in the late-nineteenth-century United States.
23. A survey cited in The Economist (2001) puts credit cards’ share of on-line transactions at 95 percent.
24. Throughout this section the term “on-line merchant” may refer to anyone selling, or wishing to sell, a good or service over

the Internet.
25. These parties might include the merchant’s bank, a “merchant acquirer” that processes the payment, a credit card company that

sets the rules for clearing and settlement of card payments, and the institution that issued the card used to make the payment.
26. In other words, for expositional purposes, assume that the merchant is dealing with a zaibatsu that provides him with supplies,

trade credit, and card payment services.
27. This phenomenon is especially prevalent with on-line gambling and adult entertainment services, where it goes by the name

of “friendly fraud.”
28. Of course, the merchant also has the option of simply not shipping the good until the payment becomes final. For example,

an on-line merchant may demand a check payment and wait until the check arrives and clears before shipping merchandise.
But this practice may result in a costly and unacceptable delay.

29. Recently a number of firms have begun to offer fraud-detection services for on-line retailers; see, for example, Richmond
(2003). These services have no doubt decreased the cost of detecting on-line frauds, but their cost may still be too high for
some low-volume on-line merchants.
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The lack of finality in card-based on-line trans-
actions places today’s on-line merchants in a posi-
tion somewhat comparable to that of merchants
doing business in early modern Europe.24 As was
the case with the early merchants, today’s on-line
merchants often have little choice but to accept
risky debt in payment. When a customer offers
on-line payment via a credit card, the merchant can
receive value for that payment only by negotiation
and endorsement (in the sense of transferal with
acceptance of conditional liability) of the customer’s
debt to other parties involved in the clearing of
credit card payments.25

To place the on-line merchants’ situation in the
context of the model depicted in Figure 1, let B
represent a merchant doing business on-line with a
customer, C. Party A represents an amalgam of
upstream parties with whom the merchant must
deal in order to do business, including suppliers,
merchant acquirers, card associations, and card
issuers.26 In taking an on-line card-based payment,
the merchant is in effect taking the debt of the
cardholder with the expectation that it can be
transferred for value. Current rules concerning
chargebacks limit the finality of such transfers,
however, and require that the merchant be willing
to accept liability for chargebacks. While the mer-
chant is nominally protected from credit risk, there
is still some risk of a chargeback if a cardholder
simply withholds payment, claiming to be a victim
of fraud.27 And, the merchant bears the loss if fraud
actually occurs.28

Admittedly, even at this level of abstraction the
analogy between the circulation of negotiable debt

and the processing of on-line card payments is an
imperfect one. The clearing of card payments dif-
fers from true negotiation in the sense that an on-
line merchant can receive value only through a
prespecified clearing process and is not free to
transfer receipts to any third party she may choose.
Also, consumer protection clauses of the Truth in
Lending Act keep upstream parties in the clearing
process (most notably, the card issuer) from acting
as holders in due course of the consumer’s debt,
that is, enforcing the debt in cases of fraudulent
or disputed transactions. Nonetheless, the most
characteristic feature of transactions with nego-
tiable instruments—the allocation of credit or fraud
risk to the merchant—is shared by on-line trans-
actions using credit cards.

As was the case with the endorsement of circu-
lating bills of exchange, this risk allocation can be
defended as a reasonable trade-off between the
merchants’ need for an on-line payment medium and
the credit card issuers’ need to contain the risks
associated with on-line transactions. According to
the least-cost avoider principle, such an allocation
makes sense as long as (1) the merchant has some
informational advantage over upstream parties in
dealing with her customers and (2) the merchant
has sufficient wealth at stake to make her endorse-
ment of the customers’ debt a meaningful action.
These two requirements may be reasonable ones
for large on-line retailers but are less likely to be
valid for smaller businesses or individuals.29 And in
some instances—for example, in international
transactions—even large retailers are reluctant to
accept on-line credit card payments.
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fers may be reversed in cases of fraud, or, for credit
cards, in cases in which the cardholder authorized
the transaction but claims the goods delivered were
nonexistent or otherwise defective. The losses from
these chargebacks must then be shared between
the merchant and PayPal. Unless there is a prior
agreement with the merchant (one such agreement
is described below), PayPal must attempt to recover
the loss from the merchant. Second, according to its
IPO filing, PayPal considers transfers on its own
books as subject to the Electronic Funds Transfer
Act and Regulation E. Under these rules, the liability
of account holders is limited in cases of unauthorized
transactions, and such limitations can lead to rever-
sals of funds transfers and attempts to recover losses
from the payee (merchant).

However, PayPal does provide some assurances
of payment finality in cases in which a transaction is
covered by its seller-protection policy. Among the
requirements are the following:

• The seller has been verified as legitimate.
• Goods are shipped to a verified buyer’s address.
• The seller can provide proof that the goods in

question have been shipped (intangible goods are
therefore not eligible).

• Only one payment has been accepted for the
goods in question.

• The goods are shipped to a U.S. buyer at a U.S.
address.

If these conditions are met, PayPal assumes risk from
unauthorized and false claims of nonshipment of up
to $5,000 per year in return for a small fixed fee
plus a percentage of each transaction.

Formally, this type of transaction can be thought
of as involving the debt swap depicted in Figure 2.
The on-line merchant, B, trades the risky obligation
of the buyer, C, for the less risky obligation issued
by an on-line currency provider, E. The on-line cur-
rency provider benefits by charging the merchant a
fee on (in other words, by discounting) the transac-
tion but also ends up bearing a good portion of the
fraud risk. Hence, for this arrangement to work, the
provider must have sufficiently good information on
the legitimacy of the buyer.

Do on-line currency providers have access to such
information? In the case of PayPal, fraud-loss figures
reported in connection with its IPO filing (U.S.
Securities and Exchange Commission 2001, 26) indi-
cate that such losses amounted to 0.87 percent of
total payment volume in the year 2000 and 0.41 per-
cent of payment volume in the first six months of
2001. These figures compare unfavorably with fraud

The existence of would-be on-line purveyors who
are unwilling or unable to accept the risks associated
with card-based on-line payment has created a
demand for alternative payment arrangements. This
need has been especially strong for on-line auction
sites, where many of the merchants are either house-
holds or low-volume retailers. A number of business
models have attempted to fill this on-line payment
niche.30 To date, the most successful has been the “on-
line currency” arrangement, which offers payment by
on-line transfer of a debt claim on a private party. The
remainder of this section focuses on the design of the
most widely used on-line currency, PayPal, bearing
in mind that some of its features might be shared by
other on-line currency arrangements.31

PayPal works much like an early deposit bank.32

Deposits are made by transfer of funds to PayPal
either by credit card or through electronic funds
transfer (debit of the depositor’s bank account
through the automated clearinghouse [ACH]). Any
PayPal account holder can transfer funds to anyone
with an e-mail address: both transacting parties are in
effect electronically brought to PayPal, and the trans-
fer is made in banco. A payer (who has deposited suf-
ficient funds in his account or who has a sufficient line
of credit with his credit card company) initiates a pay-
ment by visiting the PayPal Web site and typing in the
name and address of the payee. The payee receives
an e-mail informing him of the payment and has sev-
eral methods by which he can access the transferred
funds. These include (1) circulation, meaning use
of the funds received to make additional on-line
payments; (2) transfer of funds to the payee’s bank
account via an ACH credit transfer or by check; or
(3) access through an automated teller machine
debit card (issued by a bank affiliated with PayPal).

The finality of the on-line transfers is not auto-
matic. First, since deposits to an on-line account are
payments made by credit card or through electronic
funds transfer (ACH debit), the finality of these
transfers falls under the relevant laws and regula-
tions for such transfers.33 Accordingly, these trans-

The most characteristic feature of transactions
with negotiable instruments—the allocation of
credit or fraud risk to the merchant—is shared
by on-line transactions using credit cards.



30. Kuttner and McAndrews (2001) and Schreft (2002) survey various modes of on-line payment.
31. PayPal, which was launched in 1999, was recently (October 2002) acquired by the on-line auction company eBay. Basic

information on PayPal is available from the prospectus filed for its initial public offering (IPO) (U.S. Securities and Exchange
Commission 2001) and from its Web site, www.paypal.com.

32. As of this writing, however, PayPal does not offer traditional checking accounts and is not legally recognized as a bank.
PayPal is considered a “money transmitter” under the laws of many states.

33. These laws and regulations include but are not necessarily limited to the Truth in Lending Act/Federal Reserve Regulation Z
for credit card payments and the Electronic Funds Transfer Act/Federal Reserve Regulation E for funds transfers.

34. PayPal has applied for a patent on this procedure, but, in the meantime, other providers of on-line payment services may be
using it.

35. See, for example, Sapsford and Beckett (2001) or Slatalla (2001). Wingfield and Sapsford (2002) report that 70 percent of
electronic transactions over eBay are PayPal transactions.

36. This view is consistent with press reports concerning the hazards confronting small businesses or households selling on-line.
See, for example, Richmond (2003).
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rates for traditional payment systems (0.2 percent or
less) but are reasonably close to reported figures for
on-line credit card fraud (which range from about
0.5 percent to higher than 2 percent). According
to press reports (for example, Stone 2001), PayPal’s
user-verification procedure has been instrumental in
containing fraud. This procedure involves depositing
small, random amounts of funds in each user’s bank
account and requiring the user to correctly report
the amounts deposited.34

Numerous articles in the popular and trade press
have documented that on-line currency arrange-
ments have become extremely popular for certain
types of on-line payments, most notably for on-line
auction sites such as eBay.35 For such transactions,
the appeal of on-line currencies is understandable,
particularly in cases where a finality guarantee is
provided. In effect, such a system offers a seller in
on-line auctions the same “insurance” service that
Edward Backwell offered merchants in seventeenth-
century London. That is, the idea behind on-line
currency provision is to profit from swapping payor
obligations for the obligations of the currency
provider—in other words, from guaranteeing the
transfer of discounted buyers’ claims to sellers.

As was the case with early banknotes, the rev-
enue stream from providing an on-line currency is
principally derived from discounting—from trans-
actions fees—rather than from collecting interest on
funds circulating as on-line balances. For example,
in the second quarter of 2001, PayPal had revenues
of $19.9 million, with $18.6 million, or 94 percent,
derived from transactions fees. In other words, there
is little evidence so far that people are using on-line
currencies for any purpose other than one-time, on-
line purchases.

Caveats

The discussion above has laid out one possible
explanation for the popularity of on-line cur-

rencies—their ability to provide finality in on-line
transactions. Kuttner and McAndrews (2001) and
Schreft (2002) lay out some alternative explana-
tions for the popularity of on-line currency payments.
First among these is convenience. Since payments
can be made by e-mail, there is no need for a house-
hold or very low-volume merchant to set up a mer-
chant account to receive on-line currency payments.
For higher-volume merchants, however, the opposite
consideration may hold true; that is, the merchant
may prefer to consolidate all on-line payments
through a single payment processor, usually a firm
that processes credit card payments.

Price may be another significant factor behind
the use of on-line currencies. To date, on-line cur-
rency payments have typically been free (or close
to it) for individuals and merchants with low
transaction volumes. For these people, accepting
on-line currency payments is simply cheaper than
accepting credit card payments. For slightly higher
transaction volumes, however, transaction fees are
charged, and published merchant per-transaction
fees for PayPal are roughly comparable to those
posted for on-line credit card payments. This detail
suggests that other factors determine merchants’
decisions about which types of payments to
accept. These factors could include the effort and
expense of maintaining a merchant account for
receiving credit card payments. But for many low-
volume merchants, finality considerations may be
the most important factor: For small operations,
just a few significant losses due to on-line fraud
could easily negate the benefits of a lower trans-
action fee.36

While the finality rationale for the provision of
on-line currencies closely mimics that of the earliest
banknotes, some marked differences in the function
and implementation of the two sets of arrange-
ments are also apparent. Chief among these differ-
ences is that, to date, on-line currencies have been
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On-Line Currencies: Prospects

What is the future of on-line currencies?
Certainly the on-line currency business model

has achieved a measure of success in its role as pay-
ment provider for on-line person-to-person and
consumer-to-small-business transactions. But even
within this niche, on-line currency providers face
competition from other payment technologies. An
important question is whether on-line currencies
will be supplanted by these other technologies in
person-to-person applications.

One source of competition is bank-affiliated
on-line payment systems such as c2it (operated by
Citibank). These bank-sponsored systems essentially
function as facilitators for traditional payment sys-
tems, allowing on-line buyers to send funds either by
credit card or ACH debit to on-line sellers. While the
bank-sponsored systems do not offer finality guar-
antees (beyond the guarantees of the underlying
payment mechanism), their affiliation with banks
confers some potentially important advantages in the
provision of payment services. These advantages
include automatic access to existing payment and
settlement systems, extensive information on the
banks’ own customers, a widespread physical infra-
structure, and a wealth of human capital in managing
risks associated with small-value payments. And
since banks are regulated institutions, consumers
may feel that payment services associated with
banks are safer and more likely to be cooperative in
resolving disputes even if the full extent of the
safety net of bank regulation may not extend to
banks’ associated on-line payment systems.

Credit card companies are also trying to lower
fraud risk in on-line payments, for example, by
making use of software that generates credit card
numbers that can be used for only a single on-line
purchase. Credit card holders can use one of these
single-use card numbers without having to reveal the
number of their physical credit card, thereby lessen-
ing the chance that their card number will be put to
fraudulent use. More recently, credit card companies
have introduced on-line authentication systems (see,
for example, Punch 2002) in an attempt to control
on-line fraud. Merchants who use these systems
require would-be on-line purchasers to first obtain
a unique password from their credit card company.
The purchaser must then enter the password before
using his credit card to make the on-line purchase.
The use of these systems and other technological
improvements in credit card payments may eventu-
ally result in more widespread acceptance of credit
cards by low-volume on-line retailers and hence less
demand for payment by on-line currency.

used primarily for relatively small-value transac-
tions.37 The cost of managing the risks associated
with these transactions is high relative to the value
of payments transferred, and whether these costs
can be kept within reasonable limits over the longer
haul is an open question. On-line currency providers
have moved aggressively to contain fraud risk—by
implementing the verification procedures described
above, by placing limits on transaction balances,
employing pattern-recognition programs to detect
fraud, and freezing accounts suspected of fraudu-
lent activity. Such aggressive strategies can easily
backfire, however, by undermining confidence in
the very service that the currency providers are
attempting to sell—that is, payment finality.

A related issue is the degree of finality that is
appropriate for small-value on-line transactions.
Payment finality insulates the seller from the risk of
fraud on the buyer side but also creates an incentive
for the seller to provide substandard merchandise or
simply no merchandise at all. Compared to the whole-
sale payment environment that spawned the first
banknotes (where one might reasonably expect all
parties to have been well informed about the risks
involved and reasonably capable of bearing these
risks), in an on-line environment, providing buyers
with some degree of recourse or insurance against
fraudulent sales may be desirable for transactions
involving consumers. At least one on-line currency
provider (PayPal) insures buyers to a limited extent
against fraud, but such insurance is again likely to
raise the cost of providing the on-line currency.

Another fundamental distinction between the
on-line currencies and the early banknotes is that,
thus far, on-line currencies have been provided by
stand-alone enterprises only tangentially connected
to mainstream banking and payment industries. No
bank, card association, or other payment-card
issuer has offered an on-line currency up to now.
On-line currency providers have thus been unable
to take advantage of potential economies of scope
in managing information about their customers.38

The need to conduct transactions with
strangers over the Internet has created a
demand for new payment technologies, as did
the need to conduct transactions over distance
with strangers three hundred years ago.



37. For the second quarter of 2001, PayPal reported that 85 percent of its transactions were below $1,000 and that the average
transaction value was about $50. See U.S. Securities and Exchange Commission (2001, 1).

38. However, the on-line verification system used by PayPal and some other on-line payment providers (discussed above) does
in effect free ride on information gathered by banks concerning their customers.

13Federal Reserve Bank of Atlanta E C O N O M I C  R E V I E W  Second Quarter 2003

A more fundamental question, and one even more
difficult to answer, is whether on-line currencies will
break out of the on-line person-to-person niche and
become a widely accepted substitute for more tradi-
tional forms of payment such as checks and currency.
The volume of payments made through on-line pay-
ment providers remains relatively small, probably
below 500,000 per day according to Kuttner and
McAndrews (2001), as compared to more than 200
million payments made daily through traditional pay-
ment instruments. Just as users of early banknotes
did, on-line currency issuers face a chicken-and-egg
problem: liquidity (and hence profitability from
circulation) is linked to the scale of the currency
issue, and, conversely, the scale is linked to liquidity.
No doubt the demand for on-line currencies has been
limited by the inconvenience of converting tradi-
tional forms of inside money (bank deposits) to an
on-line currency and vice versa. Demand for on-line
currencies could be enhanced if people could receive

an on-line currency payment with the expectation
that the currency could be passed on without having
to convert it into traditional bank money. To date, no
on-line currency provider has been successful in
creating such an expectation.

Conclusion

This article has argued that there are certain par-
allels between the current on-line payment

environment, which led to the development of on-
line currencies, and the physical payment environ-
ment of roughly three hundred years ago, which led
to the debut of banknotes. These parallels are sum-
marized in the table.

The first parallel is in the emergence of a
demand for new payment technologies. The need to
conduct transactions with strangers over the Internet
has created such a demand, as did the need to con-
duct transactions over distance with strangers three
hundred years ago. In response to this demand,

Problem: Arranging transactions
between strangers

Solution: Third-party instruments
(merchant transfers the debt of a
customer to pay off existing debt)

Problem: Adverse selection (“lemons”)
problem of low-quality payments 
driving out high-quality payments

Solution: Merchant signals quality of
debt by accepting contingent liability

Problem: Contingent liability
excludes some merchants 

Solution: Third-party supply of liability

Opportunity: Expand innovation
beyond niche market

Circa 1700

Transactions must be made over
distance

Bills of exchange (merchant trans-
fers the debt of a customer by
“drawing a bill” on him)

Bills are forged or drawn on poor
credits

A merchant must endorse a bill
before transferring it

The value of an endorsement
depends on reputation and collateral

A London goldsmith discounts a bill
of exchange and in return issues a
bearer note or banknote

Bank of England buys a large issue
of government debt and issues
many banknotes; these come into
general circulation

Circa 2000

Transactions must be made over the
Internet

Credit cards (merchant transfers a
consumer’s credit card payment)

Credit card fraud

A merchant must accept chargeback
liability for on-line credit card payments

The cost of chargeback liability is too
high for some low-volume merchants 

An on-line currency issuer accepts a
credit card payment and creates a
claim that can be transferred on-line

?

T A B L E  

Parallels in the Development of Banknotes and On-Line Currencies
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allocates much of the buyer-side fraud risk to an
outside party—on-line currency providers now,
goldsmith issuers of banknotes then.

Despite these evident parallels, we would stop
short of calling on-line currencies “virtual bank-
notes,” at least for the time being. This hesitance
exists because the final step in on-line currencies’
“monetization”—widespread acceptance as a circu-
lating medium of exchange—has yet to occur. It
remains to be seen whether an on-line currency
issuer will overcome the financial and technical, not
to mention legal and regulatory, hurdles associated
with scaling up its on-line currency into a viable
competitor to traditional payment media. Whether
such a feat—comparable to the Bank of England’s
initial banknote issue—is possible in today’s world
is, at best, debatable. But if monetary history is any
guide, the resulting payoff would be large.

payment providers in both cases established new
payment technologies—on-line credit card payments
now and negotiable bills then.

The second parallel is in the problem of adverse
selection in these new types of payments, particu-
larly over the risk of fraud on the buyer side of the
transactions. The solution, in both the current and
historical cases, has been to provide limited finality
and concentrate fraud risk on sellers (through credit
card chargebacks now and endorsement then) who
accept payments that use the new types of pay-
ment technologies.

The third parallel derives from the fact that this
last risk allocation is not always the most desirable
one for all transactions. Households and low-volume
merchants in particular may be unable or unwilling
to bear the risk of buyer-side fraud. The solution has
been to create a new type of payment technology that
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E
valuating the accuracy of economic fore-
casts is critical if they are to be used in
decision making. When a single variable
is being forecast by a model with several
independent variables, accuracy is typi-
cally evaluated using mean square error,

mean absolute error, or some similar criterion. When
a set of variables is being projected in a simultane-
ous equation setting, researchers still typically assess
forecast accuracy for each dependent variable in the
system separately. Though this practice is accept-
able as a first pass, it ignores three important aspects
of the accuracy assessment process. First, using
univariate comparisons to forecast a joint system
fails to consider possible correlations in the forecast
errors, which might bias the assessment. Second,
univariate approaches may not be able to rank fore-
casters uniquely in terms of their overall performance
because one forecaster may perform better on one
variable while others may perform better on other
variables. This consideration is important because
these forecasters are projecting a set of economic
variables, which should be internally consistent.
Being off on several key dimensions but right on
one variable provides some indications about the
overall quality of the forecast. Finally, while currently
employed statistical comparisons reveal how well
models or forecasters may perform on average, they
do not help to evaluate and compare particular point
forecasts at given times.

Using the methodology developed in Eisenbeis,
Waggoner, and Zha (2002), which addresses each
of the problems mentioned previously, this article
explores and compares the economic forecasts in
the Blue Chip Economic Indicators Survey. These
data are particularly well suited for the problem at
hand. The survey has been published monthly since
1977 and contains forecasts of many macroeconomic
variables over a relatively long time span. Although
variables have been added or dropped, a substantial
number have been present since the survey’s incep-
tion. The forecasters are a mix of economists from
major investment banks, corporations, consulting
firms, and academic institutions. On average, the sur-
vey contains fifty forecasts each month, and many
of the forecasters have participated in the survey
for several years. The survey thus provides a useful
set of forecasts to explore the methodologies and to
investigate several aspects of forecast performance
over time. 

The article also examines whether several key
assumptions underlying the measures advocated
in Eisenbeis, Waggoner, and Zha (2002) hold; the
results show that these assumptions are satisfied
for the Blue Chip data set, at least for longer hori-
zon forecasts. The analysis shows that the Blue
Chip Consensus Forecast, which is the average of
the individual forecasts, performs better than any
individual forecaster although several forecasters
performed almost as well as the consensus. This
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(1) (y – ŷ)2/σ2,

has a chi-square distribution with one degree of
freedom.2 With the aid of a chi-square table, one
could look up the probability of observing a normal-
ized squared error even larger than the given one.
This theoretical probability, converted to a percent-
age, is the score of a forecast as defined in Eisenbeis,
Waggoner, and Zha (2002). Under the assumption of
normality, over time the forecast scores would vary
uniformly between 0 and 100.3 This assumption does
not mean that the scores of each forecaster would
vary uniformly between 0 and 100. A superior fore-
caster might have scores concentrated in the upper
end of this range while an inferior forecaster’s scores
might lie mostly in the lower end.

To evaluate multivariate forecasts, one simply
uses the multivariate generalization of the univari-
ate normal distribution. (See the box on page 20 for a
discussion of the multivariate normal distribution.)
Suppose that y is a vector of economic variables to
be forecast. For the sake of illustration, suppose
that y consists of only two variables: GDP and the
consumer price index (CPI). If ŷ is a forecast vector
of the two variables, then the forecast error is the
vector of the difference between forecast and real-
ized GDP and forecast and realized CPI, denoted by
(y – ŷ). If the forecast error has a multivariate nor-
mal distribution with mean 0 and variance Ω, then
the analog of (1) is

(2) (y – ŷ)′Ω–1(y – ŷ),

which has a chi-square distribution with degrees
of freedom equal to the number of variables.4 The
score of a forecast is defined as the probability, in
percentage terms, of observing a normalized squared
error even larger than the given one.

The normalized squared error given by equation
(1) or (2) is a special case of the more general notion
of a loss function. A loss function is simply a map-
ping of the forecast errors to non-negative numbers
and is interpreted as the loss, economic or otherwise,
resulting from making a particular error. If the dis-
tribution of the loss function applied to the forecast
errors were known, then the score of a forecast could
be defined as the probability of observing a loss
even greater than the loss associated with the given
forecast error. This approach is used in Eisenbeis,
Waggoner, and Zha (2002). 

Loss functions can also be used to rank forecasts.
The rank and the score of a forecast are similar in
the sense that over time the two measures will be uni-
formly distributed over some interval; if a forecaster

finding indicates that averaging the forecasts across
many forecasters removes some of the noise in each
individual forecast. This finding also has implications
for combining forecasts from different econometric
models, a practice that has been extensively explored
in the literature (Bates and Granger 1969; Newbold
and Granger 1974; Clemen 1989; de Menezes, Bunn,
and Taylor 2000).

The discussion first outlines the methodology used
in Eisenbeis, Waggoner, and Zha (2002) and details
the Blue Chip data and the benchmark data used to
evaluate the forecasts. The article then describes the
empirical results and provides some conclusions.

Methodology

There are many different ways to assess the accu-
racy of forecasts. Ultimately, determining which

forecast is best depends on the use to which it will
be put. If accuracy in forecasting output is more
important than accuracy in forecasting inflation,
then one will want to use forecasts that deliver
accurate measures of output relative to inflation.
The purpose of this article is to evaluate and com-
pare the general accuracy of a set of multivariate
forecasts over time. The methodology in its basic
form penalizes errors on easy-to-forecast dimensions
more than errors on hard-to-forecast dimensions and
considers correlations among the forecast errors.1

Following Eisenbeis, Waggoner, and Zha (2002), this
study uses a composite score based on the standard
theory of probability and statistics. This score can be
used to compare forecasts even if the number of vari-
ables being forecast, or their definitions, changes
over time. Finally, the method has the advantage
of reducing forecast performance assessment to a
single number with an easy interpretation.

In one dimension, the squared error is a standard
choice to evaluate and compare forecasts. For exam-
ple, if y is gross domestic product (GDP) growth
and ŷ is a forecast of y, then (y – ŷ) is the forecast
error and (y – ŷ)2 is the squared error. If the fore-
cast error is normal with mean zero and variance σ2,
then the normalized squared error,

The rank and the score of a forecast are
similar in the sense that over time the two
measures will be uniformly distributed over
some interval.



1. The methodology could easily be generalized to consider the costs of different types of errors.
2. Information about and tables for the chi-square distribution can be found in any elementary statistics text. It is important to

note that this definition depends heavily on the assumption of normality of the forecast error. In practice, the forecast error
is not exactly normal but is close enough so that this is not an extreme assumption.

3. If x is a normalized squared error and s is its associated score, then the probability of observing a score less than s is equal
to the probability of observing a normalized squared error greater than x, which, from the definition of the score, is s/100.
Thus, the probability of observing a score in any subinterval of (0, 100) is proportional to the length of the subinterval. This
proportionality is the defining feature of the uniform distribution.

4. Here, (y –y)′ is a row vector, Ω–1 is the matrix inverse of Ω, and (y – ŷ) is a column vector. The product (y – ŷ)′Ω–1(y – ŷ) is
matrix multiplication and results in a single number.

5. In this case, the hypothetical best forecast is also known as the conditional mean of the variables being forecast. The condi-
tional mean minimizes the expected score.

6. Using the language of Blue Chip, the consensus forecast is considered to be the mean, or average, forecast.
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has superior (or inferior) skill, then the measures for
that forecaster will be skewed toward one end of the
interval. The difference between these measures is
that the rank is always relative to the other forecasters
in the group while the score is in absolute terms. If the
realized value of the forecast variables is far from the
average forecast, then most of the scores will be low
while the ranks will always be distributed between 1
and the number of forecasters. Both measures are
useful, and both will be reported in this article.

In some contexts there is an obvious candidate
for the loss function, but in general there is often no
canonical choice. The loss functions given by equa-
tions (1) and (2) are called quadratic loss functions
and have often been used in the forecasting litera-
ture. In univariate models, the choice of σ will have
no effect on the forecasts’ ranking. However, in multi-
variate models different choices of Ω will induce
different rankings. The matrix Ω determines, among
other things, the relative importance of the forecast
errors of the individual variables. Assigning different
weights to these forecast errors could produce dif-
ferent ranks. This analysis uses assumptions about
the distributions of the forecast errors to inform the

choice of Ω. Errors in forecasting easy-to-forecast
variables are penalized more than errors in forecast-
ing hard-to-forecast variables.

The forecast error variance can be divided into
two segments—error variance attributed to unpre-
dictable events and error variance caused by using
imperfect forecasting models, also known as model
uncertainty. Even if a forecaster had access to all
available information at a given time and had per-
fect foresight in combining this information to make
a forecast, the forecast usually would not be equal
to the observed values. Unpredictable events occur-
ring after the forecast has been made ensure that
no forecast of economic variables can always be
exact. The variance of this hypothetical best fore-
cast relative to the realized value is denoted by ΩH.5

The consensus forecast can be used to approximate
the hypothetical best forecast.6

In practice, a forecaster does not have access to all
available information or perfect foresight in using infor-
mation to make forecasts. Thus, an actual forecast will
vary from this hypothetical best forecast. This variance
is denoted by ΩF. Figure 1 compares the joint forecasts
of GDP and the CPI for two arbitrarily chosen periods.
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Aunivariate normal distribution is character-
ized by two numbers, the mean and the vari-

ance. The mean centers the distribution, and
the variance determines the dispersion. A multi-
variate normal distribution is also characterized
by its mean and variance, but the mean is a vector
and the variance is a matrix. The figure shows
a sample of 200 points from a two-dimensional
normal distribution. The mean of this distribution
is (1, 2), and the variance is 

Each coordinate of a multivariate normal dis-
tribution will have a univariate normal distribu-
tion. In this case, the mean of the first coordi-
nate is 1 with a variance of 0.81, and the mean of
the second coordinate is 2 with a variance of
0.36. The covariance of the two coordinates,
which is the correlation times the square root of
the variances, is 0.27. Thus, the correlation is

. In general, the elements
of a variance matrix are the variance and covari-
ance among the individual coordinates.

The triangular point on the middle ellipse has
coordinates (1.8, 3.2), and the matrix product
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is approximately 4. The row and column vectors
are the difference between the triangular point and
the mean while the matrix is the inverse of the
variance given above. The middle ellipse has the
property that the above product will always be 4
for any point along the ellipse. For points inside this
ellipse, the product will be less than 4, and for
points outside the ellipse the product will be greater
than 4. On the outer ellipse the product will be 9,
and on the inner ellipse the product will be 1. By
applying the above product to any data point, a two-
dimensional normal distribution is transformed
into a one-dimensional chi-square distribution with
two degrees of freedom. In general, the degrees of
freedom will be equal to the number of variables.
Indeed, the chi-square distribution is defined in
this way from a multivariate normal distribution.
Using a chi-square table (or the Microsoft Excel
function CHIDIST), one can find the probability
that a data point will lie outside a given ellipse or,
equivalently, the probability that the product com-
puted from the data point will be greater than some
given value. This method defines and should be
used to interpret the score of a forecast.
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In both panels A and B there is considerable variation
between the individual forecasts and the consensus.
This variation is captured by ΩF. The difference
between the consensus forecast and the realized
values is fairly large in panel A but is smaller in
panel B. This variation is captured by ΩH. The total
variation over time will be the sum of these two.

Symbolically, if y denotes the vector of economic
variables being forecast, ŷ is an individual forecast,
and y– is the hypothetical best or consensus forecast,
then the forecast error can be partitioned as

y – ŷ = (y – y–) + (y– – ŷ).

The first term is the error in the hypothetical best
or consensus forecast, and the second term is the
additional error due to the difference between the
actual forecast and the best forecast. If these two
errors are independent, then the variance of the
forecast error will simply be the sum of the two cor-
responding variances, ΩH and ΩF. Thus,

Ω = ΩH + ΩF.

Given the large cross section of data in the Blue
Chip Survey, ΩF can easily be estimated as the vari-
ance matrix of the forecasts under the assumption
that the Blue Chip Consensus Forecast is an accept-
able proxy for the hypothetical best forecast (see
recent work by Ottaviani and Sorensen 2003). The
matrix ΩH can be estimated as the variance matrix of
the realized forecast errors of the consensus fore-
cast. About fifty forecasts are in each Blue Chip
Survey, enough to estimate ΩF. However, only one
Blue Chip Consensus Forecast exists for each period,
so a relatively long series of forecasts is needed to
estimate ΩH. There must be at least as many con-
sensus forecasts as there are variables being forecast,
and ideally there should be more than three to four
times as many consensus forecasts as variables. In
Eisenbeis, Waggoner, and Zha (2002), a particular
forecasting model was estimated, and ΩH was taken
to be the theoretical variance matrix from this model.
This estimation was necessary because the variables
used in the Wall Street Journal forecasts frequently
changed over time, and so there was not a long
enough time series of mean forecasts. Both methods
for obtaining ΩH are considered here to compare the
sensitivity of the proposed performance measures to
differences in estimates of ΩH.

The Data

The Blue Chip Economic Indicators Survey has
been published monthly for more than twenty-

five years. The survey includes the annual average
of, or change in, fifteen macroeconomic variables.
Forecasts of five variables are considered here: real
GDP, the CPI, the unemployment rate, three-month
Treasury bill rates, and ten-year Treasury note
yields. With the exception of the ten-year Treasury
note, these variables have been included in all of the
surveys. Prior to 1996, a corporate bond yield was
forecast instead of the Treasury note. Though dif-
ferences exist between Treasury and corporate yields,
these series are joined for illustrative purposes in
this study. Approximately fifty firms participate in
each survey. Though the number of firms has
remained roughly constant, the identities of the

firms have changed over time. In some instances,
firms merged or ceased to appear in the survey for
various reasons. The analysis tracks merged firms
and combined forecasts to create long time series
when possible. The participation dates of each firm
and mergers are noted in Table 1.

Understanding the dating conventions of the fore-
casts is important for understanding the tables,
figures, and discussions in this article. Near the begin-
ning of every month each forecaster submits two fore-
casts: one for the current calendar year and another
for the next calendar year. For instance, in January
2000, forecasters submit a forecast for 2000 (current
year) and for 2001 (next year). Forecasts are dated by
the year and month in which they are made and iden-
tified as either current or next year. Next-year fore-
casts made in January are long-term forecasts. These
forecasts will not be completely realized for twenty-
four months. On the other hand, current-year fore-
casts made in December are short-term forecasts that
will be realized in one month. For each year being
forecast, twenty-four forecasts with horizons varying
from one to twenty-four months are made. This study
includes current-year forecasts from January 1986
through December 2001 and next-year forecasts from
January 1986 through December 2000.

To determine the accuracy of the forecasts,
benchmark or realized values of the variables must

The forecast error variance can be divided
into two segments—error variance attributed
to unpredictable events and error variance
caused by using imperfect forecasting models,
also known as model uncertainty.
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Average Scores
Years in Current-Year Next-Year
Survey1 Average Score Average Score Average Score

BC Consensus 86–01 69.3*** (21.8) 74.7*** (23.2) 63.5** (18.7)
Security Pacific National Bank 86–92 68.8** (24.4) 73.9** (27.2) 63.6 (19.8)
NationsBank 93–98 67.7* (23.0) 67.7* (27.7) 67.7* (17.3)
Mortgage Banker Assn. of America 86–01 67.1*** (25.9) 73.2*** (26.4) 60.7* (23.8)
Macroeconomic Advisors2 86–01 66.6** (25.9) 74.2*** (25.4) 58.4 (24.0)
U.S. Trust Company 86–01 63.6** (26.0) 68.3*** (25.7) 56.1 (24.8)
CoreStates Financial Corporation 88–98 63.0* (24.4) 61.4* (28.2) 64.7** (19.7)
Pennzoil Company 86–89, 92–93 62.9 (26.4) 68.0* (28.0) 57.7 (23.9)
Northern Trust Company 86–01 62.7** (26.6) 66.0** (26.9) 58.9 (25.7)
Bank of America 87–01 62.7** (26.2) 64.7** (28.5) 60.6* (23.5)
Equitable Life Assurance 86–91 62.5 (26.3) 69.6** (25.0) 52.4 (25.0)
Peter L. Bernstein, Inc. 86–89 62.2 (28.8) 64.8 (28.5) 59.6 (29.3)
Moody’s Investors Service 98–01 61.7 (26.7) 66.5 (31.2) 55.0 (17.2)
Wayne Hummer Investments, LLC 86–01 60.6* (25.7) 62.5** (27.5) 58.6 (23.6)
Merrill Lynch 86–01 60.1* (26.3) 64.2** (27.2) 55.5 (24.5)
Dean Witter Reynolds & Company 86–91 60.0 (30.0) 63.0 (30.7) 56.1 (29.1)
PNC Financial Corporation 88–98 59.3 (24.3) 59.2 (27.6) 59.3 (20.3)
Fleet Financial Group3 91–99 58.8 (24.1) 62.7* (28.5) 54.9 (18.0)
Metropolitan Life Insurance Company 86–96 58.7 (26.0) 59.7 (31.8) 57.7 (18.6)
Wells Capital Management4 91–01 58.2 (27.2) 62.8* (29.0) 53.1 (24.3)
Georgia State University 86–01 58.2 (26.3) 59.2 (28.1) 57.2 (24.3)
National Association of Home Builders 90–01 58.1 (24.3) 62.8* (25.7) 53.0 (21.5)
Chicago Capital, Inc. 96–00 57.6 (32.5) 63.3 (31.4) 51.7 (32.8)
University of Michigan M.Q.E.M. 86–96 56.9 (28.7) 67.5** (28.1) 46.3 (25.3)
National City Corporation5 86–01 56.8 (24.0) 59.4* (25.6) 54.0 (21.9)
Evans Group 86–01 56.5 (28.6) 63.4** (28.7) 49.1 (26.7)
Eggert Economic Enterprises, Inc. 86–01 56.5 (24.3) 55.6 (27.1) 57.5 (21.1)
DaimlerChrysler AG6 86–01 56.3 (28.1) 62.8** (28.1) 49.4 (26.3)
Chase Manhattan Bank 88–00 56.2 (28.7) 61.3* (29.1) 50.3 (27.2)
La Salle National Bank 86–91, 97–01 56.1 (28.0) 62.0* (30.1) 49.4 (24.0)
Dun & Bradstreet 89–99 55.9 (28.0) 59.4 (29.0) 52.3 (26.5)
DuPont 86–01 55.7 (26.0) 59.3* (28.8) 51.9 (22.0)
Bank One7 86–01 55.3 (30.7) 61.1* (31.1) 48.9 (29.0)
Siff, Oakley, Marks, Inc. 86–01 54.8 (27.5) 60.9* (26.4) 48.2 (27.2)
Charles Reeder 86–99 54.6 (29.0) 54.7 (32.1) 54.4 (25.6)
Bear Stearns & Company, Inc. 97–01 54.0 (31.9) 54.5 (32.9) 53.1 (30.7)
Standard & Poor’s 94–01 54.0 (28.4) 61.5 (30.4) 45.5 (23.2)
Prudential Financial8 86–01 54.0 (25.7) 55.7 (28.1) 52.1 (22.7)
Fannie Mae 98–01 53.3 (26.5) 59.7 (28.5) 44.8 (21.2)
U.S. Chamber of Commerce 86–01 51.9 (26.7) 54.8 (27.5) 48.7 (25.6)
Sears, Roebuck and Company 86–95 51.7 (28.3) 56.8 (30.3) 46.5 (25.1)
Motorola 96–01 51.0 (28.6) 58.5 (31.1) 42.2 (22.7)
UCLA Business Forecast 86–01 49.9 (28.8) 50.9 (31.5) 48.8 (25.8)
Wachovia Securities9 96–01 49.8 (25.0) 53.9 (27.5) 44.7 (20.5)
General Motors Corporation 92–01 49.1 (26.0) 47.1 (29.8) 51.3 (21.1)
Comerica10 90–01 48.9 (25.6) 49.0 (30.4) 48.8 (19.3)
Goldman Sachs & Company 98–01 47.8 (29.4) 63.8 (25.9) 25.5** (16.9)
Econoclast 86–01 47.5 (27.0) 45.6 (31.0) 49.5 (21.9)
Prudential Securities11 86–96, 00–01 46.6 (31.6) 46.8 (34.0) 46.2 (27.6)
Conference Board 86–01 46.4 (29.7) 53.8 (32.1) 38.4* (24.5)
Turning Points (Micrometrics) 89–01 46.0 (27.8) 44.2 (30.6) 47.8 (24.4)
Eaton 94–01 45.4 (27.6) 40.9 (28.8) 50.5 (25.4)
JPMorgan Chase12 96–01 44.3 (27.9) 52.8 (29.4) 34.3* (22.3)

T A B L E  1
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be available. The appropriate choice of a benchmark
is complicated by the fact that some series are revised
over time. For example, GDP is reported quarterly
and revised twice. The advance number is reported in
the first month following the end of the quarter, the
revised preliminary number is released the next
month, and the final number appears three months
after the end of the quarter. Also, every July addi-
tional revisions may be made to past data. In addition,
changes in the definitions of these series may be
made. For example, in January 1996 the Bureau of
Economic Analysis changed measurement of GDP
to a chain-weighted system. This change could be
responsible for some of the poor forecasting results
observed at the end of 1995 because the forecasts
made in 1994 and 1995 for GDP growth over 1995
would be based on the non-chain-weighted series

while the GDP data available to assess them would
use the chain-weighted numbers. These issues make
it important to use vintage data when accessing the
accuracy of past forecasts. Vintage, or real-time, data
are the data available to the forecaster at a specific
time. For instance, vintage January 1990 data are the
data that were available to a forecaster at the end of
January 1990. For a revised series such as GDP, vin-
tage data would be the advance number for the last
quarter of 1989 and the final number for previous
quarters. The series used to evaluate forecast accu-
racy are described in detail in the appendix.

Variance Estimates

As the discussion of methodology showed, if the
distribution of the forecast errors is approxi-

mately normal, then over time the scores would be

Years in Current-Year Next-Year
Survey1 Average Score Average Score Average Score

Cahners Publishing Company 86–98 43.0 (25.2) 47.2 (27.8) 38.7* (21.6)
DRI-WEFA13 98–01 42.2 (28.8) 51.7 (29.3) 29.0* (22.3)
Fairmodel Economica, Inc. 86–93 41.9 (31.5) 45.9 (33.6) 37.9 (28.9)
Chemical Banking14 86–95 41.6 (28.9) 45.4 (29.1) 37.1* (28.1)
Kellner Economic Advisers 97–01 40.9 (20.6) 44.0 (23.7) 37.0 (15.1)
Weyerhaeuser Company 94–00 40.3 (25.1) 42.7 (29.1) 37.8 (20.2)
C.J. Lawrence, Inc. 91–96 39.7 (28.6) 27.9** (26.0) 56.3 (23.5)
Polyconomics 86–89 38.7 (27.2) 39.7 (29.2) 37.7 (25.4)
Genetski Financial Advisors 92–95, 01 38.3 (30.4) 53.1 (31.3) 21.4** (18.1)
Morris Cohen & Associates 86–96 37.4* (28.9) 22.6*** (24.1) 53.7 (24.8)
Bostian Economic Research 86–97 37.0* (28.6) 26.1*** (28.5) 47.9 (24.2)
Arnhold & S. Bleichroeder 86–93 36.8* (32.8) 28.5** (29.5) 46.4 (34.0)
Ford Motor Company 96–01 36.7 (27.7) 37.8 (28.9) 35.0 (26.2)
Inforum–University of Maryland 86–01 36.6** (26.6) 33.6** (27.1) 39.8* (25.8)
Deutsche Banc Alex. Brown15 96–01 36.5 (33.1) 37.8 (30.5) 34.6* (37.0)
Econoviews International, Inc. 86–92 36.3 (28.5) 35.0* (30.4) 37.7 (26.7)
Morgan Stanley 97–01 33.5 (27.1) 34.4 (29.9) 31.3* (19.2)
Business Economics, Inc. 86–89 14.3*** (16.5) 13.7*** (16.6) 14.9*** (16.4)

Note: The table shows the average score of forecasters with at least four years of data—seventy forecasters out of a total sample of
one hundred four. Numbers in parentheses are standard deviations. *, **, and *** represent significance at the 90 percent, 95 percent,
and 99 percent confidence levels, respectively.

1. Years in which there were at least four monthly forecasts for the five variables evaluated in this article.
2. Prior to 07/96, forecasts were from Meyer & Associates.
3. Prior to 12/95, forecasts were from Shawmut National Corporation.
4. Prior to 09/01, forecasts were from Wells Fargo and before 06/96 were from First Interstate Bancorp.
5. Prior to 01/00, forecasts were from National City Bank of Cleveland.
6. Prior to 09/01, forecasts were from Chrysler Corporation.
7. Prior to 11/98, forecasts were from First National Bank of Chicago.
8. Prior to 08/01, forecasts were from Prudential Insurance.
9. Prior to 11/01, forecasts were from First Union Corporation.

10. Prior to 08/92, forecasts were from Manufacturers National Bank of Detroit.
11. Prior to 01/92, forecasts were from Prudential Bache Securities.
12. Prior to 09/01, forecasts were from JPMorgan.
13. Prior to 09/01, forecasts were from WEFA Group.
14. Prior to 02/92, forecasts were from Manufacturers Hanover Trust.
15. Prior to 09/01, forecasts were from Deutsche Morgan Grenfell.
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The plot in panel A is virtually uniform, as
desired. The histogram in panel B is less uniform
and skewed toward higher scores, indicating that
the forecast error variance from the model may be
too large.7 Both panels C and D are highly skewed
toward lower scores, with the histogram associated
with the cross-sectional variance of the Blue Chip
Survey in panel C the more skewed. This skewness
indicates that individually neither of these matrices
captures all of the forecast error variance and that
the cross-sectional variance is smaller than the vari-
ance of the consensus forecast error. This result
is consistent with that of Zarnowitz and Lambros
(1987), which showed that in the univariate case
the cross-sectional variance underestimates the
overall uncertainty of forecasts. It is often claimed
that professional forecasters are looking over each
other’s shoulders and thus produce similar forecasts.
The results here are consistent with this view, but
they are also consistent with the view that forecast-
ers are all making forecasts close to some hypothet-
ical best forecast but that this best forecast may not
be that close to the realized values.

approximately uniformly distributed. Conversely,
an approximately uniform distribution of the scores
would be evidence that the underlying assumptions
were not grossly violated. This uniformity is impor-
tant if one is to take seriously the interpretation of
the score as the percentage of forecasts expected to
be worse than the given one. The uniformity of the
distribution of scores will also be sensitive to the
choice of estimate of Ω. 

Figure 2 plots a histogram of the scores for both
the current and next year. Four different variance
matrices are used. In panel A the variance is the
sum of the cross-sectional variance of the Blue Chip
Survey and the variance of the forecast error of the
Blue Chip Consensus Forecast. This is the baseline
case. In panel B, the variance is the sum of the
cross-sectional variance of the Blue Chip Survey
and the estimate of the forecast error variance from
the theoretical model used in Eisenbeis, Waggoner,
and Zha (2002). In panel C only the cross-sectional
variance of the Blue Chip Survey is used, and in
panel D only the variance of the forecast error of
the Blue Chip Consensus is used. 
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7. In some sense this pattern should be expected since the forecast error variance from the model may be a better proxy for all
of Ω instead of just ΩH. In cases when a too-short time series makes it impossible to use the consensus forecast error vari-
ance as a proxy for ΩH, it may be better to scale the estimate of ΩH from the model. 
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Table 2 shows the distributions for the twenty-four
forecast horizons using the baseline estimate for the
variance. The last row of this table gives the percent-
ages for the histogram presented in panel A of Figure 2.
The other rows can be interpreted as histograms
for each forecast horizon. For longer horizons, the
scores are approximately uniformly distributed, but
for shorter horizons, August through December of the
current year, the distribution appears to be U-shaped.
A possible explanation for this distribution is that,
as the forecast horizon decreases, firms spend fewer
resources on the current-year forecast and more on
the next-year forecast. In December clients are prob-
ably more interested in accurate forecasts of the next

calendar year than they are in forecasts of the year
that is almost completed. This explanation would
account for the higher-than-expected frequency of
scores in the lowest range. In turn this pattern would
increase and distort the estimate of the variance,
which would improve the scores of firms that have
good short-term forecasts and explain the higher-
than-expected frequency of scores in the high range.
Table 2 indicates that this methodology works better
for the longer-horizon Blue Chip forecasts.

Forecast Performance

Figure 3 plots the score for the consensus fore-
cast for both the current year (panel A) and the

Score Distribution by Forecast Horizon

Percentage of Forecast Scores in Each Range

Count 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80 80–90 90–100

Current Year
December 752 16.1 4.8 2.7 3.9 5.1 6.6 4.1 7.6 10.2 39.0
November 750 16.8 4.5 3.5 4.3 4.8 7.1 10.7 9.1 9.5 29.9
October 754 15.5 5.0 4.5 4.0 5.4 5.2 6.4 9.5 17.1 27.3
September 752 13.8 6.4 6.6 5.5 7.0 6.5 6.4 10.1 13.8 23.8
August 745 12.2 7.0 7.5 5.8 9.3 7.7 7.5 9.4 13.4 20.3
July 760 11.1 9.3 7.4 8.7 8.3 10.3 9.3 8.7 12.2 14.7
June 749 9.3 8.3 8.4 8.1 7.7 8.7 10.7 13.5 10.5 14.7
May 743 9.3 7.0 8.9 9.4 9.4 9.0 13.2 11.3 11.0 11.4
April 754 7.6 8.8 8.6 9.2 10.9 11.0 12.3 11.4 12.1 8.2
March 752 8.0 8.2 10.9 10.5 11.2 13.7 10.8 10.9 8.9 6.9
February 739 7.2 9.2 10.1 14.6 10.7 13.3 10.6 8.7 9.2 6.5
January 734 9.5 7.2 8.2 9.5 13.1 12.5 13.6 10.9 9.4 6.0

Next Year
December 703 8.7 9.5 7.4 10.1 13.8 12.2 11.0 12.1 9.7 5.5
November 698 7.7 8.7 8.0 9.9 11.5 14.2 12.9 12.6 8.9 5.6
October 705 7.1 8.7 8.1 11.9 10.8 13.9 12.6 11.1 11.1 4.8
September 698 6.2 10.6 8.5 11.3 11.7 11.6 12.3 10.7 10.9 6.2
August 694 6.8 8.8 9.5 9.1 11.4 13.8 13.4 10.1 11.2 5.9
July 699 6.3 9.3 10.9 10.6 11.0 13.9 11.4 10.0 9.7 6.9
June 687 6.3 8.3 10.6 13.0 12.2 11.2 11.2 10.2 11.5 5.5
May 663 5.6 7.8 13.3 11.5 12.1 11.8 13.4 11.0 8.9 4.7
April 667 5.1 9.1 12.0 12.3 12.9 12.4 12.3 9.6 8.7 5.5
March 641 5.8 8.7 11.7 12.9 13.3 13.4 10.6 9.2 8.6 5.8
February 599 5.8 10.9 11.9 13.9 15.7 10.7 10.4 8.8 6.5 5.5
January 553 7.4 9.6 14.5 11.2 14.5 13.2 9.0 9.8 4.9 6.0

All 16,991 9.1 8.1 8.7 9.5 10.4 10.9 10.6 10.3 10.5 11.9

Note: Count is the total number of forecasts in the sample for each month and forecast year. Under the assumptions in this article, all
percentages should be approximately equal to 10.

T A B L E  2
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next year (panel B). The highest and lowest scores
for each month are also plotted for comparison.
Though the consensus scores vary considerably
from month to month, most of the values are above
50 percent. In fact, the average score for the con-
sensus was 75 percent for the current year and 64
percent for the next year. This result means that
the consensus forecast was on average more accu-
rate than 75 percent of the current-year forecasts
and 64 percent of the next-year forecasts. The
three notable exceptions are the current-year fore-
casts made toward the end of 1995 and the both the
current-year and next-year forecasts for 2001
(made in 2001 and 2000, respectively). The low
current-year scores toward the end of 1995 are
mostly a result of errors in the forecast of GDP,
which, as mentioned previously, may stem from the
change to a chain-weighted measurement of GDP in
1996. Because forecasts were based on 1995 num-
bers but all the numbers necessary to evaluate the
1995 forecasts were not available until January 1996,
a bias may have been introduced because forecasters
were not certain how to adjust their forecasts for
the difference in the GDP measure being forecast.
This bias is not evident in longer-term forecasts—
perhaps because it was small relative to the longer-
term forecast errors.

In the forecasts of 2001 made in 2000 (Figure 3,
panel B), the forecast errors were large for all the
variables except the CPI, with the largest errors
occurring in short-term interest rates and GDP.
Unlike the 1995 episode, this result can be character-
ized simply as most of the forecasters having missed
the turning point. The 2001 current-year forecasts
are a little more complex but are still an interesting
case study. The low scores early in the year were
caused mainly by large errors in short-term interest

rates and GDP, similar to the forecasts of 2001 made
in 2000. Early in the year, forecasts were revised and
the scores improved. The unforeseen terrorist attack
on September 11 caused the economy to be weaker
than expected in the last quarter of 2001. This weak-
ness certainly affected the scores of all forecasts, but
the largest effect was in current-year forecasts made
during the third quarter of 2001. After September 11,
forecasts were again revised and were then relatively
accurate. This scenario clearly illustrates how eco-
nomic shocks can cause large swings in the forecast
performance. A shock causes prior forecasts to be
more inaccurate than they would otherwise be and
results in significant revisions, which improve sub-
sequent forecasts.

Table 1 presents the average score of those fore-
casters with at least four years of data. This criterion
leaves seventy forecasters out of one hundred four
forecasters in the total sample. Interestingly, out of
these seventy forecasters the Blue Chip Consensus
Forecast has the highest average score though the
average score of several forecasters is almost as good.
This result is consistent with the claim that the con-
sensus forecast is a proxy for the hypothetically best
forecast and is an argument for giving more weight
to the consensus score than to the forecast of any
one forecaster.8

To further interpret Table 1, note that if a fore-
caster has average skill, then the mean of T inde-
pendent scores will be approximately normal with a
mean of 50 and a standard deviation of              .9

For a firm that has been in the sample the entire
sixteen years, the average score could be computed
on the basis of as many as 372 observations. These
observations are not independent because one
month’s score will be highly correlated with the
next month’s score. However, forecasts of different
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8. The result is also consistent with the Ottaviani and Sorensen (2003) hypothesis that the forecasts are unbiased.
9. The mean of a uniform random variable on (0, 100) is 50, and its standard deviation is             . The standard deviation

of the mean of T independent random variables, each with standard deviation σ, is         .
10. This pattern also suggests that there may be some survivorship effects in the data.
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years should be approximately independent. Thus,
using T as the number of years a firm has been in the
sample gives a more plausible estimate for the stan-
dard deviation of the average score reported in Table 1.
At the 95 percent confidence level, scores that are
more than 1.7 standard deviations apart can be con-
sidered statistically different. Putting all of these
factors together reveals that, for firms that have been
in the sample for the entire sixteen years, scores that
are more than 13 percentage points apart can be con-
sidered statistically different. Also interesting is the
fact that forty-one of the seventy forecasters have
average scores that are better than 50 percent, and
some of these forecasters have quite long forecasting
histories. These figures show that many forecasters
have performed consistently well. Conversely, some
of the forecasters have scores well below 50 percent
and have consistently underperformed.10

Table 3 presents the average rank of those fore-
casters with at least four years of data. Though the
exact number of forecasters changes from month to
month, the average number of forecasters is approx-
imately forty-seven, and in almost all months there
were between forty-two and fifty-two forecasters. For
this reason, it is not necessary to scale the ranks
to some common interval before averaging. Again,
the consensus forecast has the best average rank
although several forecasters are close. However, the
standard deviation of the consensus forecast rank
is less than half that of the others. This result implies
that the consensus is consistently among the best
forecasts even when its score is relatively low.
Figure 4 illustrates this finding. The consensus fore-
cast rank is plotted with the Macroeconomic Advisors’
forecast rank for both the current- and next-year
forecasts. These figures show how much more volatile
the Macroeconomic Advisors’ ranks are as compared
to the consensus forecast ranks. The plots for all
the other top-ranked forecasters are similar.

Improving the Consensus

Instead of using the consensus forecast, would it be
better to form a “superconsensus” using only highly

ranked forecasters? Table 4 shows the results from
using the best forecasters from recent years. The
table groups the results of the best one, three, five,
ten, fifteen, and twenty-five forecasters for peri-
ods from one to five years. The performance of the
superconsensus can be compared to that of the reg-

ular consensus. Only data available at the time the
superconsensus is formed are used in its construc-
tion. Panel A compares the average scores of various
superconsensuses, and panel B compares the aver-
age ranks. These results imply that there is at best a
very small gain in average score or rank in using a
superconsensus forecast, but there is an increase in
the standard deviation of the rank. More interesting
is the observation that if only a few forecasters are
used, then it is clearly best to use those with a long
track record of superior forecasts. However, if more
than five forecasts are averaged, there seems to be
little advantage to using more than the prior two
years to select the best forecasters.

Conclusions

Aconsistent evaluation of forecasts over time that
also respects their multivariate character is

essential if the forecasts are to be used for decision
making. Having both a cross section and a time series
of forecasts, as in the Blue Chip Survey, gives one the
ability to perform such an evaluation. The method-
ology developed in Eisenbeis, Waggoner, and Zha
(2002) gives consistent results for the Blue Chip
Survey Forecasts, particularly at longer forecast
horizons. Furthermore, the methodology reveals that
the Blue Chip Consensus Forecast consistently per-
forms better than any of the individual forecasters
do. This result is a “reverse Lake Wobegon” effect:
none of the forecasters are better than the average
forecaster. While no forecaster had a higher average
score than the consensus forecast, several were
indistinguishably close, and many had average scores
well above 50 percent. There are superior forecast-
ers, but no individual has access to all of the inde-
pendent information from all of the forecasts that is
incorporated into the consensus forecast.

100 12/
σ / T

The results in this article indicate that fore-
casters are all making forecasts close to
some hypothetical best forecast but that this
best forecast may not be that close to the
realized values.
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Average Rank

Years in Current-Year Next-Year
Survey Average Rank Average Rank Average Rank

BC Consensus 86–01 13.2*** (4.8) 12.4*** (5.1) 13.9*** (4.3)

Moody’s Investors Service 98–01 13.5* (10.3) 16.4 (11.0) 9.4** (7.5)

Security Pacific National Bank 86–92 14.3** (10.9) 14.4** (11.6) 14.3** (10.3)

NationsBank 93–98 15.1** (12.9) 16.3* (12.8) 13.8** (13.0)

Mortgage Banker Assn. of America 86–01 15.5*** (10.4) 14.3*** (9.9) 16.7** (10.7)

Macroeconomic Advisors 86–01 15.5*** (10.8) 13.7*** (9.9) 17.3** (11.5)

Northern Trust Company 86–01 17.9** (12.0) 18.3** (11.6) 17.5** (12.4)

Bank of America 87–01 18.0** (11.5) 19.3* (12.4) 16.6** (10.3)

U.S. Trust Company 86–01 18.5** (12.7) 17.6** (12.0) 20.0* (13.6)

CoreStates Financial Corporation 88–98 19.2* (12.3) 22.5 (13.1) 15.8** (10.5)

Peter L. Bernstein, Inc. 86–89 19.6 (12.6) 20.5 (12.8) 18.8 (12.4)

Equitable Life Assurance 86–91 19.9 (11.3) 17.8 (11.7) 23.0 (10.0)

Wayne Hummer Investments, LLC 86–01 20.2* (11.3) 21.9 (12.3) 18.3** (9.9)

Chicago Capital, Inc. 96–00 20.5 (15.5) 21.0 (13.8) 20.1 (17.2)

Fannie Mae 98–01 20.9 (10.9) 20.8 (11.2) 21.1 (10.7)

Pennzoil Company 86–89, 92–93 21.0 (10.9) 19.7 (12.1) 22.2 (9.5)

Merrill Lynch 86–01 21.0 (12.4) 21.1 (12.3) 20.9 (12.4)

Dean Witter Reynolds & Company 86–91 21.0 (13.1) 22.1 (11.7) 19.6 (14.6)

Wells Capital Management 91–01 21.3 (12.7) 20.7 (11.3) 22.1 (14.2)

Georgia State University 86–01 21.4 (12.7) 23.1 (13.0) 19.6* (12.2)

National Association of Home Builders 90–01 21.6 (10.8) 21.9 (11.1) 21.2 (10.5)

PNC Financial Corporation 88–98 21.7 (11.1) 23.7 (11.5) 19.6 (10.3)

DaimlerChrysler AG 86–01 21.9 (12.7) 20.5 (12.3) 23.3 (13.0)

Bear Stearns & Company, Inc. 97–01 22.2 (17.1) 24.3 (16.9) 18.8 (17.3)

La Salle National Bank 86–91, 97–01 22.3 (12.3) 21.6 (12.8) 23.2 (11.7)

National City Corporation 86–01 22.4 (11.8) 23.3 (12.3) 21.4 (11.1)

Fleet Financial Group 91–99 22.4 (11.8) 22.0 (12.8) 22.8 (10.7)

Eggert Economic Enterprises, Inc. 86–01 22.4 (12.1) 25.6 (12.0) 19.1* (11.4)

Evans Group 86–01 22.4 (13.6) 20.7 (13.2) 24.3 (13.7)

Metropolitan Life Insurance Company 86–96 22.6 (11.0) 23.3 (12.8) 21.9 (8.8)

DuPont 86–01 22.8 (11.8) 23.4 (12.1) 22.2 (11.5)

University of Michigan M.Q.E.M. 86–96 22.8 (12.3) 19.3* (11.7) 26.2 (12.0)

Standard & Poor’s 94–01 22.9 (13.6) 19.9 (13.5) 26.3 (12.8)

Dun & Bradstreet 89–99 23.2 (13.9) 22.7 (14.4) 23.8 (13.5)

Bank One 86–01 23.2 (14.9) 21.4 (14.3) 25.1 (15.4)

Wachovia Securities 96–01 23.3 (14.0) 24.9 (14.7) 21.4 (13.0)

Siff, Oakley, Marks, Inc. 86–01 23.5 (12.8) 23.3 (12.0) 23.7 (13.6)

Chase Manhattan Bank 88–00 23.7 (14.3) 22.8 (13.5) 24.8 (15.2)

Prudential Insurance 86–01 23.8 (12.7) 26.0 (12.5) 21.3 (12.5)

Charles Reeder 86–99 23.8 (14.9) 25.7 (15.3) 21.8 (14.2)

Goldman Sachs & Company 98–01 24.5 (14.6) 16.8 (13.0) 35.2* (8.8)

U.S. Chamber of Commerce 86–01 25.3 (11.7) 26.5 (11.1) 23.9 (12.3)

Sears, Roebuck and Company 86–95 25.7 (12.4) 24.5 (13.0) 26.9 (11.8)

Motorola 96–01 25.9 (12.2) 24.7 (13.3) 27.2 (10.8)

Comerica 90–01 26.1 (13.4) 28.3 (13.4) 23.7 (13.0)

UCLA Business Forecast 86–01 26.2 (13.7) 28.0 (13.7) 24.4 (13.5)

General Motors Corporation 92–01 27.0 (12.9) 29.3 (13.9) 24.4 (11.2)

Prudential Securities 86–96, 00–01 27.2 (13.7) 26.5 (14.7) 28.3 (11.9)
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Years in Current-Year Next-Year
Survey Average Rank Average Rank Average Rank

Econoclast 86–01 27.7 (12.7) 30.5* (12.7) 24.7 (12.0)

Turning Points (Micrometrics) 89–01 27.7 (12.9) 30.6* (12.8) 24.6 (12.3)

Eaton 94–01 27.7 (14.0) 32.8* (11.9) 22.0 (14.0)

Conference Board 86–01 29.2 (13.3) 27.2 (13.8) 31.3** (12.5)

Kellner Economic Advisers 97–01 29.3 (11.9) 31.5 (10.7) 26.4 (12.9)

DRI-WEFA 98–01 29.8 (12.9) 27.8 (13.1) 32.5 (12.4)

JPMorgan Chase 96–01 29.9 (13.2) 26.1 (15.3) 34.4* (8.4)

Fairmodel Economica, Inc. 86–93 30.4 (13.9) 30.2 (14.2) 30.6 (13.7)

C.J. Lawrence, Inc. 91–96 30.5 (14.7) 34.4* (13.9) 25.0 (14.1)

Arnhold & S. Bleichroeder 86–93 30.8 (15.6) 35.8** (12.3) 25.1 (17.1)

Cahners Publishing Company 86–98 30.9* (10.9) 30.2* (11.4) 31.7** (10.3)

Polyconomics 86–89 31.0 (13.0) 31.9 (12.8) 30.2 (13.3)

Chemical Banking 86–95 31.1* (13.1) 29.9 (12.0) 32.5* (14.2)

Bostian Economic Research 86–97 31.1* (14.9) 35.6*** (14.6) 26.6 (13.8)

Inforum–University of Maryland 86–01 31.1** (13.5) 33.9*** (11.9) 28.0 (14.5)

Genetski Financial Advisors 92–95, 01 31.2 (13.9) 24.9 (14.0) 38.4** (9.7)

Weyerhaeuser Company 94–00 31.8 (12.9) 31.4 (13.5) 32.3* (12.5)

Econoviews International, Inc. 86–92 31.9 (11.1) 33.9* (10.9) 30.0 (11.1)

Deutsche Banc 96–01 31.9 (18.1) 31.9 (17.7) 32.0 (18.9)

Morris Cohen & Associates 86–96 31.9* (12.6) 38.4*** (9.9) 24.6 (11.3)

Morgan Stanley 97–01 34.0* (14.5) 34.1* (14.6) 33.7* (14.5)

Ford Motor Company 96–01 34.2* (13.1) 35.0** (12.4) 33.1* (14.3)

Business Economics, Inc. 86–89 40.7** (6.7) 41.4** (5.0) 39.9** (8.1)

Note: Numbers in parentheses are standard deviations. *, **, and *** represent significance at the 90 percent, 95 percent, and 99 percent
confidence levels, respectively.
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Average of “Super Consensus” Scores and Ranks, 1992–2001

Over Prior Over Prior Over Prior Over Prior Over Prior
Year 2 Years 3 Years 4 Years 5 Years

Scores

Best forecaster 54.7 (31.1) 58.9 (28.5) 63.9 (26.1) 63.8 (26.8) 62.3 (27.0)

3 best forecasters 60.4 (27.1) 65.4 (25.2) 66.0 (24.6) 66.2 (24.8) 65.6 (23.9)

5 best forecasters 63.6 (25.3) 66.7 (23.9) 66.7 (23.5) 66.6 (23.3) 66.7 (23.3)

10 best forecasters 66.5 (23.6) 67.4 (22.9) 66.9 (22.8) 67.3 (23.5) 67.2 (22.5)

15 best forecasters 67.0 (23.3) 67.4 (23.3) 67.2 (23.0) 67.1 (23.2) 67.1 (22.7)

25 best forecasters 66.8 (23.0) 66.8 (22.8) 67.2 (22.9) 66.9 (22.9) 67.0 (22.5)

Consensus forecast 66.3 (23.0) 66.3 (23.0) 66.3 (23.0) 66.3 (23.0) 66.3 (23.0)

Ranks

Best forecaster 21.8 (15.5) 20.5 (13.9) 17.1 (11.6) 17.3 (11.7) 17.4 (11.5)

3 best forecasters 18.6 (12.8) 15.7 (9.7) 15.3 (9.8) 14.9 (9.2) 15.0 (8.3)

5 best forecasters 16.7 (10.8) 14.3 (8.1) 14.4 (8.9) 14.2 (7.5) 13.9 (7.3)

10 best forecasters 14.1 (7.4) 13.4 (6.0) 13.9 (6.4) 13.5 (6.0) 13.7 (5.8)

15 best forecasters 13.7 (6.4) 13.3 (5.5) 13.6 (5.3) 13.7 (5.3) 13.8 (5.2)

25 best forecasters 13.9 (5.4) 13.8 (4.7) 13.4 (4.7) 13.5 (4.8) 13.7 (4.7)

Consensus forecast 14.2 (4.7) 14.2 (4.7) 14.2 (4.7) 14.2 (4.7) 14.2 (4.7)

Note: Standard deviations are in parentheses.

T A B L E  4

Gross domestic product: 1986–95, not chained;
1996–current, chained 1996 dollars. (Note that data
are revised only through March after the forecast
year.) Source: U.S. Department of Commerce,
Bureau of Economic Analysis, Gross Domestic

Product, table 3.

Consumer price index: CPI-U is all urban con-
sumers. Source: U.S. Department of Labor, Bureau
of Labor Statistics, Consumer Price Index.

Unemployment rate: Unemployment rate (all
workers). Source: U.S. Department of Labor,
Bureau of Labor Statistics, Employment

Situation.

Three-month Treasury bill: Three-month
Treasury bills, secondary market (monthly aver-
age). Source: Board of Governors of the Federal
Reserve System, “Selected Interest Rates,”
Release H.15.

Corporate bonds—1986–95: Moody’s Corporate
Bond Yield, Aaa (monthly average). Source:
Moody’s Investors Service, Inc.

Ten-year Treasury note—1996–current: Ten-
year Treasury note yield at constant maturity
(monthly average). Source: Board of Governors
of the Federal Reserve System, “Selected Interest
Rates,” Release H.15.

A P P E N D I X

Data Description
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T
he popular press commonly reports that
psychology drives financial decision
making and moves asset prices. Yet tra-
ditional implementations of financial
economic models routinely assume that
individuals incorporate information into

their decision processes using the rules of probabil-
ity and statistics with calculated, unemotional logic.
This assumption leaves little room for the influence
of emotion. Furthermore, when economists have
included emotion in describing the behavior of
financial markets, emotion is often characterized
as causing unwarranted and undesirable price
movements. For example, in his book Irrational

Exuberance, Robert Shiller states that investors’
emotional state “is no doubt one of the most impor-
tant factors causing the bull market” recently expe-
rienced in the United States (2000, 57).

Is a “rational” person a cool, unemotional user of
logic and the laws of probability? Two characters from
the popular television and movie series Star Trek pro-
vide an answer. Mr. Spock—who is half Vulcan, a
species that suppresses emotion and prizes logic—
is presented as a rational thinker who thoroughly
considers every piece of information. In contrast,
Captain Kirk is likely to respond emotionally. Yet Kirk
is portrayed as a good decision maker. Though Spock
fully analyzes each situation, he gets too caught up
in the details. Emotion allows Kirk to focus and
enhances his ability to make critical decisions. 

A vast psychological literature shows that emo-
tional state can significantly affect decision making
(Elster 1998; Hermalin and Isen 2000). In contrast
to studies by some other financial economists, this
article demonstrates that emotion actually enhances
an individual’s ability to make rational choices (see
also Frank 1988; Damasio 1994; LeDoux 1996; Elster
1998; Isen 1999). Emotion allows people to tran-
scend the details, prioritize, and focus on the deci-
sion to be made. Emotion can drive behavior that is
consistent with economic predictions.

Understanding what behavior is economically
rational is complex. Behavioral research in finance
applies lessons from psychology to financial decision
making. One aspect of individual psychology that has
received a considerable amount of attention is that of
cognitive limitations. Individuals are limited in their
abilities to encode, process, and retrieve information.
In some cases, psychologists argue that these limita-
tions result in biased judgments. Psychologists posit
that individuals develop rules of thumb, or heuristics,
to promote good decision making with minimal pro-
cessing. Heuristics allow people to make decisions
while economizing on processing. Although individ-
uals develop habits that often serve them well, these
habits might occasionally lead them astray. Behavioral
finance research has focused primarily on these
biases, paying less attention to the role of emotion. 

The examination of cognitive aspects of financial
behavior in isolation is troublesome and may be
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We are merely reminding ourselves that human decisions affecting the future, whether personal
or political or economic, cannot depend on strict mathematical expectation, since the basis for
making such calculations does not exist; and that it is our innate urge to activity which makes
the wheels go round, our rational selves choosing between the alternatives as best we are able,
calculating where we can, but often falling back for our motive on whim or sentiment or chance. 

—John Maynard Keynes (1964, 162–63)
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behavior in detailed experiments is often inconsis-
tent with this assumption.

Individual psychology plays a limited role in
finance theory, which assumes that individuals max-
imize expected utility, with expectations derived
using the rules of probability and statistics. The effi-
cient market hypothesis (EMH), though certainly
not the only economic model describing financial
market behavior, has been the central paradigm
in financial economics for more than thirty years. In
an efficient market, as Fama (1991) defined it, prices
reflect all available information. According to this
hypothesis, prices should reflect information in
such a way that the marginal profit acquired by act-
ing on information does not exceed the marginal
cost of acquiring the information. This simple model
revolutionized prevailing thought in the 1970s on
how markets function. Early empirical evidence
supported the EMH. In his first review of an already
vast body of evidence, Fama proclaimed that the
“support of the efficient markets model is extensive,
and (somewhat uniquely in economics) contradic-
tory evidence is sparse” (1970, 416). In fact, Michael
Jensen, another prominent scholar, asserted that
“there is no other proposition in economics which
has more solid empirical evidence supporting it
than the efficient market hypothesis” (1978, 95).

More recently, departures from the predictions of
the EMH have been reported, and many now argue
that markets do not efficiently incorporate informa-
tion (Haugen 1995; Shiller 2000; Shleifer 2000).
Fischer Black (1986) provides a model in which some
investors trade on noise rather than information,
and, as a result, market prices are not efficient. Black’s
noise traders’ behavior is not driven by news related
to an asset’s underlying value and may not be fully
rational. Noise traders may trade because they mis-
takenly believe they are trading on information or
perhaps because they simply like to trade. Some
empirical evidence is consistent with the proposition
that irrational behavior results in market inefficien-
cies. For instance, Daniel, Hirshleifer, and Teoh (2001)
argue that investors frequently make large errors that
impede the EMH’s corrective forces.

The recognition that individual behavioral influ-
ences affect market outcomes initiated a new
research stream in financial economics—behavioral
finance. Behavioral finance research applies lessons
from psychology to financial decision making. This
research has focused primarily on cognitive biases,
paying scant attention to emotion’s role. Emotion is
clearly an important aspect of human psychology
though it is not fully understood. In fact, no gener-
ally accepted definition of emotions exists. 

misleading. Emotional reactions or evaluations occur
at a very early stage and are more basic than cognitive
evaluations (Zajonc 1980; LeDoux 1996). Perceptions
encompass emotional aspects, which subsequently
guide judgment and decision making. Furthermore,
theorists recognize that emotion and cognition are
interdependent, rather than competing, influences
(Simon 1967).

The purpose of this article is to provide a frame-
work from which future research on emotion in
financial markets can build.1 The discussion begins
by describing the vastly different views of human
behavior held by economists and psychologists.
After differentiating their approaches, the article

defines the term emotion, describes how emotions
can be categorized, and then describes how emo-
tions influence human behavior. The focus then
turns to three particular aspects of emotion and
financial decision making: emotional disposition
and stock market pricing, the feeling of regret, and
investors’ emotional response to information. The
conclusion considers emotion and the traditional
financial economics paradigm.

The Psychology of Economists 

Economists and psychologists take strikingly dif-
ferent approaches to the study of human deci-

sion making. Some have cultivated dialogues across
the disciplines, but the success of a discussion is
dependent on the particular issue (Hogarth and
Reder 1986). Economists argue that some empirical
analyses in psychology lack a theoretical basis.
Furthermore, economists argue that empirical evi-
dence provided by psychologists gives little insight
into people’s decisions because these studies fail to
provide participants with meaningful (for example,
monetary) incentives and lack the discipline that
markets give to behavior. Some psychologists, on
the other hand, argue that economists’ models bear
little relation to actual behavior. Although econo-
mists typically assume that individuals choose
among alternatives in an internally consistent way,

Individual psychology plays a limited role 
in finance theory, which assumes that indi-
viduals maximize expected utility, with
expectations derived using the rules of
probability and statistics.



1. This article does not attempt to provide an overview of the vast literature on investor psychology. A recent review is provided
by Hirshleifer (2001).
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What Are Emotions, and How Do 
They Influence Behavior? 

There is a vast body of research on emotions, but
the term is seldom defined. Rather, examples of

emotional states are provided. Emotion can be
defined loosely as a physiological state of arousal
triggered by beliefs about something (Elster 1998).
Arnold (1960) defines emotion as “the felt tendency
toward anything intuitively appraised as good (bene-
ficial), or away from anything intuitively appraised as
bad (harmful)” (182). A strict definition of the term is
complex because emotion has cognitive, physiolog-
ical, social, and behavioral aspects (Solomon 2000). 

For many, the substance of an emotion is feeling.
But emotions are evaluative rather than purely bod-
ily sensations or cognitive judgments (Frijda 2000).
An emotion may have no cognitive basis whatsoever:
“a rose smells good because it smells good” (Frijda
2000, 63). Each individual has a personal assess-
ment of whether an object or state is good or bad.
Emotions are evaluative in that they evoke positive
or negative valences that can be described using
bipolar scales that define a continuous spectrum
from unpleasantness to pleasantness—for example,
unhappy to happy or pessimistic to optimistic
(Bradley and Lang 2000, 247). 

Despite the lack of a unified definition of emotion,
there is some agreement on the set of emotions that
exist. According to Elster (1998), some states are
clearly emotions, including, for instance, anger,
hatred, guilt, regret, fear, pride, elation, joy, and
love. Elster further argues that these emotional
states can be differentiated from other mental
states on the basis of six features put forth long ago.
These features do not provide a complete definition
of emotion because not even one feature is an ele-
ment of every emotion. Yet these six features remain
central to current discussion and provide a frame-
work for understanding what an emotion is. The
brief descriptions that follow use one emotion—
regret—for illustrative purposes.

1. Cognitive antecedents. Emotions are triggered
by beliefs. An investor regrets an investment
decision because she believes that bad outcomes
could have been avoided. 

2. Intentional objects. Emotions are about some-
thing. The object of an emotion is usually the
cognitive antecedent. For example, the poorly
performing investment is the object of the regret-
ful investor.

3. Physiological arousal. Changes in hormonal
conditions and the autonomic nervous system
accompany emotions. The regretful investor may
feel pangs, a hollow stomach, or depression.

4. Physiological expressions. Observable expres-
sions characterize emotions. Facial expressions,
posture, voice intonation, and outward appear-
ance are noteworthy. The regretful investor may
appear pale, with slumped shoulders.

5. Valence. Emotions can be placed on a scale with
pleasure at one extreme and pain at the other.
Valence, or the experience of pleasure versus
pain, translates to happiness or unhappiness. The
regretful investor is decidedly unhappy about
the poor investment outcome.

6. Action tendencies. Emotions are associated
with a tendency to act. The regretful investor
might take actions to avoid being exposed to
similar investment opportunities.

Where Do Emotions Come from, and 
Where Do They Take Us?

As a result of millions of years of selection, people
are well engineered to solve problems repeat-

edly encountered during evolution. The ability to
learn and adapt is critically important to survival.
Many emotions are useful responses that result from
evolutionary conditioning (Frank 1988; LeDoux
1996). For example, fear is a natural, rational, and
useful response in a dangerous situation. In fact,
emotional reactions and preferences can form with
no conscious recognition of the stimuli (Zajonc 1980).
According to Goleman (1995), an individual’s suc-
cess in life depends as critically on what Goleman
calls the “emotional quotient” as on the individual’s
intelligence quotient (IQ). Romer (2000) argues that
some behaviors reported to be irrational or incon-
sistent with well-defined preferences might be
better explained by allowing complicated feelings
in economic models. People’s preferences may be
defined by arguments that are not reflected in some
economic models.

Path-breaking work by Damasio (1994) indicates
that a lack of emotion has striking effects on deci-
sion making. Damasio offers behavioral and physio-
logical evidence in support of the hypothesis that
decision making is intertwined with emotion. He
studied brain-damaged patients who had impaired
emotional responses even though they retained
their cognitive abilities. The patients were emotion-
ally flat as a result of frontal brain lobe damage, yet
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Neurobiological studies (Damasio 1994; LeDoux
1996) indicate that emotion improves decision mak-
ing in two respects. First, emotion pushes individuals
to make some decision when making a decision is
paramount. In some situations in life, so many options
exist that an individual could devote excessive
amounts of time to the decision-making process. An
individual could simply become overwhelmed by the
possibilities. Emotion provides a coping mechanism
and allows individuals to focus without being caught
up in the details. 

Second, emotion can assist in making optimal
decisions. A vast psychological literature shows that
emotional state can significantly affect decision
making (Elster 1998; Hermalin and Isen 2000).
While strong emotional responses are often associ-
ated with poor decisions (particularly those of a
financial nature), recent research in psychology
indicates that the absence of emotions can also lead
to suboptimal decisions. Emotion helps to optimize
over the cost of optimization. Even mild emotional
states can affect behavior (Isen 2000). Positive feel-
ings can make it easier to access information in the
brain, promote creativity, improve problem solving,
enhance negotiation, and build efficient and thorough
decision making. Emotion facilitates optimal-choice
behavior when a person is provided with several
courses of action (Rolls 1999).

Little attention has been paid to the direct role of
emotion on choices of a financial nature. Recently,
Lo and Repin (2001) studied the physiological
characteristics of professional securities traders
while they are engaged in live trading. They report
significant correlation between market events and
physiological characteristics including skin conduc-
tance and cardiovascular data. They conclude that
emotion is an important determinant of a trader’s
ability to survive in financial markets. Other recent
research has focused on the role of emotion in a
more indirect fashion. Specifically, anomalous finan-
cial behavior is frequently attributed to emotion.
The next section reviews some of these studies.

Emotional Disposition

Aperson’s current emotional state may influence
financial decision making. For example, an indi-

vidual in a good mood because of recent experience
or current position in life brings this positive outlook
to the task at hand. Ashbury, Isen, and Turken (1999)
argue that a positive mood enhances individual per-
formance on many cognitive tasks. A large body of
literature supports the theory that positive mood
allows individuals to better organize and assimilate
information and facilitates creative problem solving. 

their knowledge, attention, memory, language, and
abstract problem solving were unaffected. These
individuals had difficulty making decisions and
were unable to plan for the future or choose a
course of action. Damasio hypothesizes a connec-
tion between flawed reason and impaired feelings. 

A patient, referred to as Elliot, provides an
example. While in his thirties, Elliot had experi-
enced a severe change in personality following the
removal of a brain tumor. Before his illness, Elliot
was a successful husband, father, businessman, and
member of the community. After surgery, Elliot
could not hold a job, manage his time, or maintain
social relationships. Yet his IQ remained in the

superior range. Extensive testing indicated that
Elliot’s memory, perceptual ability, language, arith-
metic ability, and ability to learn new material were
unaffected. Elliot had normal intellectual function-
ing but was completely unable to make a decision,
particularly one of a personal or social nature. Elliot
himself reported that he no longer responded in the
same way to emotional stimuli. What had once
caused a strong emotional response now caused
no reaction whatsoever. Although he could reason
through a problem, he could not choose a course of
action. For instance, if given the task of sorting
clients’ documents, Elliot could easily understand
the material. Yet his attention might be easily
diverted, or he might spend hours reading one doc-
ument, or he might just as easily spend an extended
period of time pondering whether the classification
scheme was appropriate. Not surprisingly, it was
not long before his employment was terminated. A
series of financially ruinous ventures followed.

Damasio concludes that feelings have a very strong
influence on reasoning. A complete understanding
of human behavior requires recognition of the inter-
connection between the brain and the body. Reason
and emotion are part of the human organism.
Although emotional responses typically are character-
ized as irrational, recent research suggests that emo-
tion and rational decision making are complementary. 

A large body of literature supports the theory
that positive mood allows individuals to better
organize and assimilate information and facili-
tates creative problem solving.
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Others have argued that evidence on the impor-
tance of emotional disposition is provided by empir-
ical results at the aggregate level (for instance,
Hirshleifer and Shumway 2003; Kamstra, Kramer,
and Levi 2003). Using data from twenty-six interna-
tional stock exchanges, Hirshleifer and Shumway
argue that good moods resulting from morning sun-
shine lead to higher stock returns.2 The argument is
that, because people are more optimistic on a sunny
day, they are more inclined to buy stocks. 

These aggregate studies of the effect of mood on
stock market pricing do not provide evidence on
how individual behavior translates into market out-
comes. Yet theoretical and experimental evidence
suggests that even when individual behavior is, on
average, characterized as irrational, market outcomes
can be consistent with rational pricing (Ackert and
Church 2001; Jamal and Sunder 1996, 2001; Chen
and Yeh 2002).

More fundamentally, however, the relationship
between mood and risk tolerance is not well estab-
lished. Risk aversion is important because changes
in risk aversion affect how much an individual is
willing to pay for a stock in response to changes in
mood. When an individual becomes elated, perhaps
because of good weather, he or she might become
more willing to buy stock at higher prices. If melan-
choly is associated with greater risk aversion, an
individual suffering from depression might associ-
ate lower valuations with stocks. The literature does
not provide compelling evidence that optimism or
euphoria leads to lower risk aversion or that depres-
sion or a poor mood leads to increased risk aversion.

According to Thaler and Johnson (1990), it is
extremely difficult to make generalizations about
preferences toward risk. They conclude that after a
series of winning gambles, individuals are willing to
take on more risk so that risk aversion declines after
prior gains.3 However, after an initial loss, experi-
mental participants become more risk averse. Other
research shows that happy people are more opti-

mistic and assign higher probabilities to positive
events (Wright and Bower 1992). Yet decision-making
research shows that even though happy people are
more optimistic about their likelihood of winning a
gamble, they are much less willing to actually take
the gamble (Isen, Nygren, and Ashby 1988). They are
more risk averse. People in a good mood are less
likely to gamble because they do not want to jeopar-
dize their good mood. Thus, it is not clear how positive
and negative emotional states affect risk prefer-
ences and, in turn, translate into market pricing. 

Clearly, clinical depression is quite different from a
simple bad mood. Depression has a biochemical basis
and can occur without cognitive appraisals. A person
with no chemical imbalances might naturally experi-
ence anxiety in certain situations (for example, a job
interview), but a depressed person might feel chroni-
cally anxious with a view that the world is an inex-
haustible source of threats. Furthermore, the modern
view of depression recognizes that the condition may
involve altered brain circuitry (LeDoux 2002). 

As with the evidence on the effect of mood on risk
choices, experimental evidence concerning the rela-
tionship between risk tolerance and depression fails
to provide a clear picture. Some researchers question
the importance of anxiety and depression in explain-
ing choices across risky alternatives (Hockey et al.
2000). Others conclude that risk aversion is correlated
with depressive tendencies (Eisenberg, Baron, and
Seligman 1998). Importantly, as these authors rec-
ognize, risk aversion is correlated with anxiety and
depression.4 Eisenberg, Baron, and Seligman report
that the correlation between depressive symptoms
and risk aversion arises from the correlation with
anxiety.5 The fundamental issue remains unre-
solved. While a depressed person shying away from
risk for no apparent reason may appear to be irra-
tional, it may be perfectly rational for an anxious
person to move toward safer alternatives. Again,
much research needs to be done to move toward a
definitive conclusion. 

2. Another stream of research in financial economics investigates the impact of investor sentiment on asset pricing. Sentiment
is broadly defined as the deviation in asset returns from that predicted by the fundamental determinants of asset value, such
as dividends (Lee, Shleifer, and Thaler 1991). The source of the sentiment may be noise (Black 1986). Though not postulated
in the literature, the source of sentiment, as discussed in the finance literature, could also be changes in the emotional
disposition of the population of investors.

3. Barberis, Huang, and Santos (2001) have formulated a theoretical model of this behavior that predicts that individuals will
become more risk averse after a fall in stock prices. Investors derive utility from changes in wealth and are more sensitive to
decreases in wealth than to increases.

4. Note that this study, like many others, is based on hypothetical questions, and, thus, decisions are not financially motivated.
Furthermore, the measure of depressive symptoms is based on a survey given to a sample of students registered in a college
course. The incidence of clinically diagnosed depression in this sample is not reported.

5. Interpretation of the results becomes even more difficult because Raghunathan and Pham (1999) find that anxiety and sadness
have distinct influences on behavior.
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Tversky’s prospect theory as a framework to explain
why investors might sell winners too early while
holding on to losers. According to Shefrin and
Statman, investors are more likely to realize gains
than losses. The fear of regret leads investors to
postpone losses whereas, symmetrically, the desire
for pride leads to the realization of gains. An indi-
vidual experiences regret when closing a position
with a loss because of the poor investment decision.
Conversely, an individual feels pride or elation when
closing a position with a gain because his financial
decision resulted in a profit. 

Standard economic models of choice can be
extended to incorporate emotions, including regret.
For example, in Hermalin and Isen’s (2000) model,
individuals are fully rational and maximize the dis-
counted value of future utility. Emotions directly
enter utility functions, with negative emotions, such
as guilt or regret, reducing utility. This research
takes emotions as given, rather than trying to
explain why people have emotions, and concludes
that incorporating the psychological finding that
emotion affects decision making into models of
rational behavior gives important insight into
behavioral phenomena. 

Emotional Reactions 

Thus far, this article has argued that emotional
disposition, including regret, can affect finan-

cial decision making. Emotional responses are also
induced by the plethora of stimuli people encounter
every day. An individual’s affective assessment is
the sentiment that arises from the stimulus. For
instance, when an individual is negotiating with
another party and experiences a feeling of dislike
for the other party, the outcome of the negotiation
is likely affected. Thus, affect refers to the quality
of a stimulus and reflects a person’s impression or
assessment. Cognitively, an individual’s percep-
tion includes affective reactions so that judgment
and decision making are inextricably linked to
these reactions.

Arguably, people’s thoughts are made up of
images that include perceptual and symbolic rep-
resentations (Damasio 1994; Charlton 2000). The
images are marked by positive or negative feelings
that are linked to somatic (or bodily) states. At the
neural level, somatic markers arising from experi-
ence establish a connection between an entity or
event and a body state (pleasant or unpleasant).
In effect, affective reactions are cognitive repre-
sentations of distinct body states. People are
attracted to stimuli associated with positive
somatic markers and steer away from those asso-

Regret

Regret is an emotion that colors an investor’s
current disposition. Some claim that fear of

regret can drive certain financial decisions. This
emotion is counterfactual in that it is generated by
thoughts about what might have happened but did
not. Clearly, regret is a negative emotion. An investor
may regret a bad investment decision but is not
likely to regret a good one.

Psychologists recognize the important impact
regret can have on decision making. According to
Kahneman and Tversky (1979), individuals have
strong desires to avoid the feeling of regret. They
argue that a number of the implications of expect-

ed utility theory are not corroborated by experi-
mental evidence and provide an alternative to the
standard economic paradigm—prospect theory.
Central to their theory is the notion of loss aver-
sion: Individuals will change their behavior in order
to avoid recognizing losses. Experimental subjects,
given the hypothetical choice between $500 with
certainty versus a coin flip for $1,000, will usually
choose the former: they are risk averse.6 This risk
aversion, however, would also imply that subjects
should choose a loss of $500 with certainty rather
than the flip of a coin where they can either return
to zero or lose an extra $500. In the experiments,
however, most subjects choose the gamble: They
are risk loving in the domain of losses. Kahneman
and Tversky argue that individuals wish to avoid
the negative feeling of regret that would occur if
they have to recognize a loss, and so they alter
their “normal” risk-averse tendencies. The results
from these hypothetical situations should be inter-
preted with caution because individuals may
behave quite differently if given significant, mone-
tary incentives.

Shefrin and Statman (1985) argue that regret is
an important factor explaining the disposition
effect—the tendency to sell superior-performing
stocks too early and hold on to losing stocks too
long. Shefrin and Statman include Kahneman and

This article argues that emotion is an impor-
tant aspect of the human condition that can
enhance decision making.



6. Hypothetical choices may not be consistent with choices made when the incentives are real. In their experiments, Holt and
Laury (2002) show that subjects are considerably more risk averse when payoffs are in cash rather than hypothetical.
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ciated with negative somatic markers. Readily
available affective reactions provide expedient means
for decision making because they make it far eas-
ier to weigh the pros and cons of alternative stimuli
(Finucane et al. 2000).

Research that directly examines the role of affect
in financial decisions is limited. More research is
warranted because affective reactions influence
judgment and decision making, even without cog-
nitive evaluations (Zajonc 1980, 1984). Furthermore,
when affective reactions and cognitive evaluations
diverge, the emotional aspects can exert a dominat-
ing influence on behavior (Ness and Klass 1994;
Rolls 1999).

In the financial realm, MacGregor et al. (2000)
conclude that there is a relationship between the
image of a market and what has occurred in the
market. In their experiments, participants’ willingness
to invest in a firm was influenced by affective reac-
tions to the firm’s industry membership. Ackert and
Church (2002) also examine the portfolio allocation
decisions of participants in financial experiments
with selective information disclosures concerning
available investment alternatives. Again, affective
assessments have significant effects on decision
making. Other work recognizes that affect is impor-
tant in understanding managers’ financial decisions.
Kida, Moreno, and Smith’s (2001) experimental
results indicate that when making capital budgeting
decisions, individuals are more likely to reject pro-
jects that elicit negative emotions. Insight into mar-
ket reactions awaits further investigation.

Conclusion

This article has suggested that although emotion
has important influences on financial behavior,

it does not contaminate judgment. Some have called
for a new paradigm, one that incorporates behavioral
influences and better models actual behavior. Without
question, the traditional finance paradigm has been
challenged. Many anomalies have been reported. Yet
a paradigm is rarely displaced by anomalies (Kuhn
1970). If a paradigm is to be replaced, it must be
replaced by another paradigm that provides a supe-
rior explanation of the facts. According to Kuhn, “so
long as the tools a paradigm supplies continue to
prove capable of solving the problems it defines,
science moves fastest and penetrates most deeply
through confident employment of those tools. The
reason is clear. As in manufacture so in science—
retooling is an extravagance to be reserved for the
occasion that demands it. The significance of crises
is the indication they provide that an occasion for
retooling has arrived” (1970, 76). Has the time for
retooling in finance reached Kuhn’s crisis level? 

Though recent models explain certain aspects of
financial decision making that appear to be incon-
sistent with the efficient market hypothesis, finan-
cial economists are without a superior paradigm.
Yet that is not to suggest that emotional behavior
should be ignored. While some argue that in certain
situations emotion may “get in the way” and lead to
suboptimal decision making, we believe that emo-
tion is an important aspect of the human condition
that can actually enhance decision making.
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M
onetary policy is a controversial
topic. Economists are still divided
into two factions: those who believe
that monetary policy does have
real (inflation-adjusted) effects and
those who are convinced that it

affects only nominal variables, that is, nominal
interest rates and prices. Until recently, almost any
macroeconomic model in which monetary policy
has real effects was based on the assumption that
expectations are formed in an adaptative way, imply-
ing that agents do not use all available information
when making a decision. Critics of these models
argue that, given this assumption, agents are not
rational and as a result allow the monetary authority
to trick them over and over. 

In response to this important critique, a whole
class of models—New Keynesian models—has been
recently proposed. These types of models combine
“old” Keynesian elements (imperfect competition
and short-term nominal rigidities) with a dynamic
general equilibrium environment (where prices and
quantities are such that markets clear) in which
agents form their expectations rationally.1 The idea
behind this approach is that when short-term prices
are “sticky” or “rigid”—that is, when they adjust
only slowly to market shortages or surpluses—a
decrease in the nominal interest rate also implies a
decrease in the real interest rate. Therefore, the
consumption and investment components of aggre-

gate demand increase, implying an increase in out-
put. But over time the excess aggregate demand
shifts prices upward, thereby restoring the level of
output to its potential. A drawback of the simplest
version of such models (in which only one type of
nominal rigidity, either sticky prices or wages, is
considered) is that it does not seem to be able to
reproduce the observed persistence of inflation. 

The objective of this article is to determine
whether adding sticky wages to a basic sticky-price
model overcomes this drawback. The analysis
shows that this addition “partially” solves the prob-
lem. Empirical work at the micro level suggests that
the average duration of price and wage contracts is
typically three to six quarters. Chari, Kehoe, and
McGrattan (1998) find that, in order to match the
persistence of output changes to a monetary shock,
their model must assume an implausible degree
(ten quarters) of price stickiness, even when capi-
tal accumulation and adjustment costs of capital are
introduced. Fuhrer and Moore (1995) also show
that, in a model using a reasonable length of wage
contracts, it is not possible to obtain the inflation
persistence observed in the data.

As Galí and Gertler (1999) point out, these mod-
els imply an aggregate supply relationship (the new
Phillips curve) that relates current inflation with
expectations of future inflation and real unit-labor
costs. Hence, the persistence of price inflation in
New Keynesian models is driven by the persistence
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monetary policy rule.3 As mentioned above, the new
Phillips curve relates current inflation with expec-
tations of future inflation and real unit-labor costs.
Understanding the inflation–real wage link is impor-
tant in understanding why adding staggered wages
to the baseline sticky-price model may solve the
lack of persistence of inflation in these models. The
IS curve relates output and the real rate of interest
negatively, as in the undergraduate textbook version
of the Keynesian model, and the IS curve includes
expectations of future output. These two relation-
ships manifest the forward-looking nature of the
New Keynesian models, in which expectations are
rational. To complete the model, a monetary policy
rule is needed. Typically, it is modeled as an inter-
est rate rule in which the short-term interest rate
reacts to inflation and output gaps;4 the nominal
amount of money is determined from the money
demand equation. Following the literature, this arti-
cle uses an interest rate rule that relates today’s
nominal interest rates to past nominal interest rates
through an interest rate–smoothing parameter. One
might interpret this parameter as reflecting mone-
tary policymakers’ perceived aversion to moving the
nominal rate by large steps.

The analysis in this article reveals the following:
First, as most of the literature has proved, when
only sticky prices and plausible-duration price con-
tracts are considered, the model is not able to repli-
cate the inflation persistence observed in the data.
Second, in the baseline sticky-price model most of
the persistence is driven by the exogenous nominal
interest rate–smoothing parameter. Finally, when
sticky wages are added to the baseline sticky-price
model, it is possible for the inflation data auto-
correlations to be reasonable approximations closely
matched by the model.

The first part of the article analyzes the equa-
tions that describe a general equilibrium model with
sticky prices. The discussion then shows how these
equations are modified when staggered wages are
added to the baseline sticky-price model. Next, the
analysis examines how different parameterizations
affect price-inflation persistence in the baseline
sticky-price model. Finally, the study considers how
those conclusions are affected when both sticky
prices and wages are considered. 

The Model

The baseline sticky-price model presented in this
section merges Keynesian assumptions, such as

imperfect competition and nominal rigidities, with the
methodological advances in modern macroeconomic
theory. As in traditional Keynesian models, mone-

of real unit-labor costs. The problem of models with
only one type of nominal rigidity is that, even with
long-duration (sixteen quarters) price or wage con-
tracts, real wages are still flexible and cannot induce
enough persistence of inflation.

How can the baseline sticky-price model be mod-
ified so that the induced persistence of inflation
in response to a monetary shock increases under
plausible degrees of price or wage stickiness? A
straightforward path would be to introduce some
kind of backward-looking behavior in the determi-
nation of inflation. However, introducing backward-
looking behavior implies departing from the
assumption of rational expectations, and the Lucas
(1976) critique applies.2

This article takes an alternative approach,
exploring whether the combination of staggered
price and wage setting, as in Erceg, Henderson, and
Levin (2000), can match the inflation persistence
observed in the data if reasonable durations of price
and wage contracts are assumed. In this case, the
forward-looking nature of the model is preserved.
When both prices and nominal wages are sticky, so
is the real wage, and therefore inflation persistence
should increase. 

This article analyzes whether adding staggered
wage settings to the baseline sticky-price model
solves the persistence-of-inflation problem when
plausible durations of price and wage contracts are
assumed. The analysis will show that, for a given
duration of price contracts, real wage persistence
significantly increases with the duration of wage
contracts. This exercise is equivalent to adding
sticky prices to a model with only staggered nomi-
nal wages. The exercise presented here is chosen
because models containing only sticky prices are
more widely used in the literature than those con-
taining only staggered nominal wages.

Both the baseline sticky-price and the sticky-
price and sticky-wage models have three main
equations: an aggregate supply relationship (the
new Phillips curve), an IS type of equation, and a

Economists are still divided into two factions:
those who believe that monetary policy does
have real (inflation-adjusted) effects and
those who are convinced that it affects only
nominal variables.



1. For another way of answering this critique, see Christiano and Eichenbaum (1992).
2. The Lucas critique implies that any Federal Reserve policy change will affect consumers’ expectations, so the Federal Reserve

cannot take consumers’ expectations as constant.
3. An IS equation relates output today with output tomorrow as a function of the nominal interest rate and inflation.
4. Even though this article does not do so, it is also possible to model the interest rate rule as forward looking in the sense that

it reacts to expected future inflation and output gaps. However, simulations suggest that our results would remain basically
unchanged. Output gaps are the difference between actual and potential output.
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tary policy affects real variables in the short run.
Unlike the traditional Keynesian models, in New
Keynesian models the equations come from an opti-
mization process of rational agents. Two models are
considered: first, a model with sticky prices but flex-
ible wages and then a model that introduces stag-
gered wage setting into this baseline environment. 

The baseline sticky-price model. Following
Blanchard and Kiyotaki (1987), the model consists of

• a large number of identical households each sup-
plying labor services, 

• a large number of intermediate-good producers
producing a specific good that is an imperfect
substitute for the other goods, and 

• a large number of identical, competitive final-
good producers. 

Households consume the final good, intermediate-
good producers use labor services in their produc-
tion process, and final-good producers use the
intermediate good in their production of the final
good. The model also assumes imperfect competi-
tion in the intermediate-good markets. Thus, each
intermediate-good producer chooses its price,
taking as given all other good prices and wages. The
intermediate-good production sector suffers an
aggregate technology shock that is common across
firms. For this sector, the model assumes a linear
production function in labor such that the marginal
product of labor is equal to the technology shock.

On the monetary policy side, the model assumes
that the central bank sets the nominal interest rate
through a Taylor rule and supplies as much money as
households demand. The Taylor rule relates today’s
nominal interest rate to past nominal interest rates,
inflation, and output gaps. The model also assumes
that monetary policy, that is, the Taylor rule, suffers
from a monetary perturbation. This perturbation
reflects the difference between the information that
the monetary authority has when making decisions
on interest rates and the information that the
researcher can observe.

Intermediate-good producers face a Calvo-type
restriction when setting prices: In any given period
of time, each intermediate-good producer receives a

signal that allows her to change the price. This signal
arrives with probability 1 – θ

p
and thus with proba-

bility θ
p

that she must keep last period’s price. The
reason the Calvo-type assumption has become so
popular is its simplicity. Because the probability of
receiving the “green light” signal is independent of the
past history of signals, the pricing decisions of firms
are identical. Therefore, one does not need to keep
track of each firm’s pricing decision to know the
aggregate price outcome, and aggregation is simple.

The intuition behind this idea is as follows: Firms
face some type of “menu cost” when they want to
change prices, so they cannot change prices every
period. In this environment the probability that a
firm has its price fixed for one period is 1 – θ

p
, for

two periods is θ
p

(1 – θ
p
), for three is θ

p
2(1 – θ

p
), and

so on. Given these probabilities, the average num-
ber of periods that prices are going to be fixed can
be calculated. Hence, this average duration of a
price contract is equal to [1 – θ

p
] + 2[θ

p
(1 – θ

p
)] +

3[θ
p
2(1 – θ

p
)] + ... = 1/(1 – θ

p
). It is important to

remember the relationship between θ
p

and the aver-
age duration of price contracts.

This analysis will not go through the derivation
of the main equations. (The reader is referred to
Rabanal and Rubio-Ramírez 2003.) Instead, the dis-
cussion will introduce the key relationships and
give some intuition. In all cases, the variables are
expressed in logarithmic terms. Let y

t
denote out-

put; w
t
, the nominal wage; p

t
, the price level; and

∆p
t, the price inflation rate. 
The model is represented by the following set of

equations:

(1)

(2) ∆p
t
= βE

t
∆p

t
+ κ

p
(w

t
– p

t
– a

t
+ µ);

(3) w
t
– p

t
= ϑ + mrs

t
;

(4) mrs
t
= (σ + γ)y

t
– γa

t,

and

κ
θ β θ

θp

p p

p

=
− −[( )( )]

;
1 1

y r E p E yt t t t t t= − − − ++ +
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ρβ( ) ;∆
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markup on the marginal product and depends on the
elasticity of substitution between different types of
intermediate goods used to produce the final good.
This equation is the most important piece of the
New Keynesian models. As mentioned above, until
the introduction of these models, almost any setup
able to generate short-term real effects of monetary
policy was based on backward-looking behavior. As
equation (2) shows, this situation is no longer true:
In this environment, inflation has a forward-looking
root, and monetary policy affects output through its
effects on future real interest rates and real wages. 

If equation (2) is solved forward, the resulting
equation is

(7)

It reveals that price inflation depends on current and
expected future gaps between real wages and the
desired markup over the marginal product of labor.
Thus, one concludes that price inflation is at its
steady-state value only when real wages and the
marginal product of labor differ by the desired markup
and are expected to do so. If firms do not expect
wages to increase over the marginal product of labor
more than the desired markup, they will not increase
prices, and inflation will be at its steady-state value.

Equation (3) relates the real wage, w
t

– p
t
, the

marginal rate of substitution between consumption
and worked hours, mrs

t
, and the desired real-wage

markup, ϑ, that depends on the elasticity of substi-
tution between different types of labor used to pro-
duce each intermediate good. Equation (4) relates
the marginal rate of substitution between consump-
tion and worked hours, mrs

t
, with output, y

t
, and

the aggregate productivity shock, a
t
. This expres-

sion is obtained by imposing the clearing market
condition that consumption equals total production
and by using the production function that relates
hours worked with output and the productivity
shock. Equation (5) shows how the aggregate pro-
ductivity shock, a

t
, (or technology shock) evolves

over time.
A monetary policy rule is needed to complete the

general equilibrium model. This analysis will consider
a Taylor-type rule with the following formulation:

(8) r
t
= ρr

t–1 + (1 – ρ)(γπ∆p
t
+ γ

x
y

t
) + ε

t
,

where γπ and γ
x

are the elasticities of the nominal
interest rate to current price inflation and output
gap. ε

t
is the monetary shock, and it is independent

and identically distributed normally with zero mean
and standard deviation σ

r
.

∆ p E w p at p t t t t= − − − ++
=

∞

+ +∑κ µτ
τ

τ τ( ).
0

(5)

where β is the discount factor, ρβ is equal to log(β),
γ is the inverse of the elasticity of labor supply to
real wage, σ is the inverse of the intertemporal elas-
ticity of substitution, r

t
is the nominal interest rate,

mrs
t

is the marginal rate of substitution between
consumption and worked hours, µ is the desired
markup on marginal product, w

t
is the hourly wage,

ϑ is the desired markup on the real wage, κ
p

is the
elasticity of inflation to the marginal cost, and a

t
is

the aggregate productivity shock. It is assumed that
εa

t
~ iidN(0, σ

a
).

Equation (1) is a log-linearized version of the
Euler equation, which arises from the household’s

optimal saving-consumption decision, after impos-
ing the clearing market condition that consumption
equals output. From equation (1) it is clear that
the higher the nominal interest rate, r

t
, or the lower

tomorrow’s expected inflation, E
t
∆p

t+1, the lower
today’s output, y

t
, and the higher the savings.

Equation (1) can also be iterated forward to yield

(6)

This iteration shows that output depends on current
and expected future gaps between the real interest
rate and its long-run value. Thus, one concludes
that output is at its steady-state value only when
real interest rates differ by the log of the discount
factor and are expected to do so. In other words,
when the real interest rate is high, savings are high
and consumption (and, hence, output) is low; when
the real interest rate is low, savings are low and
consumption is high.

Equation (2) is called the New Keynesian Phillips
curve, and it is obtained from the aggregation of
price-optimal decisions of firms. Price inflation
depends on tomorrow’s expected price inflation,
E

t
∆p

t+1, and the percentage deviation of real wage,
w

t
– p

t
, from the desired markup over the marginal

product of labor, a
t

– µ, where µ is the desired

y E r pt t t t= − − −
=

∞

+ + +∑1

0
1σ

ρ
τ

τ τ β( ).∆

a at a t t

a= +−ρ ε1 ,

The baseline sticky-price model merges
Keynesian assumptions, such as imperfect
competition and nominal rigidities, with the
methodological advances in modern macro-
economic theory.
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Equation (8) relates today’s nominal interest rate,
r
t
, to yesterday’s nominal interest rate, r

t–1, price
inflation, ∆p

t
, and output gap, y

t
. It is assumed that

ρ is between 0 and 1, γπ > 1, and γ
x

> 0. The interest
rate–smoothing coefficient is included in the Taylor
rule mainly for empirical reasons (see the paper by
Clarida, Galí, and Gertler 2000). In addition, Woodford
(2002) provides some theoretical background about
why the central bank might be interested in smooth-
ing interest rates. In this way, the nominal interest
rate will have some exogenously driven persistence.
This model imposes the condition γπ > 1: The mon-
etary authority increases the nominal interest rate
more than one to one with respect to inflation to
induce a unique, stationary solution to the system
(see Woodford 2002).

In the baseline sticky-price model, and in the
sticky-price and -wage model presented in the next
section, two sources of uncertainty exist: one is tech-
nological, ε

t
a, and the other is monetary, ε

t
.

Two key parameters drive inflation persistence
in the baseline sticky-price model: First, θ

p
modifies

the slope in equation (2). Hence, the larger θ
p
, the

longer the duration of price contracts and the higher
the generated persistence of inflation. The second,
ρ, is the interest rate–smoothing coefficient. A higher
ρ increases the persistence of both monetary shocks
and output gaps, also making inflation more persis-
tent. Given the importance of these two parameters,
the next section demonstrates how different cali-
bration choices for them modify the persistence of
inflation that this model can generate.

The sticky-price and -wage model. As the next
section of the article will show, with only sticky prices
it is not enough to replicate the persistence of infla-
tion that is observed in the data. Therefore, this sec-
tion presents a version of the model with staggered
prices and wages, as in Erceg, Henderson, and Levin
(2000). The inclusion of nominal wage rigidities will
increase the real wage and, one hopes, inflation iner-
tia. The model setup is similar to the one presented
in the last subsection. As before, the model consists
of a continuum of households each supplying a spe-
cific labor service that is an imperfect substitute for
the other labor services, a continuum of intermediate-
good producers producing a specific good that is an
imperfect substitute for the other goods, and a con-
tinuum of identical competitive final-good producers.
As in the baseline sticky-price model, households
consume the final good, intermediate-good producers
use labor services in their production process, and
final-good producers use the intermediate good in
their production of the final good. The model also
assumes imperfect competition on the intermediate-

good markets. Thus, each intermediate-good pro-
ducer chooses its price, taking as given all other
good prices and wages. The intermediate-good pro-
duction sector suffers an aggregate technology shock
that is common across firms. For this sector, a lin-
ear production function in labor is assumed, so the
marginal product of labor is equal to the technology
shock. Finally, the central bank also sets the nominal
interest rate, through a Taylor rule, and supplies as
much money as households demand. Also, as in the
previous model, it is assumed that the Taylor rule
suffers from a monetary perturbation.

Just as in the baseline sticky-price model, pro-
ducers of intermediate goods face a Calvo-type

restriction when setting prices, as described earlier.
In this new model, households face an additional
Calvo-type restriction when setting their wages.
In this environment the probability that a house-
hold has its wage fixed for one period is 1 – θ

w
.

Therefore, the average duration of a wage contract
is equal to 1/(1 – θ

w
).

The model can be represented by the following
set of equations:

(9)

∆p
t
= βE

t
∆p

t+1 + κ
p
(w

t
– p

t
– a

t
+ µ);

(10) ∆w
t
= βE

t
∆w

t+1 + κ
w
(mrs

t
– (w

t
– p

t
) + ϑ);

w
t
– p

t
= w

t–1 – p
t–1 + ∆w

t
– ∆p

t;

mrs
t
= (σ + γ)y

t
– γa

t;

where

κ θ β θ
θ γϕw

w w

w

= − −
+

[( )( )]

( )
.

1 1

1

κ
θ β θ

θp

p p

p

=
− −[( )( )]

;
1 1

y r E p E yt t t t t t= − − − ++ +
1

1 1σ
ρβ( ) ;∆

With only sticky prices it is not enough to
replicate the persistence of inflation that is
observed in the data.
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In the next section, the analysis explores how
different calibration choices for these three para-
meters modify the persistence of inflation that this
model can generate. Notably, because the New
Keynesian Phillips curve remains unaltered, then in
either model persistence in price inflation after a
monetary shock hits the economy is driven by κ

p

and the persistence of the real wage, w
t

– p
t
. The

inclusion of nominal wage rigidities does not modify
κ

p
. Hence, the addition of nominal wage rigidities

only increases the price-inflation persistence if it
increases the persistence of real wages.

Inflation Persistence Analysis

To study the persistence of price inflation implied
by the two models, this analysis first reports the

observed autocorrelations of price inflation and then
performs some numerical exercises to study the
autocorrelation functions of price inflation implied by
the basic sticky-price model when only a monetary
shock is considered. Finally, the analysis does the
same for the sticky-price and sticky-wage model.

To understand how much persistence in price
inflation these models can generate given a plausi-
ble degree of price and wage stickiness, one could
modify the parameters of the model (in particular,
θ

p
and θ

w
) until κ

p
or real-wage stickiness is such

that price inflation matches observed inflation. As

Again, a monetary policy rule is needed to com-
plete the model. As before, a Taylor-type rule with
the following structure is considered:

r
t
= ρr

t–1 + (1 – ρ)(γπ∆p
t
+ γ

x
y

t
) + ε

t.

If the equations that describe the baseline sticky-
price model are carefully compared with those that
describe the sticky-price and sticky-wage model,
two differences should be apparent. First, the inclu-
sion of sticky wages does not modify the structure
of the New Keynesian Phillips curve (equations [2]
and [9] are identical). Second, mrs

t
is no longer

equal to a markup over real wages. Instead of equa-
tion (3), equation (10) now relates wage inflation to
expected wage inflation and the percentage devia-
tion of real wages, mrs

t
, from the desired markup

over the real wage of labor, (w
t
– p

t
) – ϑ,  in the same

way the New Keynesian Phillips curve does.
Comparison of the two models. Although in

the baseline sticky-price model θ
p

and ρ drive infla-
tion, in the sticky-price and -wage model a bigger
θ

w
implies a longer duration of wage contracts

and, hence, a more persistent real wage. The New
Keynesian Phillips curve (equation [9]) implied by
this new version of the model relates price inflation
persistence to real wage persistence; hence, a larger
θ

w
implies higher inflation persistence.
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The Autocorrelation Function of the GDP Deflator 
for the Nonfarm Business Sector between 1960:01 and 2001:04
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mentioned, the problem with this approach is that
access to additional empirical evidence, such as sur-
veys or data panels, provides us reasonable bounds
for most of the parameters of the model. Thus, a
plausible degree of price and wage stickiness means
that the wage and price contract length implied by
θ

p
and θ

w
are inside these bounds.

The autocorrelation function of price infla-

tion. Figure 1 shows the autocorrelation function
of the gross domestic product (GDP) deflator for
the nonfarm business sector between 1960:01 and
2001:04. First, the autocorrelation function implied
by the GDP deflator reported here is similar to the
one implied by either the consumer price index
(CPI) or the personal consumption expenditures
index (PCE).

Second, even after five periods the autocorrela-
tion is 0.5. The following analysis shows that New
Keynesian models with only sticky prices have a
number of problems replicating this slow decay of
the autocorrelogram. 

Persistence in the sticky-price model. The
effects of θ

p
on price inflation are twofold. First, it

affects the slope of the New Keynesian Phillips
curve:

κ
θ β θ

θp

p p

p

=
− −[( )( )]

;
1 1

Second, θ
p

affects the persistence of the percentage
deviation of the real wage (w

t
– p

t
) with respect to

the marginal product of labor (a
t
).

Before studying the relationship between θ
p

and
real wage persistence, the analysis will first concen-
trate on understanding how the price contract
duration, 1/(1 – θ

p
), affects κ

p
. Notice the following

relationship:

This derivative implies that the higher θ
p

(that is,
the higher the price contract duration), the lower
κ

p
. One can observe this relationship in Figure 2,

which plots κ
p

as a function of θ
p
. Under the limi-

tation θ
p

→ 1, that is, when prices are fixed forever,
κ

p
→ 0 and π

t
= 0 forever, implying the highest

persistence possible. 
As mentioned before, the issue is that, as Figure 3

shows, the higher θ
p
, the higher the average dura-

tion of price contracts, 1/(1 – θ
p
). As many authors

have reported (see, for example, Dutta, Berger, and
Levy 1997; Blinder et al. 1998), observed average
price change is not much longer than one year. This
observation implies that analysis should be restricted
to values of θ

p
that imply durations no longer than

five quarters, that is, θ
p

≤ 4/5. 

∂
∂

= − + − <
κ
θ

σ γ
θ

θ βp

p p

p2
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The baseline calibration used in the following
analysis is shown in Table 1. The inverse intertem-
poral rate of substitution and the elasticity of labor
supply, σ and γ,  are set to 1. Because quarterly data
are used, β being set to 0.99 implies a 4.1 percent
annualized real interest rate. The calibration of µ
and ϑ at 1.2 implies a 20 percent markup over mar-
ginal costs and real wages, respectively. Both ρ and
ρ

a
are set to 0.8, and σ

r
and σ

a
are set to 1. Taylor’s

rule elasticities, γπ and γ
x
, are set to Taylor’s original

guesses. θ
p

is set to 3/4, which implies an average
duration of price contracts of four periods.

Figures 4 and 5 illustrate the autocorrelation
functions of price inflation and real wages when
only a monetary shock is considered for different
average durations of price contracts. The longer the
duration, the higher price inflation persistence. The
intuition for this result is that when prices are
sticky, a positive (negative) monetary shock will
increase (decrease) demand and real output. The
longer the average price contract lasts, the more
persistent is the effect on output. As equations (3)
and (4) show, real wages are linked to output, so
the higher the output persistence, the higher the
real wage persistence. Because no technology
shock is involved, the marginal product of labor is
constant, and the real wage and its deviation from
the marginal product of labor exhibit the same auto-

The analysis has shown that increasing persis-
tence by letting θ

p
→ 1 (κ

p
→ 0) is not consistent

with the evidence on price contract duration. The
following numerical simulations study the effects of
different parameter values of θ

p
(different price

contract durations) on price inflation persistence,
examining the real-wage and price-inflation auto-
correlation functions that the baseline sticky-price
model generates under these conditions.
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Duration As a Function of the Probability of Price Change (θp) in the Sticky-Price Model

Variable Value

σ 1
γ 1
β 0.99
µ 1.2
ϑ 1.2
ρ 0.8
ρa 0.8
σr 1
σa 1
γπ 1.5
γx 0.5
θp
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Calibration for the Sticky-Price Model
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Figure 6 shows the autocorrelation function of
price inflation for different values of ρ (the exoge-
nous persistence parameter of the nominal interest
rate) when only a monetary shock is considered.
For low values of ρ, inflation persistence is very low.
The intuition is as follows. Nominal interest rate
persistence depends on ρ. As equation (6) shows,
the higher (lower) the nominal interest rate persis-
tence, the higher (lower) the output persistence.
Because only a monetary shock is considered, real
wages and output share the same autocorrelation
function, so the higher (lower) the nominal interest
rate persistence, the higher (lower) the real wage
and price inflation persistence. Under these condi-
tions, inflation persistence greatly depends on ρ,
the nominal interest rate exogenous persistence.
Indeed, Figure 6 shows that a model with only sticky
prices does not amplify the inflation persistence of
a monetary shock beyond that induced by ρ.

From this analysis one can conclude that the
model with only sticky prices is not able to generate
endogenous persistence beyond that obtained
through the coefficient ρ. This conclusion raises the
following questions: Is it possible to generate inflation
persistence in this model? Is inflation persistence
highly linked to ρ? Is there an obvious mechanism
generating it? From the observations in Figure 6, it
seems that the correct answer is that the inflation

correlation function. Thus, one can conclude that
the longer the average contract, the more persis-
tent is the effect on real wages and price inflation. 

It is important to understand what the source of
this persistence is. The following analysis considers
how the source of exogenous nominal interest rate
persistence, ρ, affects the persistence of inflation
that this simple model is able to generate. 
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persistence is highly related to ρ and that there is
no other mechanism that can generate it.

These results indicate that the baseline sticky-
price model is not able to generate enough endoge-
nous inflation persistence, so the analysis next
considers whether the sticky-price and sticky-wage
model can do it.

Persistence in the sticky-price and sticky-

wage model. As mentioned earlier, the inclusion of
wage rigidities does not modify κ

p
. Thus, the impact

of wage rigidities on price inflation persistence
should come through their effect on the persistence
of the real wage. Table 2 lists the basic calibration
used in this model. The parameters are set to the
same values used in the baseline sticky-price model.
θ

w
is set to 4/5, implying an average wage contract

duration of five quarters. 
Figures 7 and 8 show the autocorrelation func-

tion of price inflation and real wage for a given aver-
age duration of the price contract of four quarters
(θ

p
= 3/4) when different values of θ

w
and just a mon-

etary shock are considered. The inclusion of wage
rigidities increases the persistence of both real wages
and price inflation. In the sticky-price model, nom-
inal wages move freely, making real wages not per-
sistent. When both wages and prices are sticky, real
wages display more persistence. As noted before,
the persistence of the real wage deviation from the

marginal product of labor drives price inflation per-
sistence. In Figures 7 and 8, which consider only a
money shock, the marginal product of labor does not
move, and price inflation persistence also increases.
One can conclude that the addition of nominal wage
stickiness makes the reaction of price inflation to
money shocks more persistent.

Figure 9 reports the autocorrelation function of
price inflation for different values of ρ when only a
monetary shock is considered. In the basic sticky-
price model, the price inflation persistence depends
greatly on ρ. Figure 9 shows that when both prices
and wages are sticky, the persistence of inflation
the model generates as a response to a monetary
shock does not depend on ρ. The addition of sticky
wages to the baseline sticky price model increases
real wage persistence in such a way that, even with
very low ρ, the model is able to generate a persis-
tent inflation response. In addition, the introduction
of staggered wage contracts to the sticky price
model in a pure forward-looking model helps
increase inflation persistence.

Conclusion

This article analyzes the ability of a model with
both sticky prices and wages to solve one of the

most important shortcomings of the baseline sticky-
price model: the lack of persistence of inflation when
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only a monetary shock is considered. The findings
show that, while the baseline sticky-price model
cannot replicate the inflation persistence observed
in the data unless an implausible degree of either
price stickiness or exogenous nominal interest rate
persistence is assumed, a model with both sticky
prices and sticky wages can replicate more closely

the autocorrelation function of inflation, even with
acceptable levels of both price and wage stickiness.
This result is important because some notable studies,
such as Fuhrer and Moore (1995) and Chari, Kehoe,
and McGrattan (1998), have criticized the incapa-
bility of this kind of model with nominal rigidities to
match inflation persistence.
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