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Private Sector Responses 
to the Panic of 1907: 
A Comparison of New York 
and Chicago 
Ellis W. Tallman and 
J o n R. Moen 

The trend toward greater provision of payments services by 
nonbank providers raises a question for regulators: What if these 
nonbank institutions suffer unfavorable balances or experience a 
run? The authors of this article look to the Panic of 1907 as an 
example of how private market participants, in the absence of 
government institutions, react to a crisis in their industry. They 
suggest that New York's and Chicago's contrasting experiences 
during the panic may provide useful lessons for both regulators 
and market participants. 

The article compares responses to the panic by bank intermedi-
aries in the two cities through clearinghouses. The apparent isolation 
of trusts from the New York Clearinghouse left the clearinghouse 
with inadequate knowledge of their condition and hindered prompt 
action. In Chicago, the clearinghouse had timely information on 
most intermediaries in the city, including the trusts, and therefore 
was positioned to react quickly. 

The distinct nature of the Panic of 1907 and the differences be-
tween private market regulation through clearinghouses and the 
current framework of public regulation limit recommendations for 
today's financial world. Nonetheless, the historical experience 
provides a precedent for the development and growth of payments 
services offered by nonbank providers, which should not be ig-
nored as key players in the payments system. The key lesson from 
history is that such ignorance can be expensive. 

J () t / s ing Eurodollar Futures 
Options: Gauging the 
Market's View of Interest 
Rate Movements 
Peter A. Abken 

Investors and analysts frequently use financial market prices in 
their attempts to divine market expectations—a difficult exercise be-
cause of the myriad influences on financial market prices. This arti-
cle focuses on shifts in market outlook regarding the direction of 
interest rate movements since 1988 as well as market reaction to 
specific events influencing interest rate changes in the short run— 
namely, Federal Reserve monetary policy and its periodic Federal 
Open Market Committee meetings. 

The discussion examines the Eurodollar futures options traded at 
the Chicago Mercantile Exchange and explains how to infer the im-
plied skewness of interest rates—a measure that gauges the direction 
and magnitude of their movements—from these options. In particu-
lar, this article shows how the skewness of the distribution of a 
short-term interest rate, LIBOR, can be inferred from market prices. 
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The basic conclusion of this article is that a marked shift in mar-
ket outlook on interest rate movements occurred in late 1992. The 
analysis finds that during 1993 and 1994, skewness was manifest 
by a premium in the prices of Eurodollar futures puts, which offer 
protection against rising interest rates, compared with those of Euro-
dollar futures calls. The findings also indicate, though, that the Eu-
rodollar futures options prices are too "noisy" to detect changes 
in the markets' view of future short-term interest rate movements 
following FOMC meetings. 

FYI—Examining Small 
Business Lending in Bank 
Antitrust Analysis 
W. Scott Frame 

The U.S. banking industry has entered an unprecedented period 
of consolidation and reorganization. This bank merger wave has 
sparked public policy debate about the desirability of such combina-
tions, particularly in regard to evaluating antitrust considerations. 

More than thirty years ago, legal precedent established the rele-
vant antitrust product market for banking as the "cluster of banking 
products and services." Many are questioning whether a move away 
from this aggregate approach toward a more traditional product-
based antitrust analysis would better reflect today's market realities, 
in which the presence of numerous nonbank competitors competing 
over wider geographic areas often reduces concentration concerns. At 
the same time, the market for small business loans has particularly in-
terested both bank regulators and the Justice Department because of 
the lack of nonbank competitors and the local nature of these loans. 

The author of this article provides an overview of recent develop-
ments in banking antitrust analysis, particularly in the area of small 
business lending. In discussing the potential costs and benefits to dis-
aggregating the product market for purposes of antitrust analysis, he 
concludes that while doing so is theoretically appealing, disaggregat-
ing the product market for banking (and examining small business 
lending) suffers from several measurement problems resulting from a 
lack of reliable data. 
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rhe recently proposed (and aborted) merger between software gi-
ant Microsoft and Intuit, the producer of the leading personal 
f inancial sof tware for personal computers , demonst ra ted the 
potential for growth among nonbank providers of payment ser-
vices. In this case, neither of the parties is in the payments sys-

tem, of course, but the recent growth in payments services provided through 
nonbank entities and the tremendous potential for the use of technologies 
like the Internet for such services points toward greater participation in the 
payments system by nonbank providers of payment services. For regulators, 
this trend raises questions: What if nonbank providers of such services suf-
fer unfavorable balances or experience a run? How should they be treated? 
New York's and Chicago's contrasting experiences during the Panic of 1907 
may provide useful lessons concerning this issue for both regulators and 
market participants. 

During the National Banking Era (1863-1914), several episodes of recur-
rent financial crises plagued the United States well after most other devel-
oped banking systems had eliminated them. By this t ime most European 
countries had central banks that could provide reserves during a crisis, but in 
the United States bankers and depositors still had to rely mainly on the pri-
vate sector to meet unusual demands for cash. Without a central bank to 
function as a lender of last resort, the U.S. banking system during panics 
turned to private market organizations known as clearinghouses to protect the 
system from a total shutdown.1 

The Panic of 1907, the last and most severe of the National Banking Era 
panics in the United States, provides an example of how private market par-
ticipants, in the absence of government institutions, react to a crisis in their 
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industry. In previous research, the authors highlighted 
how the Panic of 1907 centered on New York City 
trust companies (Ellis W. Tallman and Jon R. Moen 
1990; Moen and Tallman 1992). These trusts, a kind 
of intermediary not designed as a bank but performing 
bank services, saw dramatic growth in deposits at the 
turn of the century mainly as an avenue for circum-
venting legislative restrictions on national banks. 

This article compares private market responses to 
the Panic of 1907 by bank intermediaries in New York 
and Chicago through the institution of the clearing-
house. The different responses to the panic center on 
the relationship between national banks and trust com-
panies and the relationship between the private clear-
inghouses and trust compan ies . T h e fact that N e w 
York trust companies were not members of the New 
York Clearinghouse, whereas the larger Chicago trusts 
were members of the Chicago Clearinghouse, greatly 
influenced how the private sector in each city was able 
to cope with the panic. In Chicago, the clearinghouse 
had timely information on the condition of most inter-
mediaries in the city, including the trusts, and there-
fore was able to react quickly to any potential threats 
to the payments mechanism. The circumstance in New 
York was notably different. The apparent isolation of 
trusts from the New York Clearinghouse left the clear-
inghouse with inadequate knowledge of their condition 
and hindered prompt action when panic withdrawals 
first struck those intermediaries.2 

The lesson this historical instance offers is that it is 
unwise to ignore the implications of modern-day fi-
nancial distress at nonbank in termediar ies o f fe r ing 
payments services. Although the distinct nature of the 
Panic of 1907 and the d i f fe rences be tween private 
market regulation of clearinghouses and the current 
framework of public regulation limit any further infer-
ence about recommended responses in today's finan-
cial world, there is a clue in examining the historical 
episode for the questions it raises and for the debate 
and research it may generate about the potential re-
sponses of public authorities to impending changes in 
the financial system. 

Structures and Institutions in 
New York and Chicago 

The Rise of Trusts. The system of unit banking 
and the stratification of national banks produced sev-
eral financial centers in the United States, with New 
York and Chicago being the most important . 3 Even 

though national banks in both cities had been operat-
ing as central reserve banks under the guidelines set 
down by the National Banking Acts (1863, 1864), and 
their financial intermediaries operated under similar 
legal constraints and regulations, the panic unfolded 
quite differently in each city.4 In New York dramatic 
runs hit the trust companies, forcing several to close. 
In Chicago suspension of convertibility of deposits in-
to cash was not as extensive as in New York, and the 
con t rac t ion in depos i t s was m u c h less severe . N o 
trusts were forced to suspend in Chicago. In New York 
J.P. Morgan was central in directing the actions of the 
commercial bankers and a rather reluctant clearing-
house association. The Chicago clearinghouse and its 
member banks appear to have been key in coordinat-
ing the response to the panic. 

As it does today, New York City obviously played a 
more central role in the United States financial system 
than Chicago did. In 1907 the total assets of all New 
York City national banks were more than five times 
the size of all Chicago national bank assets—$1.8 bil-
lion versus $340 mill ion (Moen and Tal lman 1992, 
612; F. Cyril James 1938, 688). Nevertheless, similari-
ties between the two financial markets just ify a com-
par i son . For e x a m p l e , the larges t banks and t rust 
companies in Chicago had a volume of assets compa-
rable to that of the largest New York banks and trusts.5 

Both cities also saw the rapid rise of a relatively un-
regulated intermediary, the trust company, around the 
turn of the century (George E. Barnett 1907, 234-35; 
Moen and Tallman 1992, 612). In Chicago the pace of 
growth equaled that in New York (James 1938, 690; 
Moen and Tallman 1994, 20). Notably, between 1896 
and 1906 trust company assets and liabilities in both 
cities grew more quickly than did those at national 
banks. The result was that by 1907 the trusts in each 
city controlled a volume of assets comparable to the 
national banks. 

T h e Nat iona l B a n k i n g Ac t s of 1863 and 1864, 
which limited the investment activities of federal ly 
chartered banks, had set substantial reserve require-
ments in response to the perceived instability of banks 
in the earlier free-banking era. State regulatory agen-
cies, on the other hand, generally placed fewer con-
straints on trust companies , with laws in New York 
and Illinois d i f fer ing little.6 Unl ike nat ional banks, 
trusts could invest in real estate, underwrite stock mar-
ket issues, make loans against stock market collateral, 
and own stock equity directly in addition to taking in 
deposits and clearing checks. Trusts in Chicago also 
provided unsecured lines of commercial credit (James 
1938, 702). National banks could make loans against 
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stock market collateral (call loans), but the National 
Bank Acts prohibited the other activities, restricting 
b a n k s to m a k i n g c o m m e r c i a l l oans , i s su ing bank 
notes, and taking in deposits. The trusts thus offered a 
way around these restrictions. 

Initially trust companies had been establ ished to 
hold accounts in trust for private estates, and they tend-
ed to be small, conservative institutions. Even though 
they had been given substantial leeway to invest their 
assets, trusts took advantage of their unregulated status 
relatively late in the National Banking Era. By 1907, 
however, trust companies in both New York and Chica-
go were fully exploiting their investment capabilities. 

National banks in these cities sometimes operated 
trust depar tments or owned control l ing interests in 
trust companies. Bankers sat on the boards of directors 
of trust companies, and in Chicago one of the larger 
t rust c o m p a n i e s was owned direct ly by a na t ional 
bank.7 Never theless , the largest trust companies in 
New York and Chicago were generally independent of 
the national banks. These large trust companies in-
c luded the Kn icke rbocke r Trust C o m p a n y and the 
Trust Company of America in New York and the Mer-
chants Loan and Trust Company and the Illinois Trust 
and Savings Bank in Chicago. 

Clear inghouses . The absence of a central bank 
made the rise of the private clearinghouse especially 
dramatic in the United States, and its funct ions ex-
panded substantially during the National Banking Era 
(Kevin Dowd 1994; Gary Gorton and Donald Mul-
lineaux 1987; Richard Timberlake 1984). Near the end 
of the period the clearinghouses had taken on many of 
the tasks usually associated with a central bank: hold-
ing reserves, examining member banks, and issuing 
emergency currency. Act ions by the clear inghouses 
became central in containing panics. 

In both Chicago and New York the clearinghouse 
could examine the books of m e m b e r inst i tut ions if 
there was reason to believe a member was facing in-
solvency. The Chicago Clearinghouse helped formal-
ize the examination powers of clearinghouses when it 
established an office of independent examiner in 1905, 
ass igning power to examine in detail the books of 
member institutions at the request of the clearinghouse 
committee. Many cities followed suit, including New 
York (James 1938; Fritz Redlich 1968; Gorton 1985). 
The New York Clearinghouse likewise required mem-
bers regularly to submit balance sheets made publicly 
available through the clearinghouse or the state bank-
ing regulator. 

New York. The most important difference between 
the trusts in Chicago and New York was their relation-

ship to their respective clearinghouses. In New York in 
1907 national banks were members of the clearing-
house. Because trusts were not, they had limited access 
to the clearinghouse. To avail themselves of clearing-
house services—for example , to clear checks—trust 
companies had to go through a bank that was a mem-
ber of the clearinghouse. Not only was access to the 
clearinghouse indirect but it was uncertain. To secure 
these services, trusts left significant deposits at banks 
as clearing balances. These balances, as well as some 
bankers ' balances held at trusts for banks, formed a 
tight connection between banks and trusts even though 
trusts were not clearinghouse members. 

Unlike in Chicago , nat ional banks in N e w York 
viewed trusts as serious competitors. The two became 

The Panic of 1907 provides an example 

of how private market participants, in the 

absence of government institutions, react 

to a crisis in their industry. 

intense rivals over time, with the banks believing they 
had a " trust c o m p a n y p r o b l e m " (C.A.E . G o o d h a r t 
1969, 18-19; Redlich 1968, 2, 178). Some have even 
specula ted that the N e w York banks inst igated the 
panic in 1907 to bring down the trusts, although H.L. 
Sat ter lee, J.P. M o r g a n ' s son-in- law, argued that no 
bank would cause a run on another institution out of 
fear that it might bring itself down (Tallman and Moen 
1990, 7). Evidence to date does not suggest a similar 
adversarial relationship in Chicago. 

Trust companies in New York had not always been 
isolated from the clearinghouse. Many trusts had been 
full members of the New York Clearinghouse up to 
1903, but New York national banks complained that 
the trusts' ability to engage in commercial bank activi-
ties without holding the large specie reserves of cen-
tral reserve city national banks was unfair. In response, 
the New York Clearinghouse passed a rule requiring 
member trusts after June 1, 1904, to maintain a cash re-
serve—between 10 and 15 percent of deposits—with 
the clearinghouse. Until that time trusts had normally 
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held only 5 percent cash reserves. In response to the 
rule trust companies quickly terminated their member-
ships and wi thdrew comple te ly f r o m the c lear ing-
house. 8 New York trusts on occasion discussed the 
possibility of forming their own clearinghouse, but the 
project never got beyond the discussion stage. 

Chicago. In sha rp con t ras t , the la rger t rus ts in 
Chicago were full members of the clearinghouse, and 
the larger trust companies as well as national banks 
cleared checks for the smaller banks and trusts.9 Unlike 
their counterpar ts in New York, trust companies in 
Chicago were not isolated f rom the clearinghouse. The 
Ch icago Clea r inghouse con templa ted impos ing on 
member trusts a reserve requirement similar to that in 
New York, but such a rule was never adopted (James 
1938, 729). 

The composition of the Chicago Clearinghouse Com-
mittee, six men who served as the executives of the 
clearinghouse, shows the close link between banks and 
trusts. In 1907, three of the six were the presidents of 
large national banks, and the other three were the presi-
dents of the three largest trust companies in Chicago.10 

banking Panics 

Panics—namely , banking panics—are either for-
eign concepts to those unaware of their existence or a 
distant memory to those who lived through them." A 
bank panic can be described as a widespread desire on 
the part of depositors in all banks to convert bank lia-
bilities—their deposits—into currency. A panic entails 
removal of bank deposits f rom the depository system, 
thus threatening the intermediation process. In contrast 
to bank runs, bank panics are basically systemic prob-
lems. Related but distinctive are bank runs, which oc-
cur when depos i to r s a t t empt to l iqu ida te all thei r 
deposits at a particular institution. Because the funds 
may be redeposited at another bank, a bank run does 
not necessarily imply the removal of funds f rom the 
banking system. A number of banks in a region can be 
affected simultaneously, but the run still does not ex-
t end to the ent i re b a n k i n g s y s t e m . Pan ic s can be 
viewed as systemic bank runs. 

Bank panics were dangerous especially to the na-
tional banking system. During this era, as throughout 
most of its history, the U.S. banking system has oper-
ated on a fractional reserve basis, which is designed so 
that the cash reserves of banks are only a fraction of 
their outstanding liabilities. In addition, a high propor-
tion of bank liabilities are demand deposits—that is, 

deposits a bank is obligated to pay in cash on demand 
to depositors. The exchange of deposits for currency at 
banks may appear initially as equal reductions to both 
cash holdings and deposits. However, banks keep cash 
reserves at a reasonable percentage of outstanding lia-
bilities. Thus, when a large amount of deposits is con-
verted to cash, banks may be forced to liquidate some 
of their interest-bearing assets to increase their cash 
reserves. Under the National Banking System, without 
a central bank, the fractional reserve system could not 
satisfy a large-scale conversion of bank deposits into 
currency. 

Bank panics during the National Banking Era dis-
played similar characteristics. In general, according to 
Philip Cagan (1965), bank panics fol lowed business 
cycle peaks. Often, panics occurred in either spring or 
fall; this phenomenon can be partly explained by not-
ing that, without a central bank, the seasonal move-
men t of f u n d s be tween the Midwes t and f inancia l 
centers in the East put strains on bank reserve posi-
tions. The failure of a large business or financial insti-
tution usually preceded a panic. The length of panics 
varied; the most intense part of a panic typically took 
place in the span of a few weeks, and the remnants 
usually subsided within a few months. 

In addition, the stock market would frequently suf-
fer substantial losses in the aggregate, before and dur-
ing the panic. These could signal to depositors that 
bank assets might be riskier, especially given the pro-
portion of loans backed by stock market collateral. 
These loans , k n o w n as call loans , were in normal 
t imes liquid and demandab le loans. During panics, 
call loans were often viewed as highly risky because 
the collateral backing them might have fallen to less 
than the nominal value of the loan. In the Panic of 
1907, the precipitous decline in the stock market con-
t r ibuted grea t ly to the percep t ion that bank assets 
were questionable. 

Panics during the National Banking Era were also 
cha rac t e r i z ed by ce r ta in m e c h a n i s m s that p r iva t e 
bankers employed to survive the crises. Local clearing-
houses p rov ided the m e d i u m through which these 
mechan i sms were inst i tuted. James G. Cannon has 
described this fuller role of clearinghouses: "A Clear-
inghouse, therefore , may be def ined as a device to 
s implify and facilitate the daily exchanges of i tems 
and se t t l emen t s of b a l a n c e s a m o n g the [ m e m b e r ] 
banks and a medium for united action upon all ques-
tions affecting their mutual welfare" (1910, 1). 

The two primary methods for responding to bank 
pan i c s du r ing the Na t iona l Bank ing Era were (1) 
clearinghouse loan certificates and (2) the restriction 
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or suspension of bank deposits ' convertibility into cur-
rency. Clear inghouse loan cer t i f icates , which were 
loans extended for the purpose of forming reserves, 
were written for clearinghouse association members 
and were acceptab le fo r set t l ing c lea r inghouse ac-
counts. Thus, the clearinghouse and its loan certificates 
offered the banking system an artificial mechanism to 
expand the supply of available reserves in order to 
prevent loan contraction. 

When restricting the convertibility of deposits into 
currency, banks limited the amount of cash available 
or re fused to pay cash in exchange fo r deposi ts as 
they were legal ly bound to do. This p rocedure re-
duced the outf low of bank reserves by s lowing the 
l iquidat ion of depos i t s . Both m e c h a n i s m s a l lowed 
banks to cont inue other operat ions such as making 
loans and clearing deposits, with restrictions applying 
only to conversions of deposits into currency. Trans-
act ions within the bank ing system were suppor ted 
through book entries of debits and credits to member 
institutions. 

Similar Threats, Different Responses 

The Panic of 1907 posed similar threats to money 
markets in both Chicago and New York, and interme-
diaries' protective responses were in some ways simi-
lar. Both ci t ies saw the i s suance of c l ea r inghouse 
certificates and the convertibility of deposits suspend-
ed to varying degrees. Chicago banks, like those in 
N e w York, imported gold directly f r o m London to 
m a i n t a i n r e s e r v e s ( J a m e s 1938, 7 6 4 - 6 5 ; O . M . W . 
Sprague 1911, 297). Yet the outcomes were different. 

In New York City, the panic hit trust companies 
hard. Their deposits contracted substantially, whereas 
at the national banks they increased; the most signifi-
cant runs occurred at the trusts (Moen and Tallman 
1992). A number of New York banks and trusts failed. 

In contrast, in Chicago the movements in deposits 
at the trust companies—and the national banks, for 
that matter—were much less severe. No obvious dif-
f e rence e m e r g e s b e t w e e n depos i to r s ' t r ea tment of 
trusts and national banks in Chicago: demand deposits 
fell 6 percent at trusts and 7 percent at national banks 
during the panic (Moen and Tallman 1994). No banks 
or trusts failed (F. Murray Huston 1926, 360). 

Clearinghouse actions are key in explaining these 
d i f f e r e n t o u t c o m e s . T h e p a n i c in N e w York was 
sparked by F. Augustus Heinze's attempt to corner the 
stock of United Copper Company.12 The collapse of the 

corner on October 16, 1907, revealed an intricate series 
of connections linking Heinze to the banking system. 
Depositors at the banks associated with Heinze and his 
associates began a series of runs after the collapse, the 
first being on Mercant i le Nat ional Bank . The N e w 
York Clearinghouse Association examined the bank's 
assets, found it solvent, and announced that it would 
support the bank if Heinze would relinquish control of 
it. Depositors also ran several other Heinze banks, but 
the c lear inghouse promise of support quel led these 
runs as well. By October 21 the Heinze banks had been 
reorganized and reopened with new management with 
the help of the clearinghouse. 

On October 21 the panic in New York began in full 
force, however. The National Bank of Commerce an-
nounced that day that it would no longer clear checks 
for the Knickerbocker Trust Company, alarming the 
trust's depositors.13 In the evening after the news be-
came public, J.P. Morgan, who had been organizing 
relief efforts during the runs on the Heinze banks, or-
ganized a committee of five trust company executives 
to discuss ways to halt the incipient panic at the trust 
companies . In the mean t ime , B e n j a m i n Strong had 
been attempting to evaluate the financial condition of 
the Knickerbocker Trust but reported to Morgan that he 
had been unable to do so before it was to open the next 
day. With this news Morgan decided not to commit 
funds to aid the trust; other institutions followed suit. 
Because the clearinghouse did not regularly monitor 
New York City trusts, it could not make decisive ac-
tions without tedious and protracted examination of 
trust books first, and the national banks were unable 
to grant the Knickerbocker Trust aid quickly. On the 
morning of October 22 a massive run engulfed Knick-
erbocker, forcing it to close at noon after having paid 
out over $6 million in cash. Runs picked up the next 
day at several other large trust companies. 

To combat the panic at the trust compan ies , the 
commit tee of trust company presidents J.P. Morgan 
had organized a t tempts to collect funds f r o m other 
trust companies to stem the panic. W h e n few trusts 
were wil l ing to cooperate , the commit tee turned to 
Morgan. He asked several presidents of the large na-
tional banks in New York to assist him. Over the next 
few days Morgan convinced other financiers to con-
tribute to a "money pool" to aid the trust companies. 
James (1938, 755-56) described the New York bank-
ers ' reluctance to unite to face the threat to the pay-
ments system, and he refers to the money pools as 
attempts at "piecemeal salvage." 

The New York Clearinghouse issued clearinghouse 
cer t i f ica tes to increase l iquidi ty among N e w York 
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national banks. Use of certificates instead of cash to 
settle clearing balances between banks released cash 
to be paid to depositors. Criticizing the clearinghouse 
for delaying the use of loan certificates until the panic 
was well under way, Sprague (1911, 257-58) argued 
that earlier release of certificates would have calmed 
financial markets, avoiding the cumbersome, ad hoc 
money pools and sending aid directly to the troubled 
banks and trusts. 

In reality, however, because the trusts were outside 
of the New York Clearinghouse, resorting to certifi-
cates earlier may have done little to stem the panic at 
the trusts. Although the use of cert if icates certainly 
freed up cash for the national banks to pay out to their 
depositors, it is not clear how it would have reached 

There is historical precedent for the devel-

opment and growth of payments services 

offered by nonbank providers, which can 

become key players in the payments system 

and should not be ignored. 

the trust companies. The use of clearinghouse certifi-
cates may have signaled to depositors that the clear-
inghouse was willing to protect banks. For trusts, no 
such signal could be inferred.14 

In Chicago the private sector response to the panic 
unfolded differently. Most of it appears to have been 
contained within the purview of the Chicago Clear-
inghouse Association, with no particular class of in-
te rmediary isolated f r o m the e f fo r t s to control the 
panic. While there were unusually high demands for 
cash by Chicago depositors during the panic, outright 
runs like those on the New York trust companies did 
not occur. In contrast to New York, where a lack of 
"united action on the part of all New York bankers to 
meet the situation" helped fuel the panic, bankers in 
Chicago began shipping cash to correspondents.1"' As 
the drain on reserves heightened, Chicago bankers be-
gan to worry. 

Upon learning that the New York Clear inghouse 
was planning to issue clearinghouse loan certificates, 
the Chicago Clearinghouse Committee convened and 

6 Economic Review 

decided to issue loan certificates as well. Partial sus-
pension of currency payments was imposed, with no 
payments going to correspondent banks in the South 
or the West. James (1938) criticized this action on the 
grounds that the use of loan certificates was meant to 
release cash to pay to depositors, and banks were us-
ing the cer t i f icates to settle ba lances among them-
selves. Sprague (1911) was similarly critical of New 
York banks. James Forgan, president of the First Na-
tional Bank of Chicago, decided after a few days that 
suspension of currency payments combined with the 
issuance of loan certificates was an ill-formed policy, 
and the First National Bank began to resume some 
cash payments to correspondents. Reserves at Chicago 
national banks fell rapidly to less than 18 percent, well 
below the legal minimum reserve requirement of 25 
percent. Reserves at New York national banks rarely 
went below 25 percent. Nevertheless, cash payments 
by Chicago banks did not restore confidence to depos-
itors and correspondents. 

The Chicago Clearinghouse eventually authorized 
issuing some form of emergency currency, an action 
that went far in relieving Chicago depositors' anxiety. 
James indicates that the clearinghouse began issuing 
c lear inghouse checks on November 6, partly in re-
sponse to a petition presented by 500 leading citizens 
of Chicago.16 This step apparently calmed the Chicago 
money market sufficiently, a l lowing the task of re-
moving restrictions on payments to begin. 

Several d i f fe rences be tween the Chicago money 
m a r k e t and N e w York ' s are wor th no t i ng . J a m e s 
(1938, 757) argued that the insti tution of a formal 
bank examiner had a l lowed the Ch icago Clear ing-
house to identify potential weak spots in the banking 
system and therefore placed it in a sounder position 
than the clearinghouse in New York in the early stages 
of the panic in 1907. It was significant that no particu-
lar class of intermediary had been excluded from sys-
tematic examination in Chicago. 

The Chicago Clearinghouse also appears to have 
been less hesitant to issue clearinghouse loan certifi-
cates to member banks and trusts than the New York 
C l e a r i n g h o u s e had b e e n . In c r i t i c i s m s i m i l a r to 
S p r a g u e ' s of the N e w York C lea r inghouse , J ames 
(1938, 761-62) faulted the Chicago Clearinghouse for 
not issuing clearinghouse loan certificates as emergen-
cy currency with the general public soon enough. In 
compar ison with the systemat ic exclusion of trusts 
f rom the c lear inghouse in N e w York, however , the 
speed with which the two clearinghouses resorted to 
certificates may not have been as important a factor in 
resolution of the panic. 
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The Chicago Clearinghouse had learned the value 
of a united effort to protect the payments system sev-
eral years earlier (James 1938, 714-19). In December 
1905, the Illinois State Auditor threatened closing a 
chain of banks owned by John Walsh. Many bankers 
at the time felt that outright failure of the banks would 
teach a lesson to others about unsound banking. Want-
ing to avoid harmful effects on the larger banking sys-
t em, h o w e v e r , J a m e s F o r g a n p e r s u a d e d r e luc t an t 
members of the Clearinghouse to stand together and 
guarantee payment on deposits at the Walsh banks in 
spite of losses the clearinghouse banks would incur. As 
a result, no runs ensued. It was this crisis that prompt-
ed the Chicago Clearinghouse Association's decision 
to appoint a special bank examiner. 

An earl ier exper ience may have a lso taught the 
Chicago Clearinghouse about the importance of clear-
inghouse access in preventing bank runs (James 1938, 
677-78). On Saturday, December 26, 1896, officers of 
the Atlas National Bank decided that the bank could 
not reopen the following Monday. The clearinghouse 
commit tee met and decided that the bank should be 
liquidated and that member banks of the clearinghouse 
should provide the funds (approximately $600,000) 
needed to close the bank and pay depositors. This ac-
tion tended to relieve the general anxiety pervading 
the Chicago banking system. 

The Atlas National, however, had an affiliated sav-
ings bank managed by the same board of directors but 
not included in the clearinghouse plan to liquidate the 
national bank. Even though the savings bank had been 
well managed and had a good reputation, the failure of 
the parent institution and the savings bank's exclusion 
from the clearinghouse liquidation plan quickly caused 
a run on the savings bank. It was forced into receiver-
ship within a month (James 1938, 679). 

Besides the different roles of the clearinghouses in 
Chicago and New York, the close relationship between 
the stock market and the banking system in New York 
may have contributed to the panic's being more severe 
in that city. Both national banks and trusts in New 
York were potentially more exposed to fluctuations in 
the stock market . National banks in New York de-
posited their bankers ' balances—deposits f rom other 
banks to meet reserve requirements established by the 
National Banking Acts—in the short-term call loan 
market at the stock exchange. Trust companies in New 
York also held a large volume of call loans. Neverthe-
less, the greater exposure to the stock market would 
serve to distinguish both banks and trusts in New York 
from those in Chicago, not banks from trusts in either 
city. 

interpreting the Differences 

The fol lowing interpretation of the differences in 
deposit and loan behavior in New York and Chicago 
takes into consideration the structural similarities and 
differences in the two money markets. Direct access to 
the liquidity of the clearinghouse prevented panic and 
runs at Chicago trusts. Being associated with the clear-
inghouse, the trust companies were perceived as part 
of the clearinghouse payments system in Chicago and 
were treated like the national banks by depositors and 
correspondents. 

In New York the trusts had little access to the liquidi-
ty the clearinghouse provided and were not viewed as 
internal to the clearinghouse payments system. The ex-
treme contraction in deposits at trusts reflected deposi-
tors ' awareness of the isolation of the trusts f rom the 
clearinghouse. In both cities there was a net reduction in 
deposits during the panic, but depositors in Chicago 
m a d e little d is t inc t ion be tween t rusts and nat ional 
banks, and the intermediaries were comparably liquid.17 

The New York trusts, outside of the clearinghouse, 
were much less restricted than national banks. Their 
ability to compete in the same markets as banks but at 
lower costs added instability to the entire payments 
system, and a run on one class of intermediary could 
threaten the collapse of the entire interconnected sys-
tem. Even if other intermediaries were viewed as safe, 
a run on the trusts threatened to drain reserves f rom 
the entire system. This isolation of New York trusts 
f rom the clearinghouse seems a key element in propa-
gating the runs on the trusts. 

In Chicago, as in New York, the different interme-
diaries faced different degrees of government regula-
t ion. In Chicago , however , the dispari ty in o f f ic ia l 
regulation between trusts and banks was reduced by 
allowing trusts reliable access to additional reserves 
through the clearinghouse. The difference this access 
made supports Timber lake ' s argument that clearing-
houses could potentially serve the banking industry as 
the lender of last resort. This history cautions, though, 
that the s imple ex is tence of a c lea r inghouse is not 
enough to provide stability to a banking system, par-
ticularly if the coverage of the clearinghouse is cir-
cumscr ibed . T h e b roader coverage of the Ch icago 
clearinghouse and its greater knowledge of the condi-
tion of intermediaries appear critical elements in the 
prevention of widespread runs in the city. 

Even though the clearinghouses had been evolving 
into de facto central banks, it is clear that their devel-
opment was not complete by the Panic of 1907. The 
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severity of the panic in New York and the absence of a 
reliable mechanism to cope with financial crises con-
vinced the leading bankers that a centralized and reli-
able source of liquidity was necessary as the money 
market grew and became more complex. In particular 
J.P. Morgan, who had been at the center of the efforts 
to stop the panic in New York, probably expected that 
subsequent panics might be even more severe and be-
yond his or the c l e a r i n g h o u s e ' s abi l i ty to cont ro l . 
Rather than continuing to put his assets at risk, Mor-
gan (and other New York bankers) sought a national 
scheme for dealing with financial crises. 

The course of the panic in Chicago suggests that 
wider coverage by private sector institutions like the 
clearinghouse could reduce the potential for financial 
crises. A private sector solution, however, was only 
temporary. In 1908 the Aldrich-Vreeland Act autho-
rized national banks to issue emergency currency.1 8 

The long-run impact of the Panic of 1907 and the im-
pacts on the New York money market was that it led 

to the establishment of the National Monetary Com-
mission and, eventually, to the creation of the Federal 
Reserve System, which radically changed the banking 
industry. 

It should be made clear that the point of this article is 
not to present the discussion and evidence as support 
for extending the "safety net" to intermediaries not per-
ceived as in the payments system. The Chicago Clear-
inghouse that monitored trusts as well as extended the 
benefits of membership was a private coalition of mem-
ber banks and trusts. The private market structure is 
clearly different from modern regulator-bank relation-
ships, and to make strong inferences for current circum-
stances from this instance takes the study beyond its 
intended goal. Rather, the analysis suggests that there is 
historical precedent for the development and growth of 
payments services offered by nonbank providers, which 
can become key players in the payments system and 
should not be ignored. The key lesson from history is 
that such ignorance may be expensive. 

Notes 

1. The U.S. Treasury attempted on occasion to intervene in fi-
nancial markets near the end of the Nat ional Banking 
Era—the active Treasury period—but the volume of funds 
controlled by the Treasury was not adequate to cope with 
panics. 

2. This article complements research in Moen and Tallman 
(1994). That paper introduces data from Chicago trusts and 
banks to help uncover the sources of the panic in New York 
and uncover the differences in the New York and Chicago 
experiences. The data allow extensive statistical investiga-
tion of the panic that the use of New York data alone would 
not allow. Interested readers are directed to the working pa-
per for further information. 

3. St. Louis, the third central reserve city, basically abandoned 
its role as a central reserve city during the Panic of 1907 
(James 1938, 766 fn). This discussion therefore ignores the 
role of St. Louis banks during the panic. 

4. National banks were federally chartered institutions regulat-
ed by the Office of the Comptroller of the Currency; the 
banks were restricted from owning real estate or stock equi-
ty directly and had strict requirements on their reserve ratio 
(reserves/deposits). Trust companies, on the other hand, 
were examined by state banking regulators and typically 
had fewer restrictions placed on their investments and their 
reserve ratios. 

5. The Illinois Trust and Savings Bank had assets equal to 
$107 million dollars in August of 1907 while the Knicker-
bocker Trust in New York had $69 million. The largest trust 
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in New York was the Fanner 's Loan and Trust Company, 
with $90 million in assets. 

6. Indeed, New York's statute was often used as a model by 
other states drafting regulations covering state-chartered in-
stitutions (Magee 1913; Welldon 1910). 

7. The First National Bank of Chicago, one of the two largest 
banks in the nation by 1907, had established its own trust 
company, the First Trust and Savings Bank. James B. For-
gan, president of both the First National Bank and the First 
Trust and Savings Bank, designed an ownership arrange-
ment that gave the bank and several of its officers complete 
control over its trust company by acting as trustee for the 
bank's stockholders (James 1938, 693-95). Forgan was ap-
parently concerned that if the stockholders of the First Na-
tional Bank were given direct ownership of the trust's stock, 
over time control of the trust company could slip away from 
the bank as the bank's stockholders sold their trust shares to 
outsiders. 

8. See Smith (1928, 346-49). Trusts were readmitted to the 
New York Clearinghouse in May 1911. 

9. James (1938, 711-12) provides a list of clearinghouse mem-
bers and institutions for which they cleared checks. 

10. National bank presidents included J.B. Forgan. Ernest A. 
Hamill, and George M. Reynolds. Trust company presidents 
included John J. Mitchell, Byran L. Smith, and Orson Smith 
(Huston 1926, 507-11). 

11. The following description summarizes material explained in 
more detail in Tallman (1988). 
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12. The following account is based on the more detailed history 
in Tallman and Moen (1990). 

13. Why National Bank of Commerce refused is not clear. 
14. In cases of troubled banks approaching illiquidity (as op-

posed to insolvency), the clearinghouse would guarantee the 
deposits of the troubled institution in the form of a coinsur-
ance scheme. Timberlake (1984) has pointed out the effec-
tiveness of clearinghouses in preventing the collapse of a 
fractional reserve system. He emphasizes the ability of the 
clearinghouse to gather its members into a single force dur-
ing a crisis, issuing a temporary currency—clearinghouse 
loan certificates—to meet exceptional demands by deposi-
tors for currency. 

15. Much of the story below follows from James (1938). 
16. Clearinghouse checks were issued directly to depositors, 

and c lear inghouse loan cer t i f ica tes c i rculated between 
banks. 

17. See Moen and Tallman (1994) for the theoretical implica-
tions of the panic in New York and Chicago. 

18. Although such currency was issued only once, some schol-
ars have argued that this device was effective for dealing 
with financial crises and was preferable to the solution 
eventually chosen (Friedman and Schwartz 1963, 172). 
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W ^ ^ rices formed in competitive financial markets—both debt and 
K M equity markets as well as derivative markets—reflect market 

m ^ ^ assessments of future events. One well-known example of a 
K measure of market expectation is the implied volatility of op-

- J L . tions.1 A phenomenon known as the volatility smile, a further 
manifestation of expectations to be discussed shortly, occurs in most options 
markets. A related but less intensively studied phenomenon that will be in-
vestigated here, implied skewness, likewise reflects market expectations. Un-
like volatility, which pertains to the expected variability of asset prices, 
skewness gauges the direct ion and magni tude of their expected move-
ments—a subject of daily interest in financial markets. 

This article focuses on shifts in market outlook on the direction of interest 
rate movements since 1988 as well as market reaction to specific events in-
fluencing interest rate changes in the short run—namely, Federal Reserve 
monetary policy and its periodic Federal Open Market Committee (FOMC) 
meetings. The discussion examines the Eurodollar futures options traded at 
the Chicago Mercantile Exchange, the largest interest rate options market, 
which offers the best gauge of market interest rate expectations, and explains 
how to infer the implied skewness of interest rates from these options. 

Like simple discount or coupon-bearing bonds, options have definite ma-
turity dates, but unlike bonds their future payoff or cash flow is contingent 
on the value of an underlying price (used generically to mean the price of a 
financial asset, exchange rate, or index value). A critical determinant of an 
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option's value is the expected variability or volatility 
of the underlying price, which can be inferred f rom 
option prices, because it is this element that in part de-
termines the probability of the option having value at 
future dates.2 Even though volatility itself is not di-
rect ly obse rvab le , op t ions t raders typica l ly assess 
prices in terms of their views of volatility because they 
can readily intuit volatility and its movements. Stan-
dard models make restrictive, simplifying assumptions 
about volatility. Traders price options by forming judg-
ments about volatility, which are not bound by the limi-
tations of formal models , and then translating those 
views into prices using a model. That process can be 
reversed to uncover the market 's average expectation 
of volatility over some horizon (see Linda Canina and 
Stephen Figlewski 1993). This is the point of departure 
for this article. 

Just as options can be used to infer volatility, they 
can be used to infer skewness. The accuracy of inter-
est rate option pricing models may be improved if they 
incorporate information about systematic shifts in in-
terest rate skewness. Better ability to price options is 
important not only to those who trade options but also 
to risk managers who use options to hedge interest rate 
exposures. 

The skewness of the underlying interest rate distri-
bution affects the pricing of puts relative to calls and is 
related to the volatility smile. Eurodollar futures puts 
protect against rising interest rates and the correspond-
ing calls against falling rates. (See Box 1 on page 26 
for further discussion.) Skewness in the distribution 
of an interest rate implies a greater l ikel ihood that 
over some future interval a rate will rise rather than fall, 
or vice versa. Zero skewness—a symmetric distribu-
t ion—would result in an equal probability of rate in-
creases or decreases. A measurement of skewness does 
not provide a particular prediction about the direction 
and magnitude of change in an interest rate but rather is 
part of the statistical description of how rates fluctu-
ate.3 Intuitively, the more skewed a distribution is in 
one direction, the farther its mean, the average of all 
observat ions , lies f rom its median , the f i f t ie th per-
centile observation, because of the influence of outly-
ing observations in the skewed tail of the distribution. 

The method for assessing skewness is elaborated in 
the sections below. The first part of this investigation 
examines the behavior of the skewness measure com-
puted daily throughout the sample to check for any reg-
ularities in its movements over time. The second part 
considers changes in skewness coinciding with Federal 
Reserve policy actions, in particular with changes in 
the federal funds target. 

There is no firm theoretical reason to expect shifts 
in skewness at the time of individual federal funds tar-
get changes.4 The very loose hypothesis offered here is 
that each action the Fed takes signals its intention and 
resolve to the financial markets. Target changes take 
place incrementally, with much speculation in financial 
markets about how many more act ions will follow. 
Many observers believe that the Fed won much credi-
bility with the markets by virtue of its inflation-fighting 
efforts in the early 1980s and the resulting subdued 
levels of inflation that have prevailed. The unexpected-
ly sharp round of tightening actions that started in 1994 
were accompanied by much discussion of credibility in 
the financial press. Current policy moves can also con-
vey information about the prospects for future moves. 

The hypothesis under consideration is that once a 
target change occurs, in particular one that is not fully 
anticipated, the market reevaluates the likelihood of 
further changes in the same direction and on the basis 
of that information may expect a greater probability of 
future rate moves in one direction rather than the other. 
Even after four previous tightening moves in 1994, the 
50 basis point increase in the federal funds rate on Au-
gust 16, 1994, could still stimulate a reappraisal of the 
Fed's intentions, as demonstrated in this example: "The 
Fed's move triggered the rally in long-term bonds be-
cause it signaled the central bank's determination to 
keep the economy from overheating and keep a lid on 
inflationary pressures" (Thomas T. Vogel, Jr., 1994, 
C I , CI9 ) . If options traders and other investors per-
ceive a change in the Fed 's policy stance—or simply 
less uncertainty about its goals—their assessment of 
the underlying interest rate skewness may also be in-
fluenced. In this case, a greater chance of further ag-
gressive tightenings could increase skewness. 

The basic conclusion of this article is that a marked 
shift in market outlook on interest rate movements oc-
curred in late 1992, a shift that has not previously been 
measured or documented. The low short-term interest 
rates that prevailed at that time coincided with a sharp 
increase in the implicit skewness of the interest rate 
distribution. The measured skewness indicates that the 
likelihood of rising interest rates was much greater than 
of falling interest rates. The analysis finds that during 
1993 and 1994, skewness was manifested by a premi-
um in the prices of Eurodollar futures puts, which offer 
protection against rising interest rates, compared with 
those of Eurodollar futures calls. The findings also in-
dicate , though , that the Eurodol la r fu tu res op t ions 
prices are too "noisy" to detect changes in the markets ' 
view of future short-term interest rate movements fol-
lowing F O M C meetings. 
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/Eurodollar Futures and Options 

The analysis in this article focuses on Eurodollar fu-
tures and options tied to movements in th ree-month 
LIBOR, which stands for London Interbank Offered Rate. 
These contracts, which trade at the Chicago Mercantile 
Exchange, are the dominant exchange-traded derivatives 
contracts for hedging short-term interest rate risk. One of 
the reasons for their popularity is that they are instrumen-
tal in hedging risks that arise from taking positions in 
over-the-counter interest rate derivatives contracts such 
as interest rate swaps, caps, and floors. Financial interme-
diaries in the over-the-counter markets, principally com-
mercial and investment banks, turn to the Eurodollar 
contracts to hedge their interest rate exposures. 

Better ability to price options is important 

not only to those who trade options but also 

to risk managers who use options to hedge 

interest rate exposures. 

On the last day of the sample for this study (Septem-
ber 9, 1994), the total number of these contracts out-
standing (the open interest) was 2,780,000, with the 
open interest for the Chicago Board of Trades's Trea-
sury bond futures a distant second at 438,000 contracts. 
The volume of trading in Eurodollar futures on that day 
was almost 500,000 contracts, a scale of trading activi-
ty that dwarfs that in any other futures market. The 
open interest levels for Eurodollar futures calls and 
puts were more than one million contracts for each 
type of op t ion , wi th dai ly v o l u m e s of 22 ,000 and 
40,000 contracts, respectively. These numbers are huge 
compared with other options markets, with the one ex-
ception of the Treasury bond futures options. For the 
purposes of this study, these large trading volumes are 
important because they make it more likely that prices 
represent a market consensus and consequently that 
implied volatility or skewness represents expectations 
rather than market-related factors.5 This issue is dis-
cussed more fully below. 

LIBOR is the rate of interest paid on three-month 
time deposits in the London interbank market. The in-
terest is paid in the form of an add-on yield, calculated 
on a 360-day calendar basis, for a $1 million deposit. 
(The yield is computed for a deposit of a fixed sum of 
money. In contrast, Treasury bills and other discount 
securities accrue interest by price appreciation. Their 
initial value is less than their face value by an amount 
sufficient to yield a particular rate of return.) The mar-
ket for Eurodollar time deposits is a wholesale market 
in which international banks can borrow and lend funds. 
To receive the rate of interest stipulated at the time the 
futures contract was bought, the purchaser of a Eurodol-
lar futures contract in effect is obligated to establish a 
three-month Eurodollar time deposit of $1 million upon 
expiration of the contract. The seller of a Eurodollar fu-
tures contract in effect agrees to pay that rate of interest 
on a $1 million loan. In practice, the Eurodollar futures 
contract is cash-settled, which means that a deposit or 
loan is never made; only the interest payment changes 
hands. Actual set t lement of the $1 mill ion notional 
amount of the contract is unnecessary because of the 
manner in which these futures are used to hedge other 
positions, as discussed below. 

Eurodollar futures contracts mature in a quarterly 
cycle, with contracts maturing two London business 
days be fo re the thi rd Wednesday in March , June , 
September, and December. On any day, Eurodollar fu-
tures are traded for these months out to ten years in the 
f u t u r e , wi th subs tan t ia l open interes t f o r con t rac t 
months running out approximately three years. The 
availability of long-dated Eurodollar contracts has in-
creased year by year as the over-the-counter market 
has g rown, dr iving the need for Eurodol lar fu tures 
hedges. 

The price of the Eurodollar futures contract is actu-
ally an index value constructed as 100 minus the add-
on yield expressed as a percent. The reason for this 
arrangement is that a long position (a purchased con-
tract) gains as the index rises, implying that the add-on 
yield (LIBOR) falls. The index allows the Eurodollar 
futures contract to behave like traditional commodity 
futures contracts for which long positions gain as the 
underlying commodity price rises. Conversely, a short 
position gains as the index falls and LIBOR rises. The 
minimum index movement is called the tick size. That 
amount for the Eurodollar futures contract is 1 basis 
point (one-hundredth of a percentage point). The add-
on yield is computed as a dollar value on a notional $ 1 
million dollar, three-month deposit. The value of a one-
tick change in the index is therefore .0001 x 90/360 x 
$ 1 , 0 0 0 , 0 0 0 - $ 2 5 . 
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Unlike Treasury bill futures or Treasury bond fu-
tures, which are traded on the basis of the prices of 
these Treasury securities, Eurodollar futures and options 
are linked directly to an interest rate. The Chicago Mer-
cantile Exchange determines the final settlement price 
of the Eurodollar contract based on LIBOR prevailing 
in the cash market by the following procedure. On the 
last day of trading for an expiring Eurodollar futures 
contract, the exchange polls sixteen banks active in the 
London Eurodollar market. These banks are randomly 
selected from a group of no less than twenty banks. In 
the final ninety minutes of trading, they are asked for 
three-month LIBOR quotes at a random time during this 
period and again at the close of trading. The Chicago 
Mercantile Exchange specifically asks each bank for "its 
perception of the rate at which three-month Eurodollar 
Time Deposit funds are currently offered by the market 
to prime banks" (Chicago Mercantile Exchange 1994, 
chap. 39, 3). The four highest and four lowest quotes at 
both the random and closing-time polls are eliminated 
and the remaining quotes are averaged together and 
rounded to the nearest basis point to give the LIBOR 
value for determination of the final settlement price. 

Quarterly Eurodollar futures options that expire si-
multaneously with their underlying futures contracts 
are effectively cash-settled. If an option is exercised, a 
Eurodollar futures call writer (seller) becomes short 
one Eurodollar futures contract while the call purchaser 
receives one long Eurodollar futures contract. Euro-
dollar futures calls gain value as the index rises and 
LIBOR falls. Thus, calls can protect against falling in-
terest rates. (Conversely, the holder of a Eurodollar fu-
tures put gets a short position in a Eurodollar futures 
contract. Puts can protect against rising interest rates.) 
At expiration, the Chicago Mercantile Exchange auto-
matically exercises options that are in the money, re-
sulting in an immediate marking to market (that is, 
closing out) of the futures position. The tick size for 
the Eurodollar futures options is also 1 basis point, im-
plying a minimum price change of $25 for an option 
contract. Another important feature of Eurodollar fu -
tures options is that they are American-style options, 
which means that they can be exercised before their ex-
piration date if early exercise is to the advantage of the 
optionholder. 

The futures and options price data in this study con-
sist of daily closing prices for all three-month Eurodol-
lar futures and options contracts traded at the Chicago 
Mercantile Exchange. The sample period covered Jan-
uary 1988 through September 1994, which coincides 
with information on F O M C federal funds rate target 
changes. 

A final point about the data is that there is a close 
relationship between LIBOR and the federal funds rate. 
Federal Reserve open market operations have a direct 
impact in the federal funds market because open mar-
ket purchases and sales of Treasury securities alter the 
availability of banking system reserves. Banks in need 
of reserves can borrow them, usually overnight, in the 
federal funds market, and banks with surplus reserves 
can readily lend them. Fed open market operat ions 
shift the supply of reserves. (See Marvin Goodfr iend 
and William Whelpley 1986 for a detailed description 
of the federa l f u n d s marke t . ) Because longer- te rm 
yields are in part determined as the average of current 
and future expected short-term interest rates, shifts in 
the current federal funds rate or anticipated movements 
in this rate translate into changes in longer-term yields 

If investors perceive a change in the Feds 

policy stance—or simply less uncertainty 

about its goals—their assessment of the 

underlying interest rate skewness may 

also be influenced. 

(see Peter A. Abken 1993). The purchase of fed funds 
is equivalent to an unsecured loan, and thus the fed 
funds rate also includes a component for credit risk. 
Similarly, three-month LIBOR also builds in a credit 
spread reflecting the average credit risk of participants 
in the Eurodollar time deposit market. Differences in 
the terms to maturity of overnight fed funds loans and 
three-month Eurodol la r deposi ts as well as in their 
credit spreads result in a less than perfect correlation 
between the movements in the fed funds rate and three-
month LIBOR. Nevertheless, the two are highly corre-
lated, as seen in Chart 1. 

inferring Skewness from Option Prices 

R e c e n t l y the re h a s b e e n a f o c u s on a s e e m i n g 
anomaly in actual market option prices. The standard 
benchmark fo r the pr ic ing of equi ty opt ions is the 
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Black-Scholes model, which makes a number of strong 
assumptions about equity prices and interest rates (see 
Fischer Black and Myron S. Scholes 1973). As dis-
cussed by Canina and Figlewski (1993), as well as oth-
ers, there is a tendency, particularly since the October 
1987 stock market crash, for implied volatilities to dif-
fer from one strike price to another. This phenomenon 
is the so-called volatility smile. If the Black-Scholes as-
sumptions were true, then volatility would be constant 
across all strike prices for an option of a given maturity. 
The implication of the shifting volatility is that the 
probability distribution of the stock price differs from 
the one assumed in the Black-Scholes model.6 Using 
several forms of the Heath-Jarrow-Morton interest rate 
option pricing model (see David Heath, Robert A. Jar-
row, and Andrew J. Morton 1992), Kaushik I. Amin 
and Morton (1994) have observed a similar phe-
nomenon in Eurodollar futures options. 

In two articles, David S. Bates (1988, 1991) pro-
posed a simple measure of skewness for European op-
tions and American options on futures contracts.7 As 
Bates and many other researchers have observed, trad-
ed options prices can be used to infer the underlying 
probability distribution, which is pivotal for the pricing 
of options. Chart 2, panel A, reproduces the simple 
logic of Bates's skewness measure. The "risk neutral" 

probability density function depicts the likelihood that 
the underlying asset price takes values in certain 
ranges. The area under the density curve is equal to 
unity by definition. As noted above, Eurodollar futures 
and options contracts have a 1 basis point tick size. 
Any index value would therefore be represented by a 
thin, 1 basis point sliver under the curve. The theoreti-
cal probability of observing that price would be the 
area of that sliver. 

Both European and American options have payoffs 
that depend on the underlying index value settling 
above the option strike for calls or below the strike for 
puts. A standard equation of the value of an option 
(Bates 1991; Jarrow and Andrew Rudd 1983) shows 
the relationship between strike price, index value, and 
the probability density. The value of a European call 
option is 

c , = e-E *[Fl+j - KJFl+j > K] x Prob*CF,+T > K). 

The value of the index T periods in the future is denot-
ed by Fl+j. The strike level of the call option is Kc. This 
equation simply says that the value of a call equals the 
expected value of the payoff E * [ F ; + T - KJFi+j> K], if 
the call finishes in the money, times the probability that 
the call ends up in the money at expiration. (The asterisk 

Chart 1 
Federal Funds Rate versus Implied Eurodollar Futures Rate 

Percent 
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Chart 2 
Example of a Symmetric Distribution 

Example of an Asymmetric Distribution 
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next to the mathematical expectation operator, E, and 
the conditional probability, Prob, indicates that the rele-
vant probability density is the risk neutral one, not the 
actual or " t rue" probability density. [See Jarrow and 
Rudd 1983 or John C. Cox and Mark Rubinstein 1985 
for the rationale for risk neutral valuation.]) The call has 
no value at maturity if Ft+j < K(, and thus outcomes in 
this range contribute no value to the call. Finally, the ex-
pected payoff is discounted by £TrT.8 The equation for a 
European put is analogous to the call equation: 

F=e-"E*[Kp-FJFl+T<Kp} x Prob *(Fl+j<Kp). 

The price of a Eurodollar futures contract is approx-
imately the forward price of a three-month L I B O R 
add-on yield payment to be made at the contract's ma-
turity.9 Henceforth, forward and futures prices will be 
used synonymously . The current Eurodol lar futures 
price is equal to the index value expected to prevail at 
the maturity date (if the market were risk neutral). In 
contrast, an equity index price would be expected to 
appreciate over time to compensate for the cost of fi-
nancing a position in the stocks to deliver against a for-
ward position in an equity index contract. A futures 
position, to a first approximation at least, involves no 
"cost of carry" because it costs nothing to initiate and 
margin can be posted in the form of interest-bearing 
Treasury securities. Thus, the current forward price is 
the mean of the risk neutral distribution of index values 
to prevail at the maturity date. 

Bates shows how European options that are sym-
metrically out of the money can give a measure of the 
implicit skewness of the underlying distribution, as is 
readily seen in Chart 2.10 Ou t -o f - t he -money strike 
prices for the index are shown as K for calls and Kp for 
puts, which are equidistant from the forward price, the 
mean, Ft, by an arbitrary x percent. Bates's skewness 
measure is simply 

SK(x) = c(Ft,T,Kc)/p(jFt,r, K ) - 1, (*) 

where Kp = FJ{ 1 + x) <Ft< Ft{\ + x) = K for x>0. For 
x, the call and put strikes are approximately x percent 
out of the money. Ignoring the discount factor, the op-
tion value is the product of the expected payoff if the 
option is in the money and the "tail" probability. For the 
symmetric distribution depicted in Chart 2, panel A, the 
skewness measure is zero. In this case both tails, the 
shaded regions to the left of Kp and to the right of Kc, 
have equal area, and therefore the probability of observ-
ing prices below the put's strike is the same as that of 
observing prices above the call's strike. The expected 

option payoffs are also equal. Thus, the symmetrically 
out-of-the-money call and put prices are the same. 

Panel B shows a positively skewed distribution, that 
is, one for which the chance of observing high prices is 
much greater than of seeing low prices. The expected 
payoff of the call, conditional on the underlying price 
exceeding the strike, is greater than that for the put be-
cause of the upward-skewed tail. Although the area of 
the upper tail of the skewed distribution (shown as the 
shaded area on the right-hand side) is actually smaller 
than that for the lower tail—implying a lower probabili-
ty of the call expiring in the money than the put—this 
lower probability is offset by the higher expected payoff 
for the call compared to the put. After taking the prod-
uct of the expected payoff and conditional probability 
for the call and put, respectively, the net effect is that for 
an upward-skewed distribution an out-of- the-money 
call trades at a premium to a symmetrically out-of-the-
money put. Conversely, a symmetrical ly out-of- the-
money put trades at a premium to the corresponding 
call when the underlying price distribution is skewed 
downward. (In fact, this latter case describes the pric-
ing relationship for Eurodollar calls and puts. LIBOR 
itself has an upward-skewed distribution.) 

As shown by Robert E. Whaley (1986), both Ameri-
can futures puts and calls may be rationally exercised 
early. If an option is sufficiently in the money, the hold-
er is better off exercising the option than keeping it. Ex-
cept for sufficiently deep-out-of-the-money options that 
have no probability of going into the money, American 
options trade at a premium (referred to as an early exer-
cise premium) to otherwise similar European options 
because of the flexibility of being able to exercise them 
before maturity. In the context of the Black (1976) fu-
tures option pricing model, the maximum value that the 
early exercise premium can reach is the present value of 
the interest income that can be earned by exercising ear-
ly rather than holding the option. For example, the val-
ue of a d e e p - i n - t h e - m o n e y E u r o p e a n call is (Ff -
K()e~rT, whereas the corresponding value of an Ameri-
can call is Ft - Kc, which is greater than (Ft - K)e~rj 

since the discount factor is less than one. The difference 
between the exercisable proceeds and the European call 
value is simply the interest that can be earned on the pro-
ceeds if that sum is invested at rate r over the remain-
ing life T of the option. An analogous argument applies 
to puts, except that the exercisable proceeds are Kp - Fr 

In general, the possibility of early exercise and the 
premium associated with it obscure inferences about the 
underlying distribution because the early exercise deci-
sion is sensitive to the cash flows of the underlying as-
set. However, futures contracts are assumed to have a 
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zero cost of carry and hence no cash flows so that the 
decision to exercise early depends only on the distribu-
tion of the asset price. For a symmetric distribution, the 
early exercise premiums for puts and calls would be 
equal and would have no impact on the skewness mea-
sure. For an asymmetric distribution, differences in early 
exercise premiums between put and call are only a func-
tion of the asymmetry, and therefore the skewness mea-
sure remains valid using American futures options prices. 

The Historical Behavior of Volatility 

Chart 3, panels A and B, illustrates the volatility 
smile in Eurodollar futures puts and calls for May 17, 

1994. This smile is typical of those in the sample. Op-
tion volatility is plotted against its "moneyness , " to 
which it is clearly sensitive. The degree of moneyness 
for the calculations was determined relative to the im-
plied Eurodollar rate (100 - index) rather than relative 
to the index. The strike prices of Eurodollar futures op-
tions are listed by index value, not implied Eurodollar 
rate. If a constant degree of moneyness is defined in 
terms of the index, the degree of moneyness will fluc-
tuate in terms of the implied Eurodollar rate as the lev-
el of LIBOR varies. The converse is of course also 
true; f ixing moneyness in terms of the implied Eu-
rodollar rate results in variations in moneyness in terms 
of the index. (It turns out that the results are qualita-
tively similar using either approach.) Moneyness is de-
fined for a Eurodollar futures call (which is a put on 

Annualized Volatility 
Percent 

25 
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Volatility Smile for Eurodollar Futures Puts 

(May 17, 1994) 

A 

- 2 . 0 -1.5 -1.0 -0.5 0 
Moneyness: Implied Eurodollar Rate-Strike 

Percentage Points 

Volatility Smile for Eurodollar Futures Cal ls 
(,May 17, 1994) 

Annualized Volatility 
Percent 

25 

Moneyness: Strike-Implied Eurodollar Rate 
Percentage Points 

Federal Reserve Bank of Atlanta Economic Review 17 Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



the Eurodollar rate) by the difference between the op-
tion's strike (expressed as a Eurodollar rate rather than 
as an index) and the current implied Eurodollar rate 
and for a Eurodollar futures put (a call on the rate) by 
the difference between the implied Eurodollar rate and 
the option's strike. 

Volatility is also known to be sensitive to an option's 
maturity. The options plotted had maturities that ranged 
f r o m 90 to 270 days . O n c e the 90-day bound was 
reached, puts and cal ls were rolled fo rward to the 
longest available maturity under 270 days. This some-
what arbitrary choice was governed by two considera-
tions related to the need to form daily t ime series of 
volatility and skewness with few missing observations. 
First, fewer out-of-the-money options tend to be avail-
able for shorter maturit ies. These out -of- the-money 
positions tend to be infrequently traded. Second, longer-
term options are generally less liquid, particularly in the 
earlier years in the sample, when in fact many long-
dated maturities were not even traded. The option valu-
ation model for extracting implied volatilities, described 
next, also made it desirable to avoid longer-term op-
tions (although this limitation does not affect the skew-
ness measure, which is model independent). 

Implied volatilities were computed using the model 
for futures options of Black (1976) with the Barone-
Adesi/Whaley approximation for early exercise value 
(see Giovanni Barone-Adesi and Whaley 1987)." The 
model has the virtue of being easy to use but makes the 
assumption that the discount factor is constant over 
time, an awkward supposition given that the raison 
d 'ê t re of Eurodollar futures options is, of course, to 
hedge uncertain short-term interest rates. More realisti-
cally, the discount factor would depend on the expected 
path of the overnight rate over the life of the option. In 
other words, the discount factor would be stochastic, 
not deterministic. In practice, many users of Eurodollar 
futures options employ Black's model, and one can ar-
gue that it is not a bad approximation for options hav-
ing less than one year to maturity. (For such options, 
the option price is much more sensitive to changes in 
its expected payoff than to changes in the discount fac-
tor. See notes 9 and 12 for additional information.) The 
early exercise premium was valued using the Barone-
Adesi /Whaley (1987) algorithm in conjunct ion with 
Black's model. 

In B lack ' s mode l appl ied to Eurodol la r fu tu res , 
volatility is technically the annualized value of the in-
s tantaneous standard deviation of the propor t ionate 
change in the forward rate (100 - index). The forward 
rate or implied Eurodollar rate rather than the index en-
ters Black's formula when computing an option price. 

The key application of this model is in translating op-
tion prices into volatilities. Different option pricing 
models will generate qualitatively similar plots of the 
time series of volatility.12 

T h e t ime-ser ies behav ior of his torical volat i l i ty 
clearly implies that skewness in the distr ibution of 
LIBOR is important. Chart 4, panel A, depicts the full-
sample history of volatility for out-of-the-money Eu-
rodollar calls and puts. The options were out of the 
money by 10 percent of forward LIBOR, the implied 
Eurodollar futures rate. Since strikes are not quoted at 
exactly 10 percent out of the money except by pure co-
incidence, an interpolation technique, cubic splining, 
was used to estimate the call and put option prices that 
were exactly 10 percent out of the money.13 Implied 
volatilities were computed from the interpolated prices. 
Call and put volatility appear to be very close until ear-
ly 1993, when put volatility rose above call volatility. 
The spike in both call and put volatility in September 
1992 corresponds to the breakdown of the European 
Exchange Rate Mechanism, which had held major Eu-
ropean currencies in c lose a l ignment until mass ive 
speculative attacks forced central banks to abandon 
their exchange rate targets (see Morris Goldstein and 
others 1993). Thereafter put and call volatility diverge, 
although it is not clear whether the exchange rate crisis 
had a causal impact on the split in volatilities. As seen 
in Chart 5, implied Eurodollar rates rose only slightly 
during this crisis. 

Panel B of Chart 4 shows the daily deviation of out-
of-the-money put volatility from out-of-the-money call 
volatility for the full sample. Daily out-of-the-money 
put volatility exceeded out-of-the-money call volatility 
by an average 15.1 percent during 1993 and 1994, with 
a standard deviation of 7.1 percent. In the earlier part 
of the sample, the deviation was a mere 0.33 percent, 
statistically insignificantly different from zero. There is 
obv ious ly cons ide rab l e var ia t ion in the c o m p u t e d 
volatility deviations. Particularly in 1993 and 1994, 
this difference constitutes evidence of skewness: the 
options indicate that during this period the chance of 
observing large upward movement away from the for-
ward rate was much greater than the chance of down-
ward movement. 

The analysis of skewness could be conducted using 
the vola t i l i ty measu re s ; howeve r , as noted above , 
Bates 's skewness measure is model independent and 
therefore introduces fewer sources of error in the anal-
ysis. Another point to note is that, in principle, the 
volatility of in-the-money puts and calls could reveal 
information about skewness, but in-the-money options 
tend to be too thinly traded to be used in the analysis. 
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Chart 4 
Eurodollar Futures Call and Put Volatility 

10 Percent Out-of-the-Money Calls and Puts 
Annual ized Volatility 

Percent 

Percentage Deviation of Put Volatility from Call Volatility 
10 Percent Out-of-the-Money Calls and Puts 

Percent 

40 — 

- 2 0 * t 1 i 1— 
1988 1989 1990 1991 1992 1993 1994 

Federal Reserve Bank of Atlanta Economic Review 27 Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



Chart 5 
Implied Skewness of Eurodollar Futures Options 
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The skewness measure for the Eurodollar futures op-
tions was computed daily for the entire sample. This 
measure, given by equation (*) above, simply consists of 
the ratio of call to put prices that are symmetrically out 
of the money. Both options mature on the same date. 

Chart 5 shows the skewness measure for 10 percent 
out-of-the-money options. The most striking feature of 
this plot is the shift in the level of skewness at the end 
of 1992. The average daily skewness from January 
1988 through December 1992 is -0.089 (with standard 
deviation 0.103). This measure contrasts with the 
volatility plots of Chart 3, in which call and put volatil-
ity are very close. However, as noted above, the Black 
model introduces two important sources of error into 
the assessment of skewness: the assumed constancy of 
the discount factor and the approximation of the early 
exercise premium. 

From January 1993 to September 1994, the daily 
average skewness increased markedly. The average for 
this period was -0.344 (with standard deviation 0.110). 
Note that a greater negative value corresponds to 
greater skewness. This change reflects an increase in 
the price of puts (protection against upward moves in 

LIBOR) relative to calls. It is striking that the volatility 
of skewness was almost unchanged across these two 
periods. This is a clear-cut, statistically significant shift 
in the skewness of the distribution of LIBOR—as per-
ceived by option market participants. 

The jaggedness of this measure indicates a great 
deal of noise in the data. Some sources of noise include 
errors introduced through the interpolation process in 
constructing the skewness measure, inaccuracies in the 
determination of settlement prices for puts, calls, and 
futures prices, and supply and demand pressures on 
prices stemming from short-term imbalances in order 
flow in the Eurodollar futures and options pits. The 
theory for inferring the characteristics of the distribu-
tion of LIBOR or other prices from options assumes 
the existence of perfect, frictionless markets. However, 
even the large Eurodollar futures and options markets 
can have prices temporarily distorted by large buy or-
ders (which drive prices up) or sell orders (driving 
prices down) as other market participants take the other 
side of the trades. 

It is instructive to repeat the calculations for Chart 5 
for at-the-money puts and calls. For European options, 
a standard option pricing relationship known as put-
call parity can be used to show that futures put and call 
options with strike prices equal to the forward rate 
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Chart 6 
Implied Skewness of Eurodollar Futures Options 
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have equal value. This result does not depend on the 
underlying distribution governing LIBOR (or any rate, 
price, or index). Systematic deviations from this pre-
diction could indicate distortions in the price formation 
process, which perhaps also could result in systematic 
errors in the measurement of skewness for out-of-the-
money options. 

Chart 6 reveals that, apart from noise, the put-call 
parity prediction is correct, even though Eurodollar fu-
tures options are American and the parity relationship 
holds only in a weaker form (as an inequality relation-
ship; see Jarrow and Rudd 1983). (In fact, European and 
American Eurodollar futures options prices usually dif-
fer by only a very small amount.) The average daily 
skewness in the sample for at-the-money Eurodollar fu-
tures options is 0 .00024 (with standard deviation 
0.0070). The average is insignificantly different from 
zero. (Note that the values on the skewness axis are an 
order of magnitude smaller for this chart than for the pre-
vious one for out-of-the-money options). As Bates found 
in his work on equity options, the skewness measure is 
roughly linearly related to the degree of moneyness. 
Thus, 5 percent out-of-the-money options have a time se-
ries plot (not shown here) that has about the same shape 
as that for 10 percent out-of-the-money options, but the 
skewness values are half the size in absolute value. 

The average -0 .09 skewness corresponds to a pre-
mium on puts, a price 10 percent higher compared with 
the price of calls. This degree of skewness matches 
closely the skewness of the lognormal distribution, 
which has wide application in option pricing. The fa-
mous Black-Scholes option pricing model as well as its 
modification for futures options (the Black model) 
assume lognormally distributed prices. Bates (1988) 
proves an "x percent" rule for options on assets whose 
prices are lognormally distributed. For these prices, op-
tions that are x percent out-of-the-money will exhibit a 
premium of calls over puts of x percent. For Eurodollar 
futures options, it is puts that trade at a premium, and 
the skewness measure is negative. The reason is that it 
is the implied Eurodollar rate that is assumed to be log-
normally distributed and thus skewed upward toward 
higher rates, not its Chicago Mercantile Exchange in-
dex, which is skewed downward. In 1993 and 1994, 
however, the distribution of LIBOR implicit in the 
options became considerably more skewed, well in 
excess of the degree of skewness for a lognormal dis-
tribution. 

The increase in skewness corresponds, roughly, to 
the low level of LIBOR and other short-term interest 
rates that prevailed in 1993 and 1994. The implied Eu-
rodollar rate is shown superimposed on the skewness 
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graph in Char t 5. It wou ld seem intui t ive that the 
greater likelihood of upward movements in rates would 
coincide with historically low short-term rates. The 
market might expect that rates would " rever t" to a 
higher long-run level. Many term structure and interest 
rate option pricing models build in the assumption of 
mean reversion (see Abken 1993). However, more than 
simple mean reversion needs to be at work to explain a 
shift in skewness because mean reversion can occur for 
a s ta t ionary dis t r ibut ion, that is, one with constant 
skewness (and other constant unconditional moments 
like mean and variance). A regime change—a shift in 
Federal Reserve policy that is external or exogenous to 
current interest rate movements—would be needed to 
account for a change in the statistical distribution of 
short-term interest rates.14 The j u m p in skewness in 
1992 followed immediately after the 25 basis point re-
duction in the fed funds target in September 1992, the 
last easing action taken by the FOMC. Also, as noted 

in the previous section, it followed the breakdown of 
the European Exchange Rate Mechanism. 

However , even if there are distinct regime shif ts 
that result in a so-called nonstationarity distribution, 
one would expect this sort of relation to be symmetric 
for high interest rates as well as low rates. The skew-
ness measure should turn posi t ive or less negat ive 
when rates are cyclically high, as in late 1988 and ear-
ly 1989. However, the skewness measure is flat during 
this period. There does not seem to be a satisfactory 
explanation of the time-series behavior of the implied 
skewness of the Eurodollar futures options. 

As noted above, the standard statistical measure of 
skewness will differ between the risk neutral and actual 
probability distributions. The standard measure can be 
computed from a time series of historical three-month 
LIBOR. The resulting measure of skewness pertains to 
the actual probabil i ty distr ibution. This measure of 
skewness is very sensitive to the sample period select-

Table 1 
Federal Reserve Policy Easings of the Federal Funds Rate Target 

Date of Change Prediction Date Prediction Actual Surprise Target Change 

06/06/89 06/02/89 9.70 9.50 -0.20 -0.25 
07/07/89 06/30/89 9.50 9.25 -0.25 -0.25 
07/27/89 07/21/89 9.25 9.00 -0.25 -0.25 
10/16/89 10/1 3/89 8.87 8.75 -0.12 -0.25 
11/06/89 11/03/89 8.87 8.50 -0.37 -0.25 
12/20/89 12/15/89 8.38 8.25 -0.13 -0.25 
07/13/90 07/13/90 8.00 8.00 0.00 -0.25 
10/29/90 10/26/90 7.88 7.75 -0.13 -0.25 
11/14/90 11/09/90 7.75 7.50 -0.25 -0.25 
12/07/90 12/07/90 7.25 7.25 0.00 -0.25 
12/19/90 1 2/14/90 7.25 7.00 -0.25 -0.25 
01/09/91 01/04/91 7.00 6.75 -0.25 -0.25 
02/01/91 02/01/91 6.25 6.25 0.00 -0.50 
03/08/91 03/08/91 6.25 6.00 -0.25 -0.25 
04/30/91 04/26/91 6.00 5.75 -0.25 -0.25 
08/06/91 08/02/91 5.75 5.50 -0.25 -0.25 
09/13/91 09/1 3/91 5.25 5.25 0.00 -0.25 
10/31/91 10/25/91 5.25 5.00 -0.25 -0.25 
11/06/91 11/01/91 5.00 4.75 -0.25 -0.25 
12/06/91 12/06/91 4.50 4.50 0.00 -0.25 
12/20/91 12/20/91 4.00 4.00 0.00 -0.50 
04/09/92 04/03/92 4.00 3.75 -0.25 -0.25 
07/02/92 06/26/92 3.75 3.25 -0.50 -0.50 
09/04/92 09/04/92 3.00 3.00 0.00 -0.25 

Source: Federal Reserve Board of Governors. Rates are expressed in percent. Predictions are from the Money Market Services survey of 
economists. 
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ed and to the computed mean of LIBOR during that pe-
riod because skewness is measured in terms of devia-
tions of observations from the sample mean. (See note 
10 for the formula for skewness.) To avoid the second 
of these problems, the daily change in LIBOR can be 
used because the mean daily change is close to zero. 
From January 1988 to December 1992 the computed 
skewness is significantly negative at better than the 1 
percent significance level. In the remaining sample, it 
is significantly positive. (The same results obtain for 
computations done in the levels.) Therefore, concern-
ing a shift in skewness, there is agreement between 
Bates's skewness measure, which is a forward-looking, 
options-based measure of the risk neutral distribution, 
and the standard calculation of skewness, which is a 
backward- looking measure of the actual probabili ty 
distribution. 

However, it is surprising that for the period f rom 
January 1988 to December 1992 the standard statistical 
computat ion of skewness results in a negative value 
while Bates's measure, in terms of the implied LIBOR, 
finds a positive value. These are very different mea-

sures, but one would expect that they agree in sign. 
Amin and Morton (1994) argue that Eurodollar futures 
puts were overvalued and that, in fact, this overvalua-
tion could have been exploited to generate trading prof-
its, even after accounting for transactions costs. They 
conducted trading-rule tests to demonstrate this possi-
bility. Their sample of prices ran from January 1, 1987, 
to November 10, 1992. It is possible that this overvalua-
tion could explain the difference between the skewness 
measures. Nevertheless, it would stretch credulity to be-
lieve that the increase in implied skewness in 1993 and 
1994 resulted from increased mispricing of the puts in 
one of the most active, liquid financial markets in the 
world. (Amin and Morton's article was also in the pub-
lic domain at this time, so the purported overvaluation 
was presumably common knowledge.) In any case, the 
sample skewness of LIBOR reversed in this period, tak-
ing the same sign as implied skewness. 

The fol lowing analysis examines the behavior of 
skewness around changes in the federal funds targets. 
Tables 1 and 2 show the history of Federal Reserve 
target changes to the fed funds rate from March 1988 

Table 2 
Federal Reserve Policy Tightenings of the Federal Funds Rate Target 

Date of Change Prediction Date Prediction Actual Surprise Target Change 

03/01/88 02/26/88 6.63 6.50 -0.13 0.13 
03/30/88 03/25/88 6.63 6.75 0.12 0.25 
05/09/88 05/06/88 6.87 7.00 0.13 0.25 
05/25/88 05/20/88 7.13 7.25 0.12 0.25 
06/22/88 06/1 7/88 7.38 7.50 0.12 0.25 
07/19/88 07/1 5/88 7.63 7.69 0.06 0.19 
08/09/88 08/05/88 7.85 8.13 0.28 0.44 
10/20/88 10/14/88 8.13 8.25 0.12 0.12 
11/17/88 11/11/88 8.31 8.32 0.01 0.07 
11/22/88 11/18/88 8.31 8.38 0.07 0.06 
12/15/88 1 2/09/88 8.55 8.69 0.14 0.31 
12/29/88 12/23/88 8.88 8.75 -0.13 0.06 
01/05/89 12/30/88 8.88 9.00 0.12 0.25 
02/09/89 02/03/89 9.14 9.06 -0.08 0.06 
02/14/89 02/10/89 9.25 9.31 0.06 0.25 
02/23/89 02/1 7/89 9.37 9.75 0.38 0.44 
02/04/94 02/04/94 3.25 3.25 0.00 0.25 
03/22/94 03/18/94 3.50 3.50 0.00 0.25 
04/18/94 04/1 5/94 3.50 3.75 0.25 0.25 
05/1 7/94 05/13/94 4.00 4.25 0.25 0.50 
08/16/94 08/12/94 4.50 4.75 0.25 0.50 

Source:Federal Reserve Board of Governors. Rates are expressed in percent. Predictions are from the Money Market Services survey of 
economists. 
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Table 3 
W i l c o x o n Signed-Rank Test of Shift in Skewness 

All Sample F O M C Dates 

Policy Easings 

Before 
Policy Move 

After 
Policy Move 

Number of observations 
Mean skewness 
Standard deviation 

48 
-0.090 

0.017 

48 
-0.052 

0.020 

Number of Pairs 
Signed-Rank Test 
Critical Value 

24 
112 

92* 

Policy Tightenings 

Before 
Policy Move 

After 
Policy Move 

Number of observations 
Mean skewness 
Standard deviation 

42 
-0.160 

0.021 

42 
-0.146 

0.020 

Number of Pairs 
Signed-Rank Test 
Critical Value 

21 
106 

68* 

Note: An (*) denotes 10 percent significance level. The event window spans 
two days before the policy move and two days after it. The day of the 
move is excluded. The number of observations is the total number of 
days included in all event windows; the number of before and after 
pairs is the total number of policy moves considered. The Wilcoxon 
signed-rank test critical value is the value at or below which a shift in 
location is significant at the indicated level. 

through August 1994. There were a total of forty-five 
policy moves : twenty- four eas ings and twenty-one 
tightenings. Most of these occurred in 25 basis point 
increments , with a f ew 50 basis point changes and 
some of 12.5 basis points (1/8 point) or smaller. In ad-
dition, the table shows the results of a Money Market 
Services survey of economists taken a couple of days 
before the policy moves. Most of the easing moves had 
an element of surprise, as the economists on average 
underpredicted the magnitude of the changes. The re-
sults reported below are stratified into "All F O M C 
Sample Dates" and "Dates of Policy 'Surprises' Only." 
If the Money Market Services survey reflects general 
market expectations, Eurodollar futures prices would 
be more likely to jump in reaction to a surprise, in the 

24 Economic Review 

direction of the target change. Skewness may also be 
more likely to change if a policy action is unanticipat-
ed because marke t par t ic ipants may reassess their 
views about the distribution of LIBOR. 

The behavior of skewness is examined around the 
time of F O M C policy actions using a standard "event 
study" approach. The Wilcoxon signed-rank test, ex-
plained in Box 2 (page 27), is used to test for a shift in 
s k e w n e s s b e f o r e and a f t e r the da te on wh ich the 
F O M C changes its federal funds rate target.15 Many 
factors bes ides F O M C act ions in f luence measured 
skewness; they are unspecified and simply viewed as 
"noise" in the data. To reduce some of the noise in the 
sample skewness values, an average is taken of daily 
values over a window of a fixed number of days before 
and after the target-change date. In the tests reported 
below, that window is two days before and two days 
after a target-change date. The results turn out not to be 
extremely sensitive to the number of days in the win-
dow; however, increasing the number of days in the 
average tends to reduce the difference between the be-
fore-and-after period. The wider the window, the more 
likely other events and news besides F O M C actions 
are to affect skewness. (Another consideration is that 
increasing the number of days makes it more likely 
that a rollover into a new contract will occur in the 
window, which affects skewness and volatility because 
both of these moments vary with time to maturity.) 

Tables 3 and 4 give the analysis of the skewness 
measure ' s movements at the times of federal funds 
target changes. In light of the volatility of the skew-
ness measure in Chart 5, it is not altogether surprising 
that it is not possible to detect a statistically significant 
shift in skewness be fore and af ter target changes. 1 6 

The point estimate for skewness in the two-day win-
dow before a target change and that in a two-day win-
d o w a f t e r the c h a n g e d e c r e a s e f o r e a s i n g s on all 
F O M C dates (from - 0 . 0 9 to -0 .05) , but the difference 
is statistically insignificant. Furthermore, those dates 
categorized as surprises to the market show virtually 
no change in point estimates, and the standard devia-
t ions of the es t imates are even h igher than fo r all 
dates. The results for policy tightening dates are like-
wise insignificant. 

Another piece of evidence that the market reactions 
to individual F O M C action is very moderate comes 
f rom examination of the level of the Eurodollar fu -
tures price. T h e average reaction of these prices to 
F O M C moves indicates that policy moves raising or 
lowering the federal funds target have only a slight 
impact on forward Eurodollar rates. The market may 
reassess the likelihood of future policy moves in the 
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same direction, but the change in expectation is small. 
Using the same event window as in the measurement 
of volatility, an average reaction of the Eurodollar fu-
tures rate to target changes was computed. On aver-
age, the shortest maturity contract rate dropped about 
0.5 percent following easings and jumped about 0.2 
percent following tightenings. This shift is slight and 
amounts to only about a 1 to 2 basis point change for a 
Eurodollar rate of 4 percent. Note that in this study the 
shortest-maturity contract had at least ninety days to 
maturity, implying that the reaction is to the likelihood 
of future policy moves. 

Conclusion 

Investors and analysts frequently attempt to use fi-
nancial market prices to divine market expectations. 
This kind of exercise is difficult because of the myriad 
influences on financial market prices. This article has 
shown how the skewness of the distribution of a short-
term interest rate, LIBOR, can be inferred from market 
prices. The study discussed Bates 's (1988) skewness 
measure for American futures options and reported a 
daily t ime series of these measures computed f rom 
prices for Eurodollar futures options. Because it is not 
clear what factors influence skewness, the recent be-
havior of the implied skewness is hard to interpret. In-
dividual Federal Reserve policy actions do not have a 
discernible impact on measured skewness. However, 
the markedly increased degree of skewness in three-
month LIBOR, and perhaps in other short-term interest 
rates, since 1992 is striking and potentially important 
for the pricing of options and other interest rate contin-
gent claims. 

Future research should investigate the cause of the 
shift in skewness and also examine skewness in other 
interest rate markets. Another task needing attention is 
to determine the economic significance of this varia-
tion in skewness. Would an option pricing model, such 
as that of Steven L. Heston (1993), in which the degree 
of skewness is estimated from data rather than imposed 
by assumption, outperform standard models? Would 

Table 4 
W i l c o x o n Signed-Rank Test of Shift in Skewness 

Dates of Policy "Surprises" O n l y 

Policy Easings 

Before After 
Policy Move Policy Move 

Number of observations 34 34 
Mean skewness -0.073 -0.071 
Standard deviation 0.021 0.022 

Number of Pairs 17 
Signed-Rank Test 73 
Critical Value 41" 

Policy Tightenings 

Before After 
Policy Move Policy Move 

Number of observations 32 32 
Mean skewness -0.150 -0.146 
Standard deviation 0.024 0.021 

Number of Pairs 16 
Signed-Rank Test 64 
Critical Value 24" 

Note: An (*) denotes 10 percent significance level. The event window spans 
two days before the policy move and two days after it. The day of the 
move is excluded. The number of observations is the total number of 
days included in all event windows; the number of before and after 
pairs is the total number of policy moves considered. The Wilcoxon 
signed-rank test critical value is the value at or below which a shift in 
location is significant at the indicated level. 

traders using such a model profit f rom their use of a 
"be t te r" model at the expense of compet i tors using 
models with a poorer match to the actual distribution? 
How important are these considerations for risk man-
agement and hedging operations? These questions are 
fertile ground for continuing work on the topic of the 
skewness of interest rate distributions. 
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Box 1 
Hedging with Eurodollar Futures and Futures Options 

T w o simple examples illustrate the use of Eurodollar 
futures and options on those futures for hedging an under-
lying exposure. First consider the case of a corporate trea-
surer who wants to hedge a floating-rate bond against a 
rise in LIBOR, the rate to which the bond is indexed. To 
hedge against a rise in three-month LIBOR, a portfol io 
manager would go short an appropriate number of Eu-
rodollar futures contracts. T h e basic hedging mechanism 
is that as LIBOR rises, the short futures position gains, 
offsetting increased interest payments on the floating-rate 
bond. 

Chart A shows the relation between cash flows on the 
unhedged floating-rate bond and the hedged short futures 
and bond position. One futures contract with contract size 
of $1 million would be sold short for each $1 million in 
face value of the debt.1 The 45-degree upward-s lop ing 
line f rom the origin represents the interest payout for one 
floating-rate payment on the bond at a particular date. As-
sume a futures contract expires on that same date (if not, a 
"bas i s r i sk" will exis t because of the mi sma tch in the 
dates for cash flows on the futures and the bond). The un-
hedged bond requires an increase in the interest paid that 
moves one- fo r -one with increases in L I B O R and con-
versely for decreases in LIBOR. Selling a futures contract 
short effectively obligates the treasurer to pay the differ-
ence between the prevailing LIBOR at expiration of the 
futures and the implied LIBOR (that is, 100 - index) at 
the t ime the futures contract was sold.2 For example , a 
contract sold at 95.00 implies LIBOR of 5 percent. The 
short futures sale effectively locks in the implied LIBOR. 
For each basis point that LIBOR falls below 5 percent, 

Chart A 
Interest 

Payment 

the futures contract generates a loss of a basis point, or 
$25, while the interest payment on the bond with $1 mil-
lion face value also drops by $25, an interest saving that 
is exactly offset by the future 's loss. Conversely, as LIBOR 
rises above 5 percent, the futures contract gains a basis 
point and the bond ' s payment increases by the same, off-
setting amount . In other words, the futures contract is a li-
ability when LIBOR is below 5 percent and an asset when 
L I B O R is above 5 percent. Chart A depicts the interest 
payment for the unhedged and floating-rate bond posi-
tions. (The interest payment is expressed in percentage 
points.) Chart A could also illustrate the use of a long Eu-
rodollar fu tures position in conjunction with a floating-
rate bond held as an asset. The combinat ion locks in a 
f ixed interest payment to the bondholder. 

The treasurer could use Eurodollar futures puts as an al-
ternative hedge of the floating-rate bond. These puts hedge 
against increases in LIBOR while retaining the possibility 
of real izing lower interest costs if L I B O R falls . Strike 
prices on the options are available in a range of prices in 25 
basis point increments around the implied LIBOR of the 
futures contract expiring at the same time as the option. 
Assume that the selected strike is a price of 95.00 or 5 
percent . Chart B shows h o w the bor rowing cost var ies 
with L I B O R on the date an interest payment is due. As 
before, the unhedged case has a 45-degree line. 

The option price is quoted in basis points, each valued 
at $25. Thus, if the option costs 8 basis points, the dollar 
cost is $200 for a $1 million face value of bonds being 
hedged. Below the strike level of 5 percent, adding the 
option increases the total borrowing cost by 8 basis points. 

Chart B 

Interest 
Payment 
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This cost is properly viewed as that of insuring against a 
future level of LIBOR above the strike. For LIBOR at 5 
percent and higher, the total borrowing cost levels out at 
5.08 percent. Analogous reasoning applies to the case of a 
Eurodollar futures call that hedges a floating-rate asset. 

Notes 

1. In actual practice, a hedge is "tailed," that is, the number 
of contracts held long or short is reduced to adjust for the 
effect of daily resettlement and interest on futures margin 

accounts (see Duffie 1989, 239-41). Futures require daily 
marking-to-market, which effectively settles and reestab-
lishes the futures position each day. Tailing a futures posi-
tion achieves a better hedge between the futures position 
on which daily gains and losses are realized immediately 
and the underlying position on which those gains and loss-
es are deferred until a future date. 

2. The description in the text is a simplification that treats a 
futures contract as a forward contract. As observed in the 
previous note, futures contracts are marked to market 
daily. 

Box 2 
Testing for a Shift in Skewness 

T h e Wi lcoxon s igned- rank test is a nonparamet r i c 
test; it does not rely on any assumptions about the distri-
bution of the sample statistic. Specifically, no assumption 
is made about how skewness is distributed. The sample 
under consideration consists of twenty-four easings and 
twenty-one tightenings, which are examined separately. 
These const i tu te small samples , and consequen t ly the 
measurement of average skewness is subject to a nontriv-
ial sampling error that is accounted for in evaluating the 
statistical s igni f icance of the before and af te r average 
skewness. 

T o use the s igned- rank test, the d i f f e r e n c e s in the 
measured skewness before and af ter the pol icy-change 
date are computed for each of the twenty-four easing and 
twenty-one tightening dates, which as just noted are test-
ed separately. If there is no shift in skewness, both the 
sign and magni tude of the differences in skewness will 
vary purely because of sampling variat ion—that is, be-
cause of random errors in the measurement of skewness. 
The signed-rank test is based on the intuition that if the 
null hypothesis of equal before-and-after distributions is 
true, half of the skewness differences will be positive and 
half negative in large samples. Furthermore, positive and 
negative differences of the same absolute value in magni-
tude should be equally likely to be observed. 

T h e computa t ion of the W i l c o x o n s igned-rank test 
s tat is t ic is s t r a igh t fo rward . T h e s k e w n e s s d i f f e r e n c e s 
f rom each of the dates of Fed funds target changes are 
ranked by absolute value of the difference f rom smallest 
to largest. (They are ranked 1, 2, 3 , . . . , with ties getting 
an averaged rank.) Then the sum of the rankings for neg-
ative d i f f e r ences and that f o r posi t ive d i f f e r ences are 
computed . The null hypothesis is that the posit ive and 
negative rank sums are equal. T o be conservative, no a 
priori view of h o w skewness changes before and af ter 
target-change dates is made, and consequently a so-called 
two-sided test of the s igned-rank statistic is used. T h e 
smaller of the positive and negative rank sums is com-
pared wi th t abu la ted cr i t ical va lue f o r the W i l c o x o n 
signed-rank test. (See Wil l iam Mendenhal l , Richard L. 
Scheaffer, and Dennis D. Wackerly 1981 for further de-
tails about this lest and for a table of the critical values.) 
If the computed rank sum is less than or equal to the criti-
cal value, the null hypothesis is rejected and a dif ference 
in the mean of the before-and-after distributions is detect-
ed (subject to the usual caveat about statistical type I er-
rors). 
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Notes 

1. Two other familiar examples of the anticipatory nature of 
prices are the dividend discount model of slock prices and 
the expectations theory of the term structure for bond prices 
(or, equivalently, interest rates). The dividend discount mod-
el collapses a future expected, infinite stream of dividend 
payments into a present value, the stock price, by discount-
ing each of the expected cash flows by a discount factor (see 
Bodie, Kane, and Marcus 1989). Changes in either the dis-
count factor—the time value of money and an adjustment 
for risk—or the expected dividend affect the current stock 
price. Similarly, the expectations theory links longer-term 
bond prices with shorter-term bond prices through expected 
future bond prices that equate holding period returns (sec 
Abken 1993). Both of these examples are of a market 's eval-
uation of the mean or average prices of cash flows that will 
occur. 

2. Option-implied volatility has been extensively analyzed. 
Feinstein (1988) and Canina and Figlewski (1993) discuss 
the accuracy of implied volatility in equity index options as 
forecasts of volatility. 

3. Skewness is technically the normalized third central moment 
of a distribution. See note 10 for the formal definition. The 
first moment is the mean and the second central moment is 
the variance. Some distributions are uniquely characterized 
by a small set of moments. For example, the normal distribu-
tion, which has zero skewness, is completely characterized 
by its mean and variance. 

4. One study in a similar vein to this article but conducted us-
ing a much different methodology is Das (1995). He estimat-
ed a model of short-term interest rate movements that allows 
for gradual (that is, continuous) rate changes and jumps (dis-
continuities in the path of rates.) He found that there is a sta-
tistically signif icant increase in the " j u m p " probabil i ty 
immediately following FOMC meetings. He concluded that 
during the 1980s markets tended more to react to FOMC ac-
tions than to anticipate them. He also found evidence of 
skewness, although his focus is on kurtosis. Kurtosis is relat-
ed to the fourth moment of a distribution (whereas skewness 
is related to the third) and refers to the thickness of the tails 
of the distribution. The occurrence of jumps in interest rates 
increases the thickness of the tails—there is a greater proba-
bility of observing "outliers" for such a distribution com-
pared with one for which jumps do not occur. 

5. Alternative contracts to three-month Eurodollar futures are 
one-month LIBOR and 30-day federal funds futures con-
tracts. These have shorter maturities and might be more sen-
sitive to Federal Reserve policy actions. However, they are 
too thinly traded (volumes of only a few thousand contracts) 
and, most important, do not have options associated with 
them. 

6. A number of researchers have independently formulated a 
new approach to option valuation that attempts to "back out" 
the implied probability distribution of equity index prices 
from quoted option prices on the index. Rubinstein (1994), 
Shimko (1993), Derman and Kani (1994), and Dupire (1994) 

all extract the implied probability distribution from traded, 
liquid options in order to price other, less liquid options con-
sistently across instruments. Their objective is to price exotic 
options like barrier and lookback options. Rather than as-
suming a particular distribution that governs the movements 
of the underlying price, they infer the distribution from quot-
ed prices and recognize that this distribution can vary over 
time. 

7. The following discussion derives from Bates (1991). 
8. The exposition makes the simplifying assumption that the 

expected payoff can be discounted at a fixed instantaneous 
rate, r. Making this assumption is justified in the context of 
Eurodollar futures options later in the text. 

9. Forward prices are equal to futures prices only if interest 
rates are deterministic (see Cox, Ingersoll, and Ross 1981). 
For a short Eurodollar futures position, rising interest rates 
will result in positive marked-to-market cash Hows that are 
not realized by a short forward position. For both types of 
contracts to be held in equilibrium, futures prices have to be 
higher than forward prices. Flesaker (1993) points out that in 
practice the difference is negligible for contract maturities 
less than one year. 

10. Bates 's measure of skewness in options pr ices is distinct 
from the standard statistical measure of skewness based on 
the central third moment of a data sample of N observations: 

N t i=i 

• - - • T è i ! « - 1 * 

Skewness = 
N' m3 

(N-l)(N-2) s3 . 

(from Doan 1994, p. 14-238). Furthermore, the skewness 
measured using option prices is that of the risk neutral distri-
bution, whereas skewness computed from actual data, in this 
case a time series of LIBOR, is that of the actual probability 
distribution. 

11. See also Tompkins (1989) for an application to Eurodollar 
futures options. However, Tompkins incorrcctly ignores the 
early exercise feature of these options in discussing valua-
tion. 

12. The plotted implied volatility of the HJM model with pro-
portional volatility in Figure 1 of Amin and Morton (1994) 
is very close to that in Chart 4 below. Both plots show the 
history of a proportional volatility of the "spot" rate, al-
though in the HJM model the spot rate is stochastic and the 
early exercise premium is evaluated by backward recursion 
through a nonrecombining binomial tree. However, Amin 
and Morton find that the average implied volatility of puts is 
greater than that for calls during January 1987 to November 
1992. 

13. Cubic splines were fit to the call and put option prices on 
any given day. The method of natural cubic splines de-
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scribed in Press and others (1988) was used. The value oi 10 
percent out of the money was used because, by trial and er-
ror, it was determined that this is the maximum degree of 
out-of-the-moneyness that could be used to plot a time series 
of volatilities with relatively few missing daily observations. 
A greater degree of out-of-the-moneyness resulted in an in-
creasing lack of availability of puts or calls to make the com-
putations. Also, as Bates (1988) points out, in-the-money 
options can also be used to assess skewness. However, these 
tend to be less liquid and the skewness measures derived 
from them tend to differ substantially from those derived 
from the out-of-the-money options. 

14. Federal Reserve monetary policy could be viewed as being 
endogenous to the business cycle. Skewness may be condi-
tional on the stage of the business cycle as perhaps gauged 
by the level of short-term interest rates. Unconditional skew-

ness could be constant in the long run. In that case an en-
dogenous shift in conditional skewness may have occurred 
in late 1992. Unfortunately, the sample contains only one 
observation on this kind of shift. On the basis of the Eu-
rodollar futures evidence, there is no way to tell whether the 
shift in skewness (and Fed policy) is exogenous or endoge-
nous. 

15. During the period of this study, Federal Reserve interven-
tions in the federal funds market occurred between 10:30 
A.M. and 10:45 A.M. Chicago time, although on occasion 
open market operations took place outside of these times 
(see Smith and Webb 1993). 

16. A similar test was done for changes in volatility for both 
puts and calls. The results also indicated statistically in-
significant changes in volatility. 

References 

Abken, Peter A. "Innovations in Modeling the Term Structure of 
Interest Rates." In Financial Derivatives: New Instruments 
and Their Uses. Atlanta: Federal Reserve Bank of Atlanta, 
1993. 

Amin, Kaushik I., and Andrew J. Morton. "Implied Volatility 
Functions in Arbitrage-Free Term Structure Models." Jour-
nal of Financial Economics 35 (1994): 141-80. 

Barone-Adesi, Giovanni, and Robert E. Whaley. "Efficient Ana-
lytic Approximation of American Option Values." Journal of 
Finance 42 (June 1987): 301-20. 

Bates, David S. "The Crash Premium: Option Pricing under 
Asymmetr ic Processes, with Applications to Options on 
Deutschemark Futures." Rodney L. White Center for Finan-
cial Research, Working Paper 36-88, October 1988. 

. "The Crash of '87: Was It Expected? The Evidence from 
Options Markets." Journal of Finance 46 (July 1991): 1009-
44. 

Black, Fischer. "The Pricing of Commodity Contracts." Journal 
of Financial Economics 3 (1976): 167-79. 

Black, Fischer, and Myron S. Scholes. "The Pricing of Options 
and Corporate Liabilities." Journal of Political Economy 81 
(May/June 1973): 637-54. 

Bodie, Zvi, Alex Kane, and Alan J. Marcus. Investments. Home-
wood. 111.: Irwin, 1989. 

Canina, Linda, and Stephen Figlewski. "The Informational Con-
tent of Implied Volatility." Review of Financial Studies 6 
(1993): 659-81. 

Chicago Mercantile Exchange. Rules of the CME. November 
1994. 

Cox, John C., Jonathan E. Ingersoll, and Stephen A. Ross. "The 
Relation between Forward Prices and Futures Prices." Jour-
nal of Financial Economics 9 (1981): 321 -46. 

Cox, John C., and Mark Rubinstein. Options Markets. Engle-
wood Cliffs, N.J.: Prentice-Hall, 1985. 

Das, Sanjiv R. "Jump-Diffusion Processes and the Bond Mar-
kets ." Harvard Business School , Division of Research, 
Working Paper 95-034, 1995. 

Derman, Emanuel, and Iraj Kani. "Riding on a Smile." Risk 1 
(February 1994): 32-39. 

Doan, Thomas A. RATS User's Manual, Version 4. Evanston, 
111.: Estima, 1992. 

Duffie, Darrell. Futures Markets. Englewood Cliffs, N.J.: Pren-
tice Hall, 1989. 

Dupire, Bruno. "Pricing with a Smile." Risk 7 (January 1994): 
18-20. 

Feinstein, Steven P. "A Source of Unbiased Implied Volatility 
Forecasts." Federal Reserve Bank of Atlanta, Working Paper 
88-9, December 1988. 

Flesaker, Bjom. "Arbitrage Free Pricing of Interest Rate Futures 
and Forward Contracts ." Journal of Futures Markets 13 
(1993): 77-91. 

Goldstein, Morris, David Folkerts-Landau, Peter Garber, Liliana 
Rojas-Suárez, and Michael Spencer. International Capital 
Markets, Part I: Exchange Rate Management and Interna-
tional Capital Flows. World Economic and Financial Sur-
veys. Washington, D.C.: International Monetary Fund, April 
1993. 

Goodfricnd, Marvin, and William Whelpley. "Federal Funds." 
In Instruments of the Money Market, edited by Timothy Q. 
Cook and Timothy D. Rowe. Richmond: Federal Reserve 
Bank of Richmond, 1986. 

Heath. David, Robert A. Jarrow, and Andrew J. Morton. "Bond 
Pricing and the Term Structure of Interest Rates: A New 
Methodology." Econometrica 60 (January 1992): 77-105. 

Heston, Steven L. "Yield Curves and Volatility." Yale School of 
Organization and Management, unpublished manuscript, Ju-
ly 1993. 

Jarrow, Robert A., and Andrew Rudd. Option Pricing. Home-
wood, 111.: Irwin, 1983. 

Mendenhall , Will iam, Richard L. Scheaffer , and Dennis D. 
Wackerly. Mathematical Statistics with Applications. 2d ed. 
Boston, Mass.: Duxbury Press, 1981. 

Press, William H., Brian P. Flannery, Saul A. Teukolsky, and 
William T. Vetterling. Numerical Recipes in C: The Art of 

Federal Reserve Bank of Atlanta Economic Review 29 Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



Scientific Computing. New York: Cambridge University 
Press, 1988. 

Rubinstein, Mark. "Implied Binomial Trees." Journal of Fi-
nance 49 (July 1994): 771-818. 

Shimko, David. "Bounds of Probability." Risk 6 (April 1993): 
33-37. 

Smith, David G„ and Robert I. Webb. "The Volatility of Eu-
rodollar Futures Prices around Fed Time." The Journal of 
Fixed Income 2 (March 1993): 58-73. 

Tompkins, Robert. "The A-Z of Caps." Risk 2 (March 1989): 
21-23,41. 

Vogel, Thomas T., Jr. "Fed Rate Boost Spurs Rally in Bond 
Markets." Wall Street Journal, August 17,1994, CI , CI 9. 

Whaley, Robert E. "Valuation of American Futures Options: 
Theory and Empirical Tests "Journal of Finance 41 (March 
1986): 127-50. 

3 0 Economic Review March/ April 1995 
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



FYI 
Examining Small 

Business Lending in 
Bank Antitrust Analysis 

W. Scott Frame 

The author is an economic 
analyst in the financial section 

of the Atlanta Fed's research 
department and a Ph.D. 

candidate in the economics 
department of the University 

of Georgia. He thanks 
Christopher Holder, Frank 

King, Larry Wall, and 
especially Aruna Srinivasan 

for helpful comments. 

J f ueled by the repeal of many depression-era interstate banking 
g j and intrastate branching laws, the U.S. banking industry has en-

r ^ tered an unprecedented period of consolidation and reorganiza-
K tion. In fact, between 1990 and 1994 there were more than 1,500 

_ J L bank mergers and acquis i t ions (Ed Dillon 1995). This bank 
merger wave has sparked public policy debate about the desirability of such 
combinations, particularly in the context of antitrust evaluation. The U.S. De-
partment of Justice and bank regulators, such as the Federal Reserve, are re-
sponsible for preserving and protecting competition in the midst of industry 
consolidation.1 

Although all corporate merger applications are evaluated uniformly (as 
outlined in U.S. Department of Justice 1992), legal precedent has established 
unique parameters for analyzing bank mergers.2 Given the large technologi-
cal and regulatory changes the financial services industry has experienced in 
recent years, many have questioned whether a move toward a more tradition-
al product-based antitrust analysis would better reflect today's market reali-
ties, in which many retail and large-firm lending markets have numerous 
nonbank competitors (competing over wider geographic areas) whose pres-
ence reduces concentration concerns in these markets. At the same time, the 
market for small business loans has been of particular interest to both bank 
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regulators and the Justice Department because of the 
lack of nonbank competitors and the local limitations 
of customers. 

The increased attention to small business lending in 
bank merger applications has effect ively moved an-
titrust authorities away f rom an aggregate approach to 
product market definition.3 Macroeconomic concerns 
as well as changes in the banking industry have driven 
this shift in focus. The importance of small businesses 
within the U.S. economy was highlighted during the 
most recent economic recession (1990-92) as the cred-
it crunch stifled innovation and employment in many 
small firms. 

Recent academic literature on banking antitrust anal-
ysis has found the market for unsecured small business 
loans to be unique because of the " loca l" nature of 
these loans and the lack of nonbank competition. Al-
though theore t ica l ly appea l ing , d i saggrega t ing the 
product market for banking (and examining small busi-
ness lending) suffers f rom several measurement prob-
lems resulting from a lack of reliable data. 

This article intends to provide an overview of re-
cent developments in banking antitrust analysis, par-
ticularly in the area of small business lending. The 
article begins by outlining the traditional approach to 
antitrust analysis. The next section provides a histori-
cal perspective on legal precedents in banking antitrust 
analysis and discusses how changes in the financial 
services marketplace may influence such analysis in 
the future. In particular, through a summary of the aca-
demic literature, the article examines the importance 
of small business lending as a unique product market. 
Finally, the article discusses the potential costs and 
benefits to disaggregating the product market for pur-
poses of antitrust analysis and highlights some policy 
considerations. 

Antitrust Analysis 

Defining the relevant product and geographic mar-
kets is critical to conducting a complete competitive 
analysis of any corporate merger. All firms that influ-
ence (or could potentially influence) market prices of 
the goods or services in question should be included in 
the analysis.4 In general, a market includes buyers and 
sellers in a geographic area that can significantly influ-
ence the price, the quality, or the quantity of the specif-
ic commodities or services traded. A market can also 
be delineated as a geographic area in which the prices 
of all similar (substitute) goods are dependent on each 

other but are unaffected by prices for such goods out-
side of this area. 

The Product Market. Dennis Carlton and Jeffery 
Perloff (1994) note that a proper definition of the prod-
uct dimension of a market should include all products 
that are close demand or supply substitutes. For exam-
ple, Product B is a demand substitute for Product A if 
an increase in the price of A causes consumers to use 
more B instead. Product B is a supply substitute for 
Product A if, in response to an increase in the price of 
A, firms producing B switch some of their production 
facilities to the production of A. In both cases, the pres-
ence of Product B significantly constrains the pricing 
of Product A, provided that an increase in the price of 
A would result in either a significant decline in the 
quantity of A consumed as consumers switch from A 
to B or a significant increase in the supply of A as 
firms switch production from B to A. 

Two Supreme Court decisions, both involving non-
financial institutions, stand out as providing guidance 
in establishing relevant markets in antitrust matters: 
United States v. E.I. DuPont de Nemours & Co. (1956) 
and Brown Shoe Co. v. United States (1962).5 In the 
DuPont ruling, the court recognized that all products 
have substitutes and that a major task of antitrust anal-
ysis is the identification and evaluation of these substi-
tute products. The court stated that product markets are 
to be determined by the cross-elasticity of demand be-
tween the product claimed to be monopolized and oth-
er products. (Cross-elasticity of demand refers to the 
relat ionship between the quanti ty demanded of one 
product and a change in the price of another. The more 
responsive the quantity of a product demanded is to a 
price change in another good, the higher the cross-
elasticity and the more the products are viewed as sub-
stitutes for each other.) Depending on the degree of 
cross-elasticity, products may be categorized as either 
perfect substitutes, close substitutes, or nonsubstitutes. 
In the Brown Shoe Company case, the court affirmed 
its position regarding cross-elasticities of demand and 
provided the fo l lowing seven criteria to be used in 
defining antitrust markets and/or submarkets: (1) in-
dustry or public recognition, (2) a product 's peculiar 
characteristics and uses, (3) unique production facili-
ties, (4) distinct customers, (5) distinct prices, (6) sensi-
tivity to price changes, and (7) specialized vendors. 

On the supply side, the Justice Department 's 1992 
Horizontal Merger Guidelines specify that the relevant 
antitrust market includes firms that are currently pro-
ducing and selling the relevant product as well as "un-
committed entrants," or firms that likely would readily 
enter the market without significant sunk costs in re-
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sponse to a "smal l but s ignif icant nontransi tory in-
crease" in the market price.6 Because additional market 
entrants help deter the original firm from exercising its 
market power (its ability to profitably maintain a price 
above the opportunity costs of its resources), their pres-
ence enhances competition. In theory, a measurement 
of cross-elasticity of supply would be relevant in deter-
mining the level of potential competition in a market. 
In practice, however, cross-elasticities cannot be used to 
precisely determine markets because estimation is diffi-
cult and current theory does not define specific numeri-
cal levels at which one product is viewed as an adequate 
substitute for another. Also, substituting products may 
not be feasible in the short term because it could in-
volve changing production processes. As a result, the 
courts' definition of the relevant market includes only 
those producers that might have a direct and immediate 
effect on competition. 

Geographic Markets. Once the relevant products 
have been identif ied, geographic markets are deter-
mined for each product. The geographic limit of a mar-
ket is determined by simply answering the question of 
whether an increase in price in one location substantial-
ly affects price in another. If so, then both locations are 
in the same market.7 

Market Concentration and Structure. After both 
the product and geographic markets have been deter-
mined, the level of competition must be assessed. In as-
sessing market power, economists are concerned with 
the level of the sellers' concentration in a market. This 
level is a function of both the number of firms and their 
respective market shares, or the percentage of the mar-
ket supplied (or controlled) by a particular firm during a 
specified t ime period.8 The most popular measure of 
market concentration is a concentration ratio, which 
shows the level of market shares accounted for by the 
largest f i rms in a particular market.9 Some analysts, 
however , consider the Her f indah l -Hi rschman Index 
(HHI) to be analytically superior to a simple concentra-
tion ratio because it takes into account both the number 
and size distribution of the sellers in the market.10 

Competitive analysis of corporate mergers (including 
those in banking) relies heavily on theories developed 
in the subfield of economics known as industrial organi-
zation. Specifically, the structure-conduct-performance 
(SCP) paradigm serves as the cornerstone of antitrust 
analysis because the structure of a market (that is, its 
degree of concentration) is viewed as revealing infor-
mation about the level of competition within it." In the 
SCP paradigm, an industry's competitive performance 
depends on the conduct of buyers and sellers, which 
depends on the structure of the market. The structure, 

in turn, is based on conditions such as technology and 
demand for a product. 

The relationship between market structure (level of 
concentration) and performance (profits or prices) im-
plied by the structure-conduct-performance theory has 
been studied extensively. Alton Gilbert (1984) reviewed 
the earliest structure-performance studies of the bank-
ing industry, noting that they provided limited support 
f o r the S C P p a r a d i g m and s u f f e r e d f r o m v a r i o u s 
methodological f laws. Of particular concern was that 
many of these early studies treated market structure as 
exogenous (that is, determined outside of the market-
place), implying that competition between firms has no 
effect on structure.12 As a result, these studies were un-
able to distinguish between market power and produc-
tion e f f i c i ency as the source of concen t ra t ion and 
profitability. Sherill Shaf fe r (1994) pointed out that 
economic theory implies that an efficient firm (one de-
livering either a superior product or operating at a lower 
cost) can drive its rivals out of a competitive market un-
less the rivals are able to emulate the successful firm. It 
follows that such superiority would result in both high 
profitability and a large market share for the successful 
firm, resulting in a more concentrated market (despite 
the vigor of competitors). 

Other recent articles, such as Michael Smir lock 's 
(1985) and Allen Berger 's (1991), have addressed the 
need to account for cost d i f fe rences between insti-
tutions. Both Smirlock and Berger find that the link 
between concentration and profitability largely disap-
pears af ter account ing for re lat ive product ion e f f i -
ciency. However, Douglas Evanoff and Diana Fortier 
(1988) found that some of the prof i t -concent ra t ion 
linkage may persist, even after considering efficiency, 
in markets with substantial barriers to entry. In addi-
tion, Shaffer (1994) noted that studies of the relation-
ship between prices and concentration have generally 
found evidence that high market concentration is corre-
lated with prices unfavorable to the consumer.13 Inher-
ent in all of these results is the notion that commercial 
banking is a distinct line of commerce, that banks com-
pete in local market areas, and that nonbank competi-
tion is negligible. 

Competition in the Banking Industry 

The evaluation of competition within banking mar-
kets begins with a discussion of the relevant product 
market. Legal precedent has established commercial 
banking as a distinct line of commerce—effec t ive ly 
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bundling together the various products and services of-
fered by these institutions. This definition does not rec-
ognize nonbank f inancial insti tutions as s ignif icant 
competitors in several of the individual banking prod-
ucts.14 Yet, in fact, competition from nonbanks serves to 
lessen banks ' market power, and, if formally recog-
nized, such competition lowers the level of concentra-
tion within these product markets. 

The Cluster Approach. In a 1963 case involving 
Philadelphia National Bank the Supreme Court clari-
fied the means by which regulators should measure 
competition in the banking industry." Christopher L. 
Holder (1993a) noted that this ruling established three 
major legal precedents still used by the Federal Re-
serve. First, the court confirmed that the Sherman and 
Clayton Antitrust Acts apply to banking and used mar-
ket structure as an indicator of competition within the 
market. Second, the ruling determined that "the cluster 
of products (various kinds of credit) and services (such 
as checking accounts and trust administration) denoted 
by the term 'commercial banking' . . . composes a dis-
tinct line of c o m m e r c e " fo r Clayton Act purposes . 
Third, the decision indicated that the sections of the 
country affected by an acquisition (the geographic mar-
ket) must be taken into account.16 In sum, the Philadel-
phia National case established commercial banking as 
a distinct line of commerce, defined the relevant prod-
uct market as including only those institutions offering 
the full cluster of bank products and services (including 
demand deposi ts and commercia l loans), and deter-
mined the relevant geographic market to be local. This 
ruling runs counter to the typical product market analy-
sis employed in other industries. 

The Philadelphia National judgment establishing the 
so-called cluster approach was reaffirmed by rulings in 
cases involving Phillipsburg National Bank (1970) and, 
more recently, Central State Bank (1985).17 In the Cen-
tral State Bank case, the Department of Justice proposed 
that the relevant product market be strictly composed 
of transactions accounts and small business loans, the 
products in which banks general ly have the fewes t 
competi tors .1 8 The court dismissed these arguments 
and stated that, while there may be identifiable submar-
kets within the commercial banking market, "submar-
kets are not a basis for the disregard of a broader line 
of commerce that has economic significance. In select-
ing between two product markets, the court must select 
the one which will reflect the full brunt of any and all 
anticompetitive effects of the challenged acquisition or 
merger" (1291). Therefore, in the Central State Bank 
case the Supreme Court determined that the cluster of 
products and services termed "commercial banking" has 

economic significance well beyond the various prod-
ucts and services involved. 

The individual bank products discussed in the Phila-
delphia National case represented varying degrees of 
geographic market delineation. The "cluster of banking 
products and services" not only aggregated products 
but it also defined (in essence) a local market that repre-
sented some sort of "average" of the actual geographic 
markets of the individual products. In measuring the 
"c lus te r , " the court used depos i t s as a proxy fo r a 
bank 's capacity to provide cluster products and ser-
vices and then estimated market shares in an attempt to 
uncover any existing market power. This approach to 
product market analysis serves to reduce costs to both 
potential bank acquirers and regulators performing the 
analysis by reducing uncertainty about the appropriate 
product market definition. However, as the financial 
services industry has evolved and the levels of compe-
tition in various products have changed in response to 
technology and nonbank entry, legal precedent has 
lagged because the courts have not yet recognized sub-
product markets in banking. 

The Impact of Nonbank Competitors . Examin-
ing the relevant antitrust product market-for banking is 
challenging because the distinctions among different 
types of financial institutions have blurred in the last 
two decades. Deregulation, market innovation, and ad-
vances in electronic technology in recent years have 
widened the range of institutions and the distance over 
which households and firms select financial services. 
The au thor iza t ion of in teres t -bear ing check ing ac-
counts, the spread of automated teller machines, and 
the growth of nationwide issuers of credit cards have 
been instrumental changes for f inancial institutions. 
Regulatory changes have allowed thrifts and other non-
bank financial institutions to offer a greater number of 
services and have permitted producers of specialized 
financial services (such as mortgage and finance com-
panies) to offer services in any market. 

In a 1974 case involving Connecticut National Bank 
the Supreme Court upheld its Philadelphia National 
ruling but noted that thrifts and other nonbank institu-
tions had made competitive inroads in some services.19 

However, the court concluded that thrifts should not, at 
that time, be a factor in assessing the competi t ive ef-
fects of bank mergers because thrifts were not com-
petitive in the area of commercial lending. With the 
passage of the Deposi tory Insti tutions Deregulat ion 
and Monetary Control Act of 1980 (DIDMCA) and the 
Garn-St Germain Act of 1982, thrifts were authorized 
to compete with banks in providing the cluster of prod-
ucts previously unique to banking.20 Nevertheless, al-
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though many thrifts have become competi t ive retail 
lenders, most have not been aggressive commercia l 
lenders. For this reason, the Federal Reserve, in assess-
ing the competitive effects of a merger using the "clus-
ter" approach, accords thrift deposits 50 percent weight 
to reflect both actual and potential compet i t ion by 
these firms.21 Tn addition, the Fed 's assessment makes 
al lowances in the threshold levels of changes in the 
Herfindahl-Hirschman Index (HHI) for bank mergers 
to reflect nonbank competi t ion.2 2 In short, nonbank 
firms have significantly enhanced retail banking com-
petition, resulting in the modification of bank merger 
analysis . However , the market for unsecured small 
business loans has experienced little competition from 
nonbanking firms. 

The Role of Small Business Lending 

Although the "cluster" of banking services remains 
the appropriate product market definition as defined by 
legal precedent, the Department of Justice has recent-
ly begun examining subproducts, particularly loans to 
small businesses, in its merger analysis.23 Recent aca-
demic literature has indicated that special attention to 
small business lending may be warranted because of 
the "local" nature of these loans and the relative absence 
of nonbank competitors in the provision of unsecured 
business credit.24 Such a disaggregated analysis, while 
in the mainstream of antitrust, stretches legal precedent 
for banking. This approach has been somewhat contro-
versial in that it has increased uncertainty for merging 
parties and has not yet been tested in the courts, princi-
pally because banks are reluctant to incur the costs as-
sociated with prolonged litigation.25 

Whether sanctioned or not by legal precedent, there 
may be an economic basis for treating small business 
loans as a unique product. Two recent studies have ex-
amined the behavior of small firms and their banking 
relationships. Gregory Elliehausen and John Wolken 
(1990) found that small f i rms are more likely than 
large firms to depend on their primary institution for 
credit and to use fewer financial institutions in general. 
Their research c la ims that the costs f inancial insti-
tut ions incur for credit evaluat ion, monitor ing, and 
bankruptcy tend to be higher, relative to the size of the 
transaction, for small firms than for large firms. This 
cost difference is enhanced when the financial institu-
tion is a distant one. As a result, distant suppliers (or 
lenders) are less likely to accept credit applications 
from small firms, particularly distant ones, than from 

large firms, especially when the desired credit would 
be unsecured. 

Mitchell Peterson and Raghuram Rajan ( 1994) dis-
cuss the ways in which the relationship between a firm 
and its creditors af fects the availabil i ty and cost of 
funds to f i rms. 2 6 Using a sample of small business 
loans, Peterson and Rajan find that the availability of 
funds increases and the cost of funds decreases, al-
though relatively less so, as a result of a continuing 
relationship. The authors discuss two important dimen-
sions of credit relationships—duration and the interac-
tion over a number of products. Duration is important: 
the longer a business has been servicing its loans, the 
more likely the business is to be viable and the owner 
trustworthy. Therefore, the lender expects the loans to 
be less risky, reducing the expected cost of lending and 
increasing the willingness to provide funds. A f i rm's 
use of multiple products can also affect future borrow-
ing by either increasing the precision of the lender 's 
information or by spreading the fixed costs of informa-
tion gathering over multiple products. 

Peterson and Rajan also point out that information 
asymmetries between small firms and potential public 
investors are substantial because these firms are unlike-
ly to be monitored by rating agencies or the financial 
press. This asymmetric information, by increasing the 
uncertainty of lenders, implies that lenders will charge 
borrowers higher interest rates to compensate for higher 
risk. In fact, Joseph Stiglitz and Andrew Weiss (1981) 
show that the interest rate charged determines not only 
the demand for capital but also the riskiness of borrow-
ers. If this observation is true, lenders may optimally 
choose to ration the quantity of loans they grant rather 
than raising the rate to clear the market. This second 
effect may imply that the problems of adverse selection 
and moral hazard may have a sizable effect for small 
firms.27 As a result, small firms generally must rely on 
their primary local institution for unsecured credit be-
cause their close relationship will reduce these infor-
mation asymmetries.28 

Compet i t ion in business lending f rom nonbanks , 
such as commercial f inance companies and factoring 
companies, is primarily concentrated in collateralized 
(secured) lending. In contrast to collateralized lending, 
monitored (unsecured) lending requires the lender to 
watch the borrower's financial condition closely. Banks 
are considered to have a compara t ive advantage in 
monitored lending because they are better able to ob-
tain information about the financial condition of bor-
rowers.29 Specifically, banks can monitor loans through 
their access to borrowers' transaction accounts. Leonard 
Nakamura (1992/1993) notes that a small firm's checking 
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account sheds light on its revenues and expenses be-
cause the f i rm's cash flows are typically documented 
completely within that one account. Nakamura propos-
es this "checking account hypothesis" as an explana-
tion of the resolution of information asymmetries that 
arise in some small-business lending situations. 

Nonbanks provide only a very limited amount of un-
secured small business credits. The issue of small busi-
ness loan securitization has been explored recently in 
search of ways to improve small businesses' access to 
credit. George Benston (1992) and Christopher Besh-
ouri and Peter Nigro (1994) concluded that the charac-
teristics of small firm finance (especially informational 
asymmetries and ongoing monitoring) impose signifi-
cant costs that may offset any funding advantages to 
securitization. Thrift institutions, while having both the 
authority to underwrite business loans and access to 
transactions accounts, have not become a significant 
competitor in this area. The financial troubles faced by 
thrifts in the last ten years have, in fact, resulted in sub-
stantial cutbacks in their commercia l and industrial 
loan portfolios. Timothy Hannan and J. Nellie Liang 
(1995) assessed the competitive influence of thrift insti-
tutions on the pricing of commercial loans made by 
commercial banks. The study's empirical tests suggest 
that thrifts should not be given consideration in antitrust 
evaluations of business lending for bank mergers. 

Contrasting the Cluster and Disaggre-
gated Approaches to Antitrust Analysis 

The Justice Depar tment ' s manner of def ining the 
relevant product market(s) fo r banking—indiv idual 
products and services (particularly loans to small busi-
nesses)—parallels analysis conducted in other indus-
tries and is consistent with both theoretical and empirical 
evidence. However, legal precedent still maintains that 
"the cluster of commercial blinking products and ser-
vices" is the relevant product market. To examine the 
policy implications of changing the approach to bank 
merger analysis, an accounting of the various costs and 
benefits must be made. 

In evaluating the cluster approach, the potential cost 
to be considered is that of market power arising from 
an approved merger, which results in a consumer wel-
fare loss.30 This loss would typically result f rom bor-
rowers paying higher rates on loans and deposi tors 
receiving lower interest on savings. Because many re-
tail and large-firm lending markets appear to have ac-
cess to a wide range of nonbank competitors, market 

power does not seem, in general, to be the important 
consideration it is in other product markets. However, 
there is evidence that unsecured loans to small busi-
nesses (working capital loans) do tend to be local and 
are not often provided by nonbank lenders. As a result, 
any market power realized as a result of a combination 
would likely be in the area of loans to small businesses. 
In fact, Hannan (1991) provides evidence that small 
commercial loans are local in nature and that the level 
of concentration in a market significantly affects the 
pricing of these loans. Hannan's findings suggest that a 
closer examination of the market for small business 
loans is warranted when regulators are evaluating the 
competitive effects of a merger. 

The cluster approach to bank merger analysis does 
have an advantage in that institutions, when consider-
ing a merger, can overcome most of the uncertainty 
surrounding antitrust evaluations. Specifically, banks 
can analyze the necessary data themselves prior to per-
fo rming due dil igence analysis or engaging consul-
tants, resulting in substantial cost savings.31 Institutions 
can thus tender offers more confidently, having ad-
dressed antitrust concerns in advance. In addition, reg-
ulators save valuable public resources- by conducting 
fewer detailed investigations in antitrust cases involv-
ing merging parties that have not examined these com-
petitive issues prior to filing an application. Such cases 
generally result in the withdrawal of the application— 
after the parties involved and their respective regula-
tors have expended significant resources. 

Another possible approach would be to break up 
the cluster (and analyze individual product markets), 
but doing so would present a significant cost in that un-
certainty would be increased for actual (and potential) 
applicants. This uncertainty would concern which par-
ticular subproduct(s) markets would be examined (and 
how these markets would be defined geographically) 
as well as the lack of accurate data for analysis.32 For 
example, in assessing competition for small business 
loans, if a bank operates in several geographic markets, 
regulators may be unable to surmise the level of busi-
ness lending within a particular market area. As a re-
sult, estimates must be constructed for each institution 
based on its total deposits, total small business loans, 
and market deposits. (See the box on page 38 for a dis-
cussion of the determination of market shares for small 
business lending.) 

These estimations raise questions as to the accuracy 
of competit ive evaluations of small business lending 
for several reasons. First, conditions within individual 
markets may differ, and the commercial loan-to-deposit 
ratio for the whole institution may bear little resem-
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blance to its ratio in a specif ic market . In fact, this 
p rob lem may b e c o m e even greater a f t e r in ters ta te 
branching takes effect in 1997, as banks consolidate 
their individual subsidiaries into branches. Second, 
evaluations are made by examining total small business 
loan amounts outstanding rather than using the number 
of loan originations. Institutions with very few (but rel-
atively large) loans or those that have recently been in-
active business lenders may be given disproportionate 
weight. Third, it is not disclosed in the Call Report sub-
mitted by banks (see the box) whether the loans are se-
cured. Fourth, the Call Report defines loans to small 
bus inesses as "smal l loans ," or loans with original 
amounts of less than $ 1 million. Information on the size 
of the businesses receiving these loans is not available. 

Efforts to overcome the aforementioned problems 
have centered on calling each of the individual institu-
tions in the relevant geographic market. In theory, more 
accurate data could be obtained directly f rom bank 
branches; however, this approach only poses a new set 
of problems. First, these efforts can be quite costly (in 
terms of labor hours) to the institutions not involved in 
the proposed merger. As a result, they have little incen-
tive to comply with the regulatory request for data. 
Second, most institutions do not separate the relevant 
data by branch. In other words, the Call Report is gen-
erated for the institution, and its own records are kept 
in the same format. Third, even if branch-level data are 
available, some institutions may confuse (or combine) 
commercial and industrial and commercial real estate 
loans. 

Overall, the cluster (as a reasonable product market 
proxy) seems to significantly reduce information costs 
between banking institutions, their regulators, and fed-
eral antitrust enforcement agencies. However , com-
pelling theoretical and empirical evidence suggests that 
the market for small business loans deserves additional 
scrutiny in antitrust evaluations. Although a disaggre-
gated approach to product market definition is more in 
line with analysis performed in other industries, a num-
ber of measurement problems cloud any conclusion 
that an exclusive subproduct market approach would 
provide substantial benefits in excess of the aforemen-
tioned information costs.33 

Conclusion 

More than thirty years ago, legal precedent estab-
lished the relevant antitrust product market for banking 
as the "cluster of banking products and services." This 
aggregate approach to product marke t def ini t ion is 
unique to banking and contrasts with traditional an-
titrust analysis. Technological advancements have con-
sistently raised the level of competition in most banking 
products as more banks and nonbank competitors find 
it feasible to compete in distant geographic markets. 
However, while nonbank competition has been signifi-
cant in many retail banking markets, unsecured lending 
to small businesses remains primarily a "bank" product. 
Both theoretical and empirical evidence has confirmed 
that, because of problems caused by information asym-
metries, unsecured working capital loans are provided 
almost exclusively by local banks. As a result, geo-
graphic markets for these loans are generally defined 
more narrowly than those for the cluster of banking 
products and services, resulting in greater market con-
centration. It is this concentration (and its resulting ef-
fects on economic performance) that is of interest to 
antitrust authorities when evaluating bank mergers. 

Whether or not the compet i t ive analysis of bank 
mergers can benefit f rom examining small business 
lending markets depends on a number of factors, in-
cluding (1) the reliability of concentration estimates, 
(2) the e f fec ts of this concent ra t ion on consumers , 
(3) supply reactions to concentration, (4) the develop-
ment of supply substitutes (such as securitization), and 
(5) the adequacy and cost of information on small busi-
ness lending in each local geographic market. Even if a 
disaggregated approach were adopted, it might be rea-
sonable to continue the cluster analysis as a low-cost 
initial screen for bank merger applications. In sum, as a 
policy of examining small business loans is clearly ar-
ticulated and data become more reliable, the benefits 
to consumers from examining particular subproducts 
(such as small business loans) in banking antitrust eval-
uations will become clearer. 
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Market Share Calculation for Small Business Lending 

In order to determine the market shares of each institu-
tion competing in a particular market, data f rom the Con-
solidated Reports of Condition and Income (Call Reports) 
on small loans to businesses are compiled.1 Because Call 
Reports g ive aggregate measurements (for each institu-
tion as a whole), the level of lending within an individual 
market will often have to be estimated. These estimates 
are constructed by first determining the relative presence 
of each bank in the market by dividing its in-market de-
posits by its total (institution-wide) deposits.2 This ratio is 
then multiplied by the bank ' s loans to small businesses 
outstanding (from the Call Report) to determine an esti-
mate of in-market small business lending. Once these es-

timations are completed for all market participants, indi-
vidual market shares may be computed. See Table A for 
an example of how market shares are calculated for small 
business loans. 

Notes 

1. The Consolidated Reports of Condition and Income col-
lect basic financial data of commercial banks, including 
balance sheet, income statement, and supporting sched-
ules. Each bank submits these reports quarterly to its pri-
mary regulator. 

2. As ment ioned previously, deposit data by branch are 
available, but loan data are not. 

Table A 
Athens, Georgia, Banking Market 

Small Business Loans (SBLs) 
(Data as of June 30, 1994) 

Estimated SBL 
Total Total In-Market In-Market Market 

Holding Company/Institution SBLs Deposits Deposits SBLs Share 

Synovus Financial Corporation/Athens First Bank and 19,217 372,847 
Trust Company 

Suntrust Banks, Inc/Trust Company Bank of NE Georgia 22,035 241,156 

NationsBank Corporation/NationsBank of Georgia 868,004 8,645,894 

First Commerce Bancorp/First National 6,333 104,779 
Bank of Commerce 

Oconee State Bank 9,901 73,524 

Bank South Corporation/Bank South NA 252,811 4,403,626 

First American Bancorp/First American Bank and 2,505 68,309 

Trust Company 

First National BankcorpVFirst National Bank of 9,070 55,273 
Jackson County 

Georgia National Bancorp/Georgia National Bank 6,958 53,713 

Community Bankshares/Community Bank and 3,850 42,745 

Trust Company-Jackson 

Bank of Danielsville 665 42,023 

TCB Bancshares/Commercial Bank 808 35,825 

Bank of Georgia 1,505 34,852 

Merchants and Farmers Bank 255 32,903 

Main Street Banks/Southern Heritage Savings Bank 1,101 22,641 

Southtrust Corporation/Southtrust Bank of Georgia 88,084 2,067,791 

Peoples Holding Company/Peoples Bank 7,027 95,102 

First Security Bankshares/Braselton Banking Company 347 5,637 

Total Market 1,300,476 16,398,640 

296,519 15,283 15.00 

204,479 18,684 18.34 

200,395 20,119 19.75 

87,761 5,304 5.21 

73,524 9,901 9.72 

72,904 4,185 4.11 

68,309 2,505 2.46 

55,273 9,070 8.90 

53,713 6,958 6.83 

42,745 3,850 3.78 

42,023 665 0.65 

35,825 808 0.79 

34,852 1,505 1.48 

32,903 255 0.25 

22,641 1,101 1.08 

12,234 521 0.51 

11,247 831 0.82 

5,637 347 0.34 

352,984 101,892 100.00 

*Also includes deposits of a branch of Bank of Banks County. 
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Notes 

1. The Federal Reserve has jurisdiction over mergers of state 
member banks and mergers or acquisitions by bank holding 
companies. The Comptroller of the Currency has primary 
responsibility for mergers of national banks. The Federal 
Deposit Insurance Corporation oversees insured state non-
member banks. 

2. Specifically, United States v. Philadelphia National Bank, 
374 U.S. 321 (1963), found commercial banking to be the 
relevant product market (or a distinct line of commerce) and 
the geographic market to be local for Clayton Act purposes. 
(The Clayton Act of 1914, along with the Sherman Act 
[1980] and the Federal Trade Commission Act 11914], is 
one of three major statutes governing antitrust policy. The 
Clayton Act is directed primarily against four specific prac-
tices: price discrimination that lessens competition, tie-ins 
and exclusive dealing that lessen competition, mergers that 
reduce competit ion, and interlocking directorates among 
competing firms.) 

3. It should be noted that the Board of Governors of the Feder-
al Reserve has not made a public statement about its willing-
ness to examine small business lending in analyzing merger 
applications. 

4. In practice, approximations are made in specifying both 
product and geographic markets. In fact, the definition of the 
relevant market(s) is often contested in antitrust cases. 

5. See United States v. E.I. DuPont de Nemours & Co., 351 
U.S. 377 (1956), and Brown Shoe Co. v. United States, 370 
U.S. 294 (1962). These cases are discussed in Carlton and 
Perloff (1994). 

6. Ordinarily, this price increase is assumed to be 5 percent. 
7. The Justice Department's 5 percent test is applicable to geo-

graphic market definitions as well as those for product mar-
kets. 

8. Market shares are based on the percentage of total deposits 
controlled by each firm within a specific market. 

9. The most often cited concentration ratios are the three-firm 
(CR3) and four-firm (CR4) ratios. 

10. The HHI measures the sum of squared market shares of each 
firm in the market. Thus, the HHI ranges from zero in a per-
fectly competitive market with an infinite number of firms to 
10,000 in a purely monopolistic market with one firm. In the 
1992 Horizontal Merger Guidelines, a market in which the 
HHI is less than 1,000 is considered unconcentrated; be-
tween 1,000 and 1,800, moderately concentrated; and ex-
ceeding 1,800, highly concentrated. 

11. See Carlton and Perloff (1994) for an overview of the struc-
ture-conduct-performance paradigm. 

12. Structure-performance studies have been conducted for nu-
merous industries. In addition, the methodological critique 
presented by Gilbert (1984) is not unique to studies of the 
banking industry. See Carlton and Perloff (1994) for a dis-
cussion of both of these issues. 

13. See Berger and Hannan (1989), Calem and Carlino (1991), 
and Hannan (1991). 

14. For example, secured commercial lending is dominated by 
commercial finance companies, factoring companies, and 

the use of trade credit. In addition, mortgage companies, 
thrifts, credit unions, and finance companies all originate 
mortgage loans. 

15. See United States v. Philadelphia National Bank, 374 U.S. 
321 (1963). 

16. The court opined that "in banking, as in most service indus-
tries, convenience of location is essential to effective compe-
tition. Individuals and corporations typically confer the bulk 
of their patronage on banks in their local community; they 
find it impractical to conduct their banking business at a dis-
tance" (358). 

17. See United Slates v. Phillipsburg National, 399 U.S. 350 
(1970), and United States v. Central State Bank, 621 F.Supp 
1276(1985). 

18. Transactions accounts and small business loans are offered 
by few nonbank providers. In addition, customers for these 
products arc considered to be "locally limited," resulting in a 
more narrowly defined geographic market. These points are 
discussed below. 

19. See United States v. Connecticut National Bank, 418 U.S. 
656(1974). 

20. DIDMCA allowed savings and loan associations to make 
consumer loans and offer consumer checking (NOW) ac-
counts and phased out interest rate ceilings on time and sav-
ings deposits. The Garn-St Germain Act, in turn, allowed 
federally chartered thrifts to hold up to 10 percent of their 
assets in commercial loans and to enhance their consumer 
lending activities and allowed both banks and thrifts to offer 
money market accounts. 

21. The Justice Department, on the other hand, recognizes thrift 
deposits at only 20 percent of their total. 

22. In the 1992 Horizontal Merger Guidelines, mergers in highly 
concentrated markets (those with an HHI exceeding 1,800) 
must not produce a change in the HHI of more than 50 
points. For bank mergers, a change of 200 points is allowed 
in recognition of nonbank competition. In practice, these 
threshold levels represent only a reference point in examining 
mergers that exceed them. See Holder (1993b) for a discus-
sion of "mitigating factors," or additional considerations ex-
amined by antitrust authorities in these merger applications. 

23. The Department of Justice considers firms with up to $10 mil-
lion in annual revenues as small businesses. Some merger 
cases of interest include First Hawaiian/First Interstate of 
Hawaii (1990), Flcet-Norstar/Bank of New England (1991), 
Society/Ameritrust (1992), and Bank of America/Security 
Pacific (1992). 

24. Commercial banks and small businesses have a unique rela-
tionship. Small businesses rely almost exclusively on local 
commercial banks for working capital loans. In turn, many 
smaller banks rely on these businesses for the bulk of their 
commercial lending, as many middle-market and large firms 
have taken their business to only the largest banks or to pub-
lic capital markets. 

25. In such a case an individual bank would bear the entire social 
cost of resolving this issue while accruing only the private 
benefit. 
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26. Such a credit relationship can be described as a close and 
continuous interaction between borrower and lender that 
generates useful information about the borrower's financial 
state. 

27. Adverse selection implies that as higher interest rates are 
charged, riskier borrowers may solicit loans, while moral 
hazard implies that (creditworthy) borrowers may take on 
riskier investments. 

28. The issues presented above are not applicable for secured 
credit. The differences between secured and unsecured credit 
are discussed below. 

29. If the borrower's financial condition deteriorates, the bank 
must either refuse future loans or call the loan if the firm vi-
olates any covenants. 

30. In such a case, structural numbers (as measured by the HHI) 
for the cluster of banking products and services (for which 
deposits are proxies) would not exceed Justice Department 
guidelines, while numbers for an individual product (such as 
small business loans) might exceed threshold levels. The op-

posite scenario, of course, would be a situation in which the 
merger passed an antitrust screening using a subproduct 
market approach, while it would have failed the cluster test. 
This second scenario, however, is believed to be much less 
likely because geographic markets for small business loans 
are generally defined more narrowly. 

31. Summaries of deposit data, which are used as a proxy for the 
cluster of bank products and services, are readily available 
from the Federal Deposit Insurance Corporation and from a 
number of commercial vendors. Also, most Federal Reserve 
Banks have predefined geographic market definitions that 
are available upon request. 

32. For example, when analyzing competition within small busi-
ness lending, the geographic market may be defined more 
narrowly than that for the traditional (cluster) analysis. 

33. It should be mentioned that these measurement problems 
would exist in analysis of almost any industry. In fact, as a 
regulated industry, banking data are unusually uniform and 
complete. 
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