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The Effect of the 
"Triple Witching Hour" 
on Stock Market Volatility 

Steven P. Feinstein and William N. Goetzmann 

This paper investigates the "Triple Witching Hour"-the four times during the year when stock options, stock 
index options, and stock index futures simultaneously expire—to determine whether these periods are 
characterized by excessive volatility in the stock market. 

The term "triple witching hour" can conjure 

up images of broomsticks and brew, perhaps 

the scene from Shakespeare's Macbeth in which 

a trio of witches recite incantations around a 

boiling cauldron. For stock traders, though, the 

term represents something far more frighten-

ing. To them the "triple witching hour" refers to 

the four times each year when stock index 

futures, stock index options, and options on 

individual stocks expire simultaneously. Typi-

cally on triple witching hour days, large blocks of 

stock change hands as hedgers, arbitrageurs, 

and speculators seek to maximize returns or 

minimize losses as they settle the contracts 

entered into previously. 

Analysts have alleged that the triple witching 

hour is a time of great volatility and wide price 

swings in the stock market. In mid-1987 the 

Chicago Mercantile Exchange and the New York 

Futures Exchange were so moved by the con-

cern over triple witching hour volatility that they 

changed the rules governing the expiration of 

index futures and options. Trading in most 

index futures contracts and some index options 

now ends one day earlier, with expiration effec-

The authors are, respectively, an economist in the financial 
section of the Atlanta Fed's Research Department and a 
doctoral candidate at the Yale School of Organization and 
Management. The authors wish to thank Professors Jonathan 
Ingersoll, jr., Philip Dybvig, Stephen Ross, and Paul Koch for 
their helpful suggestions and insightful comments. 

tively taking place at the open of trading on the 

expiration day instead of at the close. The 

impact of triple witching hours and expiration 

days in general, though, extends far beyond the 

matter of whether the pattern of stock trading is 

atypical on certain days of the year. Of interest 

also is the fact that many of the new features that 

distinguish modern financial markets from mar-

kets of the past are integral to the triple witching 

hour phenomenon. These new features include 

futures and options trading, computerized trad-

ing, program trading of large blocks of stocks, 

and index arbitrage. Examination of triple witch-

ing hour days offers the opportunity to explore 

the impact of these innovations. 

By looking at triple witching hour days in 

general, some insight can also be gained into 

fundamental questions about financial markets. 

To what extent does the mechanism of exchange— 

the market itself—affect asset prices? Are stocks 

rendered riskier merely by the existence of 

option contracts that are, in effect, "side bets" 

on stock performance? Why should the pop-

ularity of financial instruments that simply 

reallocate claims on firms' earnings change the 

inherent risk profile of the market itself? 

Information about triple witching hour days 

can also be used to test widely held views about 

financial asset prices. For example, the efficient 

market hypothesis holds that stock prices con-

tinuously reflect all available information and 

that prices change only when new information 
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becomes available. Thus, when stock prices 

swing sharply, analysts must wonder if certain 

information is driving the movement or whether 

the mechanism of trade itself is precipitating 

the price swing. 

Yet another branch of theory—option and 

futures pricing—hinges on the notion that these 

derivative instruments are "redundant." That is, 

an investment in options or futures can be per-

fectly mimicked with investment strategies in-

volving only stocks and bonds. If in fact futures 

and options are redundant investment vehicles 

and markets had previously been efficient, the 

price behavior of stocks should be the same 

now as before the advent of the new markets. 

Consequently, price behavior across triple 
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witching hour days should not be unusual since 

triple witching hours did not exist before the 

new instruments were created. If, on the other 

hand, prices do behave differently on triple 

witching hour days than on other days, either the 

new assets are not truly redundant, markets 

previously were not efficient, or markets cur-

rently are not efficient. 

This article reviews the current research into 

the triple witching hour phenomenon and in-

vestigates whether the market really is more 

volatile on triple witching hour days. This re-

search also presents preliminary results of the 

effect of the new settlement procedures on 

market volatility. 

The New Financial Instruments 

Stock Index Futures and Index Arbitrage. In 

order to understand triple witching hour day 

activity, one should understand the mechanics 

of stock index futures and options. Stock index 

futures first traded in 1982. They originated on 

the same midwestern exchanges that tradition-

ally traded commodity futures and options, and 

in many ways are similar to their agricultural pre-

cursors (see box on page 5).1 Like a futures con-

tract on coffee or corn, a stock index futures 

contract will return profits when the price of the 

underlying asset rises and create losses when 

the asset price falls. 

A stock index futures contract is an instru-

ment that allows an investor to participate in the 

stock market without ever actually purchasing 

stocks. Moreover, stock index futures enable 

investment in large diversified portfolios through 

a single transaction rather than the numerous 

transactions that are required to form a diver-

sified stock portfolio. In this way, the investor 

can save substantially in commission expenses. 

Although stock index futures are derivative in-

struments, that is, instruments whose prices are 

contingent on the values of other assets, the 

daily transaction volume measured in dollars 

for stock index futures now exceeds that of 

actual stocks.2 

The market for stock index futures created 

the opportunity for a new type of investment 

strategy, index arbitrage, which involves ex-

ploiting the difference between the value of an 

underlying stock index portfolio and the price of 

the corresponding stock index future. Theoret-

ically that difference should never become very 

large. If, however, a gap opens up between the 

two, the opportunity for a nearly riskless profit 

results. To execute the strategy, one would buy 

the less expensive instrument—either the port-

folio or the index future—and sell the more 

expensive one. If the future is less expensive, 

one should buy ("take a long position in") the 

future and sell ("short") the portfolio of actual 

stocks. If the stock portfolio is less expensive, 

arbitrage calls for a purchase of the stock port-

folio and a short position in the future. (Com-

missions and the cost of borrowing the necessary 

funds must also be considered.) Either action 

ensures a certain profit because the two prices 

must converge by the time of expiration. 

For example, suppose the Standard and 

Poor's (S&P) 500 index futures price were $300, 

but the actual Standard and Poor's 500 stock 

portfolio could be purchased for $250. Seeing 

this discrepancy, an arbitrageur would calculate 

whether the gap between the future and the 

spot prices were enough to cover commissions 

and the costs of borrowing necessary funds. If 

indeed the gap were large enough, the arbi-

trageur could buy the actual stocks and take a 

short position in the futures. If the price of the 

actual stocks fell by the expiration date, a loss 

would be incurred on the actual stock invest-

ment, but the profit on the futures investment 

would more than offset that loss. Suppose, on 

the other hand, stock prices rose. In that case 

money would be lost on the short futures posi-

tion, but even more would be realized from the 

change in the price of the actual stocks. Again 

the investor would reap a guaranteed profit. No 

matter what happens to the price of stocks, the 

arbitrageur benefits.3 

Eventually, the arbitrageur must "unwind" his 

position, that is, sell the stock portfolio and exit 

the futures contract. In order to retain the arbi-

trage revenue and clear a profit, unwinding must 

take place when the two prices are the same or 

closer together than when the arbitrage strategy 

was initiated. Convergence may occur before 

the contract expiration but must certainly occur 

at expiration—at the witching hour. 

Unwinding must be done quickly so that the 

arbitrageur is not left holding only one risky part 

of the arbitrage portfolio without the offsetting 
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A Comparison of Commodity Futures and Stock Index Futures 

A commodity future is a contract that obligates 
an agent either to buy or sell a given quantity of a 
commodity at a prespecified price on a certain 
date. For example, taking a "long" position in a 
coffee futures contract obligates the agent to buy a 
certain large quantity of coffee (37,500 pounds) 
when the contract expires. The party taking the 
"short" position is obligated to sell the com-
modity. The price is determined via bidding at the 
time the contract is initiated and is referred to as 
the futures price. Taking a long position in a coffee 
futures contract is very similar to buying coffee 
outright, except delivery and payment are post-
poned until the contract's expiration. Since the 
contract conveys ownership of coffee, albeit de-
ferred, coffee futures prices should be strongly 
related to the current price of coffee (also known 
as the spot price or cash price of coffee). Moreover, 
as the expiration date approaches, owning coffee 
and "owning" a coffee futures contract become 
nearly the same thing, and so the spot price of cof-
fee and the coffee futures price converge. At 
expiration, buying a coffee futures contract is the 
same as buying actual coffee; the futures price 
must equal the spot price at that time. 

One might think of a stock index futures contract 
as a contract that obligates an agent either to buy 
or sell a large portfolio of stocks at a prespecified 
price upon expiration of the contract. This sim-
plification helps one to understand what deter-
mines stock index futures prices and what causes 
those prices to change. If this simplification were 
accurate, a stock index future would be just like a 
coffee futures contract, with the exception that 

stocks would be bought and sold instead of coffee. 
In reality, though, stock futures differ from com-
modity futures in that a stock portfolio is never 
actually delivered. When the contract expires, the 
agents exchange money—that is, the contract 
"cash settles." If the spot price has risen on net 
duri ng the I ife of the contract so that the spot price 
upon expiration is greater than the original futures 
price, the "short" party pays the "long" party the 
difference in cash. 

For example, suppose you took a long position 
in a stock index futures contract when the futures 
price was $100. If, by expiration, the value of the 
underlying stock portfolio had risen to $120 you 
would receive cash payments totaling $20—the dif-
ference between $ 100 and $ 120—over the 1 ife of the 
contract. You would have made money because 
the stock index value rose above the level the 
futures price had been when you entered into the 
futures contract. The cash settlement is not made 
all at once at expiration, however. Rather, it is 
made in part at the end of each trading day on the 
basis of the change that transpired that day in the 
futures price. On the expiration day you receive or 
pay only the difference between the futures price 
from the previous day and the spot price at expira-
tion. Thus, in the example in which the original 
futures price was $100 and the expiration spot 
price was $ 120, the long party would receive pay-
ments each day as the futures price rose and per-
haps have to make payments to the short party on 
those days when the futures price fell. Over the life 
of thecontract, though, the net transfer would total 
$20 paid by the short party to the long party. 

half. To accomplish the speedy dispensing of 

their stock holdings, arbitrageurs often employ 

the Designated Order Turnaround system of the 

New York Stock Exchange, a computerized stock 

order routing system. Alternatively, arbitrageurs 

may place orders with exchange specialists to 

execute the orders at the moment the futures 

contract expires. In either case, index arbitrage 

requires large volumes of stock to be bought 

and sold quickly, with many of these transac-

tions occurring on triple witching hour days. 

Stock Options. If the unwinding of index 

arbitrage positions were the only unusual ac-

tivity taking place on certain days, those days 

might be called witching hour days, not triple 
witching hour days. Yet stock options and stock 

index options expire on those days as well, 

which may generate additional volume. The 

owner of a stock option has the right, but not the 

obligation, to buy or sell a certain stock by a 

specified time and at a particular price. (See box 

on page 6 for a brief explanation of options.) The 

following possible scenario illustrates how 

option expirations can lead to increased stock 

trading activity. 

Acall option owner (someone who has bought 

the right to purchase a certain stock) exercises 

the option and demands that the option "writer" 

(the party who sold the option) sell a share of 

stock. The writer first buys the stock at the stock 

exchange and then, to fulfill the contractual 

agreement, sells it to the option owner at the 
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Opt ions Demystified 

An option is a contract that affords the buyer the 

right, but not the obligation, to buy or sell an asset 

for a prespecified price on or before some select-

ed date. The prespecified price, which is written 

into the option contract, is called the strike price 
or exercise price. The selected date is the expira-
tion date, the last date on which the option owner 

can choose to buy or sell the underlying asset. 

The option owner can choose not to exercise the 

option and thus forfeit the right to buy or sell the 

underlying asset. In that case the option expires 

unexercised. 

The two types of options are call options and 

put options. Call options confer the right to buy 

assets; put options confer the right to sel 1. One can 

think of a call option as a deposit. Suppose a 

college fraternity is planning a party for the next 

homecoming. To assure an ample supply of root 

beer for its party, the fraternity members may wish 

to place a deposit at the local grocery store reserv-

ing the right to buy a crate of root beer for a given 

price on the day of the party. Here, the fraternity is 

buying an option, and the grocery store is writing 

the option. The underlying asset is the crate of 

root beer, and the cash amount to be paid upon 

delivery of the root beer is the strike price. The 

amount of money paid in advance to the grocery 

store is the option price. Should the fraternity 

members decide they do not want the root beer, 

they may wish to surrender the deposit, not buy the 

root beer, and let the option expire unexercised. 

Suppose on the other hand that the price of root 

beer increases dramatically before the day of the 

party. Maybe an explosion disables the local bot-

tling plant or a root beer tasters' convention is 

scheduled for the same day as the party. The 

agreement with the grocery store would thus 

become more valuable. The grocery store is 

bound to sell the root beer to the fraternity for the 

previously agreed-upon price even though the 

spot price of root beer has risen in the interim. The 

fraternity members may exercise the option, buy 

the root beer at the strike price, and thus enjoy 

their assets at a bargain price. Alternatively, they 

may choose to exercise the option, buy the root 

beer at the strike price, then sell the root beer on 

the open market for the new higher spot price 

and retain the profit. 

Stock call options are very much like the root 

beer deposit in this example. The call option 

buyer has the right but not the obligation to buy a 

certain stock for the strike price before or on the 

expiration date. If the market price of the under-

lying stock rises above the strike price, the option 

owner can exercise theoption, buying the stockfor 

the strike price, and then sell the stock for the 

higher current market price. The seller of the 

option must have the necessary shares of stocks to 

sell to the option buyer. If he does not, he must 

first buy those shares. 

strike price. The option owner then resells the 

stock to capture profit from the difference be-

tween the price stated in the option contract 

and the current market price. The option's ex-

piration date is the deadl ine for these maneu-

vers. Consequently, the existence of stock call 

options may generate increased trading activity 

on those days. 

A scenario involving stock put options may 

yield similar activity. The owner of a put option 

has the right to sell shares of stock at a pre-

viously agreed-upon price. If the stock price falls 

below the strike price, exercise of the option is 

profitable. If the put owner wishes to exercise 

the option on an expiration day but does not 

already own the necessary shares of stock, he 

must first buy the shares at the market price. He 

then can sell them for the higher strike price to 

the party that sold the put and pocket the profit. 

The put writer might then wish to close out his 

posit ion and sell the newly acquired stock. 

Again, one earlier opt ion transaction might, 

upon expiration, generate three separate stock 

transactions. 

Options on individual stocks have been traded 

on U.S. exchanges since 1973. Stock options may 

follow different quarterly schedules, but in gen-

eral they expire on the third Friday of the month. 

Four times a year this day coincides with the 

expiration of index futures and index options. 

Stock Index Options. The third aspect of the 

triple witching hour involves the expiration of 

stock index options. Since their introduction in 

1983, stock index options have made it possible 

to buy or sell options on entire stock indexes in 

addition to options on individual stocks. Stock 

index put opt ions have proved attractive to 

hedgers who own large portfolios that are likely 

to rise and fall in value in concert with the 

market as a whole. By purchasing a stock index 
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put option, investors can protect against losses 

caused by a market-wide decline.4 Index op-

tions are also popular among speculators who 

wish to profit from the vicissitudes of the stock 

market as a whole. By investing in stock index 

options rather than individual stock options, 

speculators and hedgers need not be con-

cerned with the idiosyncratic risks associated 

with individual stocks since the value of a stock 

index option is based on the value of a large, 

diversified portfolio. 

Unlike options on individual stocks, stock 

index options settle in cash. No stocks change 

hands when stock index options are exercised. 

The exercising party simply receives a cash pay-

ment from the option writer equal to the dif-

ference between the strike price and the current 

market value of the underlying index. Although 

exercisers of index options need not actually 

sell or buy stocks, such exercise might provoke 

the option writer, instead, to execute a stock 

transaction. An option writer is responsible for 

the difference between the current stock index 

value and the option strike price. If the stock 

market has gained or lost much value since the 

writing of the option, payment by the option 

writer can be substantial. 

Call option writers often hold the underlying 

stocks in their portfolios so that, should the 

option be exercised, they can sell the stocks on 

the exchange in order to raise the funds needed 

to pay the call option owner.5 At expiration one 

can expect any in-the-money options (options 

for which immediate exercise is profitable) to 

be exercised, sending some option writers 

scrambl ing to cover their positions, thereby pro-

moting heavy stock trading on expiration days. 

Stock Volatility Effect 

The previous section of this article reviewed 

how stock index futures, stock options, and 

stock index options might bring about frenetic 

equity trading on days when each of these in-

struments expires. This increased trading activ-

ity could in turn exacerbate price volatility. A 

temporary mismatch between buy and sell 

orders will either send the price up or down as 

the price equilibrates supply and demand pres-

sures. Only a small price change is necessary to 

close a slight gap between buy and sell orders, 

but a large price change may be necessary when 

the gap is wide. When trade orders suddenly 

flood the exchange, large gaps are more likely, 

and thus large price swings are more likely to 

occur. On triple witching hour days the full 

expiration effects of stock options, stock index 

options, and stock index futures bear on the 

markets at the same time. This simultaneity pro-

vides one reason to expect higher volatility on 

those days. Of course, even if triple witching 

hour days are more volatile than other days, 

other reasons for the phenomenon could exist. 

Reviewing the Evidence. Notwithstanding 

the theoretical reasons for triple witching hour 

day volatility and the belief by market par-

ticipants and business journalists that this 

volatility exists, the phenomenon is ultimately 

an empirical question and one that warrants 

close scrutiny of the facts. Several academic 

studies have addressed the volatility of the tri-

ple witching hour days. Some researchers have 

investigated component parts of the triple 

witching hour phenomenon, such as the effects 

of large transactions on prices, while others 

have probed the impact that the stock index 

futures market has had on underlying stock 

price movements.6 

Among the recent research directly inves-

tigating triple witching hour days, the paper by 

Hans Stoll and Robert E. Whaley (1986a) is the 

most comprehensive. They looked for evidence 

of unusual volume and price effects on and 

around expiration days. Testing the period from 

May 1982 through December 1985, the research-

ers failed to find that stock index future expira-

tion days exhibited higher volatility than non-

expiration days.7 They did conclude, however, 

that from July 1983 through December 1985, the 

last hour of trading on triple witching hour days 

was a frenetic one, exhibiting far greater volume 

and volatility than the last hour of trading on 

nonexpiration days. 

Stoll and Whaley's results were corroborated 

in a study by Franklin R. Edwards (1988). Ed-

wards compared hour-by-hour price fluctuations 

on triple witching hour days with hour-by-hour 

fluctuations from nonexpiration days during the 

period from July 1983 through October 1986. 

Edwards too found that price volatility was 

significantly greater in the last hour of triple 

witching days than on ordinary days. 
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Stoll and Whaley, as well as Edwards, arrived 

at their conclusions based on the statistical pro-

cedure known as an F-test, which compares 

stock prices in one sample with those from 

another sample. Based on assumptions of cer-

tain properties regarding the distribution of 

stock returns in both samples, the test deter-

mines the likelihood that stock prices were 

equally volatile in the two samples. One trou-

bling feature of the F-test, however, is that it 

assumes that stock returns are normally dis-

tributed; that is, when plotted on a graph, the 

distribution would resemble a bell curve. How-

ever, an abundance of evidence shows that stock 

returns are not normally distributed but instead 

are characterized by sporadic extreme obser-

vations, either occasional huge losses or huge 

gains.8 The recent stock market crash of October 

1987 is a graphic reminder that the distribution 

of stock returns does not conform to a normal 

distribution. Consequently, the F-test, whose 

results are easily distorted by extreme occur-

rences, is not reliable for drawing inferences 

about underlying stock return distributions and 

thus for identifying trends that are likely to per-

sist in the future.9 

Market Volatility and the Triple 

Witching Hour: A New Perspective 

The primary objective of the research pre-

sented in this article is to determine if the triple 

witching hour days in the period before 1987 

were, in fact, characterized by unusually high 

volatility. Unlike past research, this effort uses a 

statistical procedure that does not require the 

assumption of normally distributed stock returns. 

Furthermore, the research presented here bene-

fited from several more triple witching hour days 

than were available for earlier studies. 

This article also includes an examination of 

the first five triple witching hour days since the 

1987 rule change. A study of this data can help 

determine whether the new expiration pro-

cedures succeeded in reducing triple witching 

hour day volatility. 

The tests used are distribution-free statisti-

cal tests, that is, they do not rely on the assump-

tion of normally distributed stock returns. The 

test works as follows: if triple witching hour days 

are not unusual with regard to volatility, then any 

given triple witching hour day will just as likely 

fall in the top half as in the lower half of all days 

ranked according to volatility. This implication 

of the hypothesis is tested by ranking all days in 

the sample by volatility and simply counting 

how many triple witching hour days ranked in 

the top 50 percent and how many ranked in the 

bottom 50 percent. From the results of this 

tabulation, one can determine whether the 

hypothesis about equal volatility and the triple 

witching hour effect is reasonable. 

The Data. This research examines the daily 

returns of the S&P 500 index from January 1983 

through June 1988, the period over which stock 

index futures and index options have been 

traded. The returns are calculated as daily per-

"If triple witching hour days are not 

unusual with regard to volatility, then 

any given triple witching hour day will 

just as likely fall in the top half as in the 

lower half of all days ranked according 

to volatility.'' 

cent changes in closing prices. The volatility 

measure used was the absolute value of the 

daily stock return, which reflects the magnitude 

of each day's price swing.10 

Prior to June 1984, stock index futures and 

stock index options expired on the third Thurs-

day of the final month of the quarter. Conse-

quently, the first five expiration days in the 

sample used here are Thursdays. Since that 

time all triple witching hour days have been the 

third Friday of the final month of the quarter. 

Before June 1987, the close of trading on the 

expiration day marked the end of trading in and 

expiration of stock index futures and stock 

index options. Since then, with the change in 

rules, trading in most index futures contracts 

and some index options ends on the Thursday 

before the third Friday, but settlement and 

expiration take place on the next day.11 The set-
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tlement price for the index futures and options 

is a composite of the opening prices of the 

individual stocks in the index. In effect, the con-

tracts governed by the new rule now expire at 

the opening of trading on Friday rather than at 

the close. 

According to the Chicago Mercantile Exchange, 

the rationale for changing the expiration of stock 

index futures and options on stock index futures 

from the close of trading on Friday to the open 

was as follows: whereas arbitrageurs would pre-

viously unwind positions using market-on-close 

orders—to time their stock transactions exactly 

with the expiration of the futures or options— 

now they must place market-on-open orders. 

Although a specialist cannot delay the close of 

trading, he may delay the opening of trading in a 

particular stock if he observes a large imbalance 

"The two tests run on the 1983-87 data 

set clearly rejected the hypothesis that 

expiration days were equally likely to 

have above- as below-median price 

swings." 

between buy and sell market-on-open orders. 

With this extra time he can find parties willing to 

absorb some of the surplus orders. Thus, large 

price swings might no longer be necessary to equil-

ibrate temporary surges in supply or demand. 

Also, because trading in options and futures 

now stops on the Thursday prior to expiration, 

some market participants may choose to un-

wind their positions on a day when they can still 

buy and sell futures or options. Therefore, the 

new expiration rules might have the effect of 

spreading both volume and volatility over two 

days, whereas they used to be concentrated 

on one. 

Design of the Tests. This study tests first for 

higher-than-usual volatility of the S&P 500 on 

the expiration days between January 1983 and 

May 1987. The test is based on a comparison of 

the price swings on those days with the median 

price swing from all other days in the January 

1983 to May 1987 sample.12 Most of the expira-

tion days in this sample, however, occurred on 

Fridays, and, as documented in Kenneth R. 

French's (1980) research, the day of the week 

bears on stock price behavior. Therefore, these 

expiration days were then compared specifi-

cally to the other Fridays in the sample. These 

two tests yield similar results. 

Even the second test, though, does not com-

pletely control for the day-of-the-week effect, 

since some of the expirations in the sample 

were on Thursdays. Therefore, the two tests were 

repeated using only the subsample in which all 

expirations occurred on Fridays—the May 1984 

to May 1987 subsample. The results are the 

same, as will be shown later in this article. 

To test whether the results in the sample 

period were associated with the introduction of 

options on index futures, all of these tests were 

repeated using data from the four years immedi-

ately prior to their introduction, 1979-82.13 Third 

Fridays in March, June, September, and Decem-

ber were designated as "pseudo-expiration" 

days, following the same rule in force through-

out most of our 1983-87 test period. If indeed 

the patterns in the 1983-87 sample resulted 

from the introduction of index options, then one 

would expect to find no similar pattern in the 

1979-82 period. 

In the period since the 1987 rule change, the 

triple witching hour is in effect spread out over 

two days, a Thursday and the following Friday. 

If a volatility effect is present, it may be on one 

day or the other, or perhaps spread out over the 

two days. Consequently, for this recent sample, 

expiration Fridays were compared to all other 

Fridays, expiration Thursdays were compared 

to all other Thursdays, and the two-day price 

swings that transpired over expiration Thursday-

Friday clusters were compared to those price 

swings that transpired over all other Thursday-

Friday clusters. 

Results. The two tests run on the 1983-87 data 

set clearly rejected the hypothesis that expira-

tion days were equally likely to have above- as 

below-median price swings. These results are 

presented in Table 1. Chart 1 shows the price 

swings for each of the 17 expiration days during 

those years; the median price swing for all other 

days and the median price swing for all other 

Fridays are represented by the top and bottom 
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Chart 1. 
S&P 500 Daily Percentage Price Swings 

(Triple Witching Hour Days vs. Medians, January 1983-May 1987) 

1 i i | i i I 1 1 1 1 r 
September 1983 June 1984 March 1985 December 1985 September 1986 

The horizontal lines represent median price swings for the period January 1983-May 1987. The top line shows the 
median for all days during this period; the bottom line shows the median for Fridays. A box above the median represents a 
greater-than-usual price swing for that triple witching hour day. A box below the median indicates a lower-than-usual 
price swing for that day. A box between the medians for the different samples represents a lower-than-usual price swing 
relative to all days in the sample but a greater-than-usual price swing for Fridays during the sample period. Thus, this chart 
shows that on triple witching hour days between March 1983 and March 1987, price swings in the S&P 500 index were 
typically greater than on Fridays and on all days in general. 

Table 1. 
Test of S&P 500 Index Volatility on Triple Witching Hour Days 

(January 1983-May 1987) 

Test 
Sample Below-Median Above-Median Probability* 

Test Size Price Swings Price Swings (Percent) 

Expiration days vs. all other days 17 4 13 2.5 
Expiration days vs. 
nonexpiration Fridays 17 3 14 0.6 

*Probability of the occurrence of at least the indicated number of above-median price swings under the assumption that 
expiration days are as likely to exhibit above- as below-median price swings. 

Source: Figures in all tables and charts were calculated at the Federal Reserve Bank of Atlanta from data obtained from 
Data Resources, Inc., Lexington, Mass. 
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Chart 4. 
S&P 500 Daily Percentage Price Swings 

(Triple Witching Hour Days vs. Medians, May 1984-May 1987) 

December 1984 
1 1 r 

September 1985 
1 r 

June 1986 
1 r 

March 1987 

The horizontal lines represent median price swings for the period May 1984-May 1987. The top line shows the median for 
all days during this period; the bottom line shows the median for Fridays. This chart demonstrates that even after control-
ling for a "day-of- the-week" effect, the daily percentage price swings on triple witching hour days were greater than usual 
for other days in the period May 1984-May 1987. 

Table 2. 
Test of S&P 500 Index Volatility on Triple Witching Hour Days 

(May 1984-May 1987) 

Sample Below-Median Above-Median Probability* 
Test Size Price Swings Price Swings (Percent) 

Expiration days vs. all other days 12 2 10 1.9 

Expiration days vs. 
nonexpi ration Fridays 12 1 11 0.3 

*Probability of the occurrence of at least the indicated number of above-median price swings under the assumption that 
expiration days are as likely to exhibit above- as below-median price swings. 
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horizontal lines, respectively. Thirteen of the 17 

expiration days had price swings above the 

median of all other days, if above-median and 

below-median price swings were equally likely 

on expiration days, the probability of 13 or more 

above-median price swings, as occurred in the 

sample, would be only 2.5 percent. Comparing 

expiration days to nonexpiration Fridays pro-

duced a slightly stronger result, 14 above the 

median and 3 below. Outcomes with this many 

or more above-median observations have a 

probability of only 0.6 percent under the hy-

pothesis that triple witching hour days were just 

like other Fridays. The test suggests that the 

hypothesis is unlikely; one can conclude that 

unusual volatility typified triple witching hour 

days. 

Restricting the sample to the post-March 1984 

period when all expirations were on Fridays 

yields the same results, which are presented in 

Table 2 and illustrated in Chart 2. Triple witching 

hour days appeared unusual compared to all 

other trading days, as well as to other Fridays. Of 

the 12 expiration days in this subperiod, 10 

exhibited volatility above the median of all 

other days. Outcomes with 10 or more above-

median price swings out of a possible 12 would 

have justa 1.9 percent chance of occurring under 

the hypothesis of no unusual volatility on triple 

witching hour days. The second test produced 

an even stronger result: 11 of the 12 days fell 

above the median for other Fridays. The prob-

ability of this result occurring under the hy-

pothesis of no unusual volatility on triple 

witching hour days is only 0.3 percent. One can 

thus conclude that triple witching hour days 

were more volatile than ordinary Fridays and 

more volatile compared to all other trading days 

as well. 

These results showed a marked contrast to 

similar tests run on the 1979-82 data. "Pseudo-

triple witching hour" days were created for this 

presample by examining the third Friday of the 

final month of the quarter. If something were 

unusual about these days of the year, apart from 

being triple witching hour days after 1982, sim-

ilar patterns of volatil ity would also be expected 

in this earlier period. As shown in Table 3 and 

Chart 3, these expectations were not fulfilled. 

Exactly half of the pseudo-triple witching hour 

days, eight of the sixteen, fell above the median 

of all other days' volatility, and, similarly, eight 

fell above the median of other Fridays. This 

result is likely when nothing is unusual about 

the 16 pseudo-triple witching hour days. Thus, 

the study of the 1979-82 data suggests that noth-

ing peculiar about third Fridays in quarter-

ending months was evident in the period prior 

to the introduction of index options. 

The Period since the Rule Change. Table 4 

and Charts 4, 5, and 6 present the results from 

the tests conducted on the period since the 

expiration rule change. Of the five expiration 

Fridays since the rule change, four fell below 
the median of all other Fridays and one fell 

above. The probability of this few or fewer 

above-median observations would be 18.8 per-

cent if it were in fact the case that expiration 

Fridays were no different from all other Fridays. 

"With such a small sample, definitive 

conclusions cannot be drawn, but it 

appears that the rule change may have 

reduced the propensity for expiration 

Fridays to exhibit unusually high vol-

atility." 

With such a small sample, definitive conclusions 

cannot be drawn, but it appears that the rule 

change may have reduced the propensity for ex-

piration Fridays to exhibit unusually high vola-

tility. Prior to the rule change, ten Fridays fell 

above the median and only two below, whereas 

since the rule change only one has fallen above 

the median and four have fallen below. 

The purpose of examining Thursdays and 

Thursday-Friday clusters is to test the possibil-

ity that the rule change simply shifted volatility 

to the Thursday preceding expiration or per-

haps spread the excess volatility across two 

days. The test of Thursday volatility, however, 

could not confirm or reject this possibility. Of 

the five Thursdays preceding expiration Fri-

days, three fell above the median for all other 

Thursdays, and two fell below. No conclusions 
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can be drawn from this result, and more obser-

vations are needed in order to determine 

whether these Thursdays are now more or less 

volatile than ordinary Thursdays. 

On the other hand, the test of Thursday-

Friday clusters does provide evidence against 

the notion that the excessive volatility is still 

generated by the expirations but is now simply 

spread out over two days. All five of the expi-

ration Thursday-Friday cluster two-day price 

swings fell below the median of all other 

Thursday-Friday clusters, which indicates that 

expiration Thursday-Friday clusters are not 

likely to display higher-than-usual volatility; if 

anything, they are likely to display lower-than-

usual volatility. Again, though, one must exer-

cise caution when interpreting these results. 

"/TJraders may have practiced extra 

caution and restraint in this early 

period under the new rule while wait-

ing to see its effects. Also, curbs placed 

on computerized trading in the after-

math of the October 1987stock market 

crash could have contributed to the 

apparent reduction in volatility...." 

The sample size of five observations is small, 

and a different pattern quite possibly will 

emerge with time. Moreover, traders may have 

practiced extra caution and restraint in this early 

period under the new rule while waiting to see 

its effects. Also, curbs placed on computerized 

trading in the aftermath of the October 1987 

stock market crash could have contributed to 

the apparent reduction in volatility on triple 

witching hour days. 

Conclusion 

This study of the volatility on triple witching 

hour days finds that before the rule change, 

volatility on those days was likely to be greater 

than the volatility of ordinary trading days. In 

other words, the change in stock market prices 

over the course of a triple witching hour day was 

likely to be greater than the price changes ex-

perienced over most ordinary days. 

This result is significant to investors. If the 

witching hour effect systematically influences 

stock price volatility, this effect should also 

influence the pricing of stocks and derivative 

instruments. The value of index options, for 

instance, depends directly upon expected mar-

ket volatility. Thus, the witching hour effect, or 

its possible disappearance, must be taken into 

account by those who wish to price financial 

assets. 

In a theoretical perspective, the greater 

volatility suggests something curious: the struc-

ture of the market for derivative assets may 

actually influence the valuation of the primary 

securities. The possibility that this influence 

exists runs counter to the theory that stock 

prices continuously reflect only that information 

relating to the risk-adjusted expectation of the 

future cash flows of a company. 

This article described a possible explanation 

for higher-than-usual volatility on expiration 

days before the rule change, that is, large mis-

matches between buy and sell orders brought 

on by the flood of orders submitted by agents 

covering or settling positions. Another possi-

bility is that with higher volume on expiration 

days, more new information was brought to the 

market—information that could have pushed 

prices one way or the other. Yet, these expla-

nations are only possibilities. Though this re-

search sheds Iittle light on the true cause of the 

volatility, the study does clarify just what the 

empirical effect of the triple witching hour was 

before the rule change. 

Finally, the early evidence suggests that since 

the rule change, expiration Fridays are no longer 

likely to exhibit higher-than-usual volatility, and 

expiration Thursday-Friday clusters are likely 

to exhibit less volatility than other Thursday-

Friday clusters. Nonetheless, because of the 

limited amount of information available since 

the rule change and other potentially influential 

events during this period, this result is tenta-

tive; the newly emerging evidence could still 

contradict this result. For now observers must 

wait to see whether the triple witching effect is 

still a reality or a thing of the past. 
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Chart 1. 
S&P 500 Daily Percentage Price Swings 

(Pseudo-expiration Days vs. Medians, January 1979-December 1982) 

i I r 

September 1979 
i I r 

June 1980 
i 1 r 

March 1981 
i I r 

December 1981 
t 1 r 

September 1982 

The horizontal lines represent median price swings for the period January 1979-December 1982. The top line shows the 
median for all days during this period; the bottom line shows the median for all Fridays. Since the boxes representing triple 
witching hour day price swings are distributed fairly evenly above and below the lines, this chart indicates that before the 
introduction of options on index futures, pseudo-expiration days were not likely to be more volatile than typical days. 

Table 3. 
Test of S&P 500 Index Volatility on Pseudo-expiration Days 

(January 1979-December 1982) 

Sample Below-Median Above-Median Probability* 
Test Size Price Swings Price Swings (Percent) 

Pseudo-expiration days 
vs. all other days 16 8 8 59.8 

Pseudo-expiration days 
vs. other Fridays 16 8 8 59.8 

*Probability of the occurrence of at least the indicated number of above-median price swings under the assumption that 
expiration days are equally likely to exhibit above- as below-median price swings. 
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Chart 4. 
S&P 500 Daily Percentage Price Swings 

(Expiration Fridays vs. Medians, May 1987-July 1988) 

June 1987 September 1987 December 1987 March 1988 June 1988 

The horizontal lines represent median price swings for the period May 1987-July 1988. The top line represents the 
median for all days during this period; the bottom line represents the median for Fridays. This chart shows that since the 
rule change which moved the end of trading on most index futures contracts and some index options to one day earlier, 
the propensity for expiration Fridays to exhibit greater-than-usual price swings may have been reduced. 

Table 4. 
Test of S&P 500 Index Volatility on Expiration Days 

since the 1987 Rule Change 

Sample Below-Median Above-Median Probability* 
Test Size Price Swings Price Swings (Percent) 

Expiration Fridays vs. 
all other Fridays 5 4 1 18.7 

Expiration Thursdays vs. 

all other Thursdays 5 2 3 50.0 

Expiration Thursday-Friday clusters vs. 
all other Thursday-Friday clusters 5 5 0 3.1 

*Probabilities listed for the first and third tests are the probability of the occurrence of at least the indicated number of 
below-median price swings under the assumption that expiration days are as likely to exhibit above- as below-median 
price swings. The probability listed for the second test is the probability of the occurrence of at least the indicated num-
ber of above-median price swings under the assumption that expiration days are as likely to exhibit above- as below-
median price swings. 
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Chart 1. 
S&P 500 Daily Percentage Price Swings 

(Expiration Thursdays vs. Medians, May 1987-July 1988) 

June 1987 September 1987 December 1987 March 1988 June 1988 

The horizontal lines represent median percentage price swings for the period May 1987-July 1988, after the rule change. 
The top line represents the median for all days during this period; the bottom line represents the median for all Thursdays. 
Since the boxes in this chart show no distinct pattern, and since the sample on which the chart is based is such a small 
one, these results are not conclusive regarding price swings on expiration Thursdays since the rule change. 

IO 
ECONOMIC REVIEW, SEPTEMBER/OCTOBER 1988 

Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



Chart 6. 
S&P 500 Percentage Price Swings over Thursday-Friday Clusters 

(Expiration Thursday-Friday Clusters vs. Medians, May 1987-July 1988) 

June 1987 September 1987 December 1987 March 1988 June 1988 

The horizontal line represents the median price swing for Thursday-Friday clusters during the May 1987-July 1988 
period. Since all the boxes fall below the line indicating typical price swings for Thursday-Friday clusters, the results of 
this test appear to indicate that expiration Thursday-Friday clusters are not likely to display greater-than-usual price 
swings. If anything, they are likely to exhibit lower-than-usual price swings. The sample to this date is small, though, and 
another pattern may emerge over time. 
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Notes 

'The U.S. Commodity Futures Trading Commission 

(CFTC), which oversees agricultural commodity trading, 

also oversees trading in stock index futures and options 

on stock index futures. 
2Galberson (1987). 
3Stock index arbitrage is not practical for the small or even 

moderately sized investor. Execution of the strategy with 

the S&P 500 stocks requires a $25 million position in 

stocks (Stoll and Whaley, 1986b). 
4Suppose a pension fund includes a stock portfolio similar 

in composition to the S&P 500, and the fund manager must 

ensure that the fund maintains a value above a certain 

level, $10,000 for example. One way to achieve this 

security is through the purchase of S&P 500 put options 

with combined strike prices totaling $10,000. Should the 

value of the stock portfol io fall below $ 10,000, the puts can 

be exercised, earning for the fund a cash payment equal to 

the shortfall between the current market value of the 

stocks and the $10,000. 

5A position in a stock index future can serve the same 

purpose. 
6See, for example, Kraus and Stoll (1972); Kawaller, Koch, 

and Koch ( 1988) ; Edwards ( 1988) ; Finnerty and Park ( 1987) ; 

or U.S. Congress (1985). 
7Their sample of nonexpiration days included only Thurs-

days from the years when stock index futures expired on 

Thursdays, and Fridays from the years when expirations 

were on Fridays. In this way, they controlled for possible 

day-of-the-week effects. 
8See Fama (1965), Mandelbrot (1963), and Blattberg (1974). 
9The F-test is still a useful device, however, primarily for 

summarizing comparisons of stock return volatilities from 

different samples. 
,0In a nonparametric test like the one employed in this 

study, using absolute values of returns gives the same 

result as squared returns. Note also that the expectation 

of the squared return equals the stock return variance, 

should that variance exist. 
1 ' The instruments that are now governed by the new pro-

cedures are S&P 500 futures, options on S&P 500 futures, 

some S&P 500 index options, New York Stock Exchange 

(NYSE) Composite Index futures, and options on NYSE 

Composite Index futures. The old rules still govern some 

S&P 500 index options, S&P 100 index options, Major 

Market Index futures and options, and Value Line Index 

futures and options. 
12May 5, 1987, was chosen as the terminal date for the pre-

rule change period since it is halfway between the expira-

tion of the March 1987 contract, the last to expire underthe 

old rules, and the lune 1987 contract, the first to expire 

under the new rules. 
,3A four-year sample is roughly the same size as the pre-

viously described test samples. 
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The 
Preparing Decade 

ATLANTA THE 

Hyatt Regency Atlanta 

Atlanta, Georgia 

December 7-8, 1988 

Banks face numerous challenges as this decade of unprecedented change in financial services draws to a 

close. To address banking's future, the Atlanta Fed will host a conference on December 7 and 8 that will 

bring together an impressive range of speakers from industry and government. Topics to be covered 

include: 

New Market Strategies for a Changing Environment 

Problems of Risk in the Financial System 

What the Next Session of Congress Promises for the Industry 

Developments in Consumer and Community Regulations 

The lively exchange of information among business, government, and Fed leaders will help you deter-

mine your business and banking strategies for the coming decade and beyond. 

For more information on the conference, please contact Linda Donaldson, Conference Coordinator, at 

(404) 521 -8747. You can also register for the conference using the form below. The deadline for conference 

registration is November 18. Hotel arrangements must be made directly with the Hyatt Regency Atlanta at 

(404) 577-1234. Discount airfare is available from Osborne Travel at 1 (800) 334-2087. 

I "1 

REGISTRATION FORM I 

The Banking Industry: Preparing for the Next Decade Hyatt Regency Atlanta 

December 7-8, 1988 Atlanta, Georgia 

FEE $495 

• Check/Money Order • Mastercard • Visa 

Account No Exp. Date 

Signature 

Name 

Title 

Organization 

Address 

City State ZIP 

Payment must accompany registration form and be received by November 18.1 <»88. Makecheck payable to the Federal Reserve Bank of Atlanta and mail 

with registration form to Linda Donaldson, Public Information Department, Federal Reserve Bank of Atlanta, 104 Marietta Street, N.W., Atlanta, 

Georgia 30303-2713. Late registrations cannot be refunded. For additional information, call Unda Donaldson, (404) 521-8747. For hotel accom-

modations, please call the Hyatt Regency Atlanta, (404) 577-1234, and mention Federal Reserve Bank Conference. Discount airfare is available 

through Osborne Travel. Call I (800) 334-2087. 
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Forecast Accuracy 
and the 
Performance of 
Economic Policy: 

Is There 
a Connection? 

William Roberds 

Economic forecasts are not very accurate, 
on average. This article presents the 
theoretical arguments both for and against 
associating this record of forecast accuracy 
with the performance of countercyclical 
macroeconomic policy. 
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To suggest that economic forecasts are inac-

curate is, for many people, to belabor the 

obvious. Moreover, the reputation of economic 

forecasters fares no better in the eyes of their 

peers than in the court of public opinion. For 

example, in a recent survey article Victor Zar-

nowitz (1986) finds that the overall accuracy of 

economic forecasting in the United States has 

not improved since the 1950s, despite a tre-

mendous increase in the volume of economic 

research and a steep drop in the cost of elec-

tronic computation. On a similar note, Allan H. 

Meltzer (1987a) concludes that "on average, 

forecast errors for output growth [that is, growth 

in the real gross national product of the United 

States! are so large . . . that it is generally not 

possible to distinguish consistently between a 

boom and a recession either in the current quar-

ter or a year in advance." 

While the mediocre record of economic fore-

casts is apparent, effective remedies to improve 

forecasting remain elusive. (For a related dis-

cussion, see the article in this issue by Rogers, 

"Improving Monthly Models for Economic Indi-

cators," p. 34.) Though calculations by Bryan W. 

Brown and Shlomo Maital (1981) support the 

idea that economists' forecasts are unbiased— 

that is, correct on average—these researchers 

suggest that forecasts may be inefficient in the 

strict mathematical sense: they may not make 

the best use of all available information. Unfor-

tunately, the methods used by Brown and Maital 

to measure forecast efficiency do not demon-

strate how forecasters can better utilize the 

information available to them. 

On a less abstract level, surveys byS.K. McNees 

(1986), Zarnowitz, and others reveal that forecast-

ers using widely disparate forecasting method-

ologies enjoy roughly the same level of forecast 

accuracy. These surveys also present evidence 

that the forecasting techniques used by pro-

fessional forecasters are generally more accu-

rate than simple extrapolative methods. Such 

findings imply that no obvious way is available 

to improve the accuracy of economic forecasts. 

The author is an economist in the macropolicy section of the 
Atlanta Fed's Research Department. 

In addition, the accuracy of these forecasts is 

unlikely to improve in the near future. 

This conclusion is hardly a comforting one for 

policymakers who use economic forecasts in 

their decision making. The uncertainty of eco-

nomic forecasts raises the possibility that if 

policy decisions are based on projections of the 

future state of the economy, inappropriate or 

counterproductive policy decisions will be 

undertaken. Monetarists such as Milton Fried-

man have long argued that precisely this situa-

tion has prevailed in the Federal Reserve 

System's conduct of monetary policy.1 Recently 

Meltzer (1987a, b), another monetarist, has 

taken Friedman's argument one step further by 

suggesting that a policy of stabilization based 

on inaccurate forecasts contributes to the over-

all uncertainty in the economy. According to this 

view, the uncertainty associated with economic 

forecasts does not result from any lack of skill on 

the part of economic forecasters. Rather, as will 

be explored later in this article, the policy pro-

cess itself causes such uncertainty to be self-

perpetuating. 

Are the monetarists correct in attributing the 

poor performance of economic forecasts to 

policy decisions? Are economic forecasts of any 

value in formulating economic policy? As will be 

seen in this article, these questions represent 

two sides of the same issue—that is, how much 

weight should policymakers give to current 

economic conditions in making their decisions? 

This issue cannot likely be addressed using 

purely empirical methods, since economists 

cannot run controlled experiments on the econ-

omy to measure the effect of different policies. 

Another way to analyze the issue is to consider, 

as this article does, the various theoretical 

arguments both for and against associating fore-

cast accuracy with the performance of counter-

cyclical policy. This article explores (1) why 

traditional macroeconomic theories would re-

ject such a linkage; (2) how the rational expec-

tations models of the 1970s would support the 

existence of precisely such a linkage, even 

though it might be difficult to detect empiri-

cally; and (3) how some of the more recent work 

with rational expectations models might qualify 

the conclusions reached by many researchers in 

the 1970s. 
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The Traditional View of the 
Relationship between Policy 
Performance and Forecast Accuracy 

Mainstream economic theory in the 1950s and 

1960s provided a natural role for policy in 

economic systems. While the Keynesian mod-

els of this era were often complex in their 

details, at their core always lay a particularly 

simple assumption concerning people's reac-

tions to government policy. In these models, the 

behavioral rules describing the evolution of the 

economy could not change in anticipation of 

possible future policy effects. People would 

have to wait until policies were enacted before 

reacting to them.2 

An example of how this assumption works 

should be famil iar to people who have taken an 

introductory economics course. Students are 

generally taught that an autonomous increase in 

government spending will lead to an even larger 

increase in private consumption. The ratio of 

the increase in consumption to the increase in 

government spending, according to this tradi-

tional theory, is presented as one over one 

minus the marginal propensity to consume out 

of income, multiplied by the marginal propen-

sity to consume. So if the marginal propensity to 

consume out of income is 90 percent or .9, then a 

$1 increase in government spending leads to a 

$ 10, that is, $ l/( 1 - .9), increase in income and a 

$9, that is, $10 x .9, increase in consumption, as 

shown in Chart 1. In this example, the basic 

behavioral relationship is summarized by a 

value of the marginal propensity to consume 

(the slope of the consumption function), which 

remains fixed regardless of the direction of 

policy. 

From the tone of this example, one can 

imagine that such theories often led to a strong 

role for economic policy. In fact, the strong 

behavioral assumptions in these models led 

economists to view the problem of setting 

economic policy as essentially analogous to 

manipulating physical systems. According to 

most models of this era, people reacted to 

policy changes much as, in the classical models 

of Newtonian physics, physical systems react 

to outside forces. The problem of smoothing 

the economy's fluctuations around a stable 

growth path was portrayed as being concep-

tually similar to stabilizing the temperature 

inside a building. 

A graphic example of such an abstract engi-

neering control problem can help explain the 

role of policy in these models. Chart 2 depicts 

the time path of an abstract physical system that 

would tend naturally to oscillate around some 

average value, which is represented by the 

black horizontal line in the chart. In an engineer-

ing context, the red line in Chart 2 might repre-

sent the daily temperature cycle in a building 

with no climate controls or the annual runoff of 

an undammed stream. In an economic context, 

the red line could represent the fluctuations in 

the growth rate of aggregate real output (real 

GNP) around some trend value. For a physical 

system with well-understood characteristics, 

the mathematical theory of control allows engi-

neers to manipulate the system so that it stays 

close to its average value, or perhaps some 

other desirable value. The macroeconomic mod-

els of the 1950s and 1960sgenerally implied that 

the same approach could be applied to eco-

nomic systems. By proper application of mone-

tary and fiscal policy, these models held, the 

economy could be "fine-tuned," or kept very 

close to some desirable time path. 

This view of the world has definite implica-

tions for the relationship between forecast error 

and policy performance, as illustrated in Chart 3. 

This chart depicts the same system as Chart 2, 

but after the introduction of random influences. 

(Without randomness, the system could be 

forecast without error.) The wavy red line shows 

how such a system might evolve when subject to 

random shocks. In an economic context this 

path might represent the growth rate of GNP 

when the economy is subject to random influ-

ences—the weather, movements in world oil 

prices, and so on—in the absence of any sta-

bilization policy. The wavy black line in Chart 3 

represents the evolution of the same system 

after application of a "control" or policy de-

signed to keep the system on average as near as 

possible to its desired value, which is again rep-

resented by the horizontal black line. Notice 

that even this "best" policy cannot keep the sys-

tem exactly at its desired value; thus, errors in 

forecasting the system will appear even under 

the theoretically best policy. 

In such systems, unpredictable fluctuations 

will take place. Random, unforecastable fluc-

22 ECONOMIC REVIEW, SEPTEMBER/OCTOBER 1988 

Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



tuations can occur in a system for two reasons. 

First, at any given time the system will be sub-

ject to further random shocks that cannot be 

foreseen. Second, it may not be possible to 

measure accurately the current position of the 

system given the information available. This 

second source of uncertainty is clearly impor-

tant in a macroeconomic setting, in which 

policymakers usually have only imprecise infor-

mation available on the current state of the 

economy.3 

Thus, Chart 3 illustrates that for systems sub-

ject to uncertainty, forecast errors are unavoid-

able, even after application of policies or controls 

that stabilize the system. For systems such as 

the one shown in Chart 3, also, the short-run 

errors in forecasting the system will be larger 

after the introduction of the stabilizing policy 

than before. This difference in the degree of 

errors occurs because actions designed to sta-

bilize the system must be undertaken on the 

basis of imperfect information about the state of 

the system, thus introducing an extra element of 

short-term randomness. However, this additional 

element of randomness does not mean that a 

policy is ineffective in reducing the average size 

of the system's fluctuations around some desir-

able path. These last two points are apparent in 

Chart 3. The path of the unstabilized system (the 

wavy red line) is much smoother than the path of 

the stabilized system (the wavy black line) and 

hence more easily forecast in the short run.4 

However, the stabilized system stays much 

closer on average to the desirable system value 

(the horizontal black line) than does the un-

stabilized system. To make use of a common 

analogy in this literature, consider the act of 

driving a car on a winding mountain road. Let-

ting go of the steering wheel leads to easily pre-

dictable but undesirable consequences. The 

consequences of steering are not as predictable 

but certainly more desirable. 

The foregoing example is useful because it 

illustrates one way that the effectiveness of 

countercyclical policy is linked to the size of 

forecast errors. This example also shows why 

most macroeconomic models of the 1950s and 

1960s would not suggest that large errors in 

forecasting economic aggregates are necessari-

ly caused by poor policy choices. Indeed, these 

models would suggest almost the opposite con-

clusion. That is, one would expect larger short-
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Chart 1. 
The Keynesian Consumption Function 

C— Consumption 
I — Investment 

Along the 45° line, the national identity Y = C + I + G 
holds (Income = Consumption + Investment + Govern-
ment Expenditure). If government expenditure increases by 
amount AG, then income increases by amount AY from Y1 

to Y2. If the marginal propensity to consu me out of additional 
income is .9 or 90 percent, then the increase in income leads 
to an increase in consumption AC = .9 AY. 

Mathematically, the Keynesian consumption function re-
quires that 

AC = .9AY, (1) 

since .9 = the marginal propensity to consume. At the same 
time, the national income identity requires that 

AY = AC + A I + AG. (2) 

If Al = 0 and AG = $1, we can substitute these values into 
(2) to obtain 

AY = AC + 1. (3) 

Substituting (3) into (1) and solving for AY implies that 

AC = .9 (AC + 1); (4) 
.1 AC = .9; 
AC = .9/.1 = $9. 

run forecast errors in well managed economies, 

everything else being equal. The larger forecast 

errors would result from stabilizing policy actions 

undertaken by policymakers using imperfect 

information on the condition of the economy. 
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Chart 2. 
Evolution over Time of a System without Random Effects 
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Policy Performance 

under Rational Expectations 

The view of economic policymaking described 

above was not shared by all macroeconomists 

during the 1950s and 1960s. In particular, Fried-

man and other monetarists argued that macro-

economic policy, especially monetary policy, 

should be set by using very simple guidelines 

that would not attempt to "lean against the 

wind" or actively seek to stabilize the course of 

the economy. The most famous of these mon-

etarist prescriptions for policy is the k percent 

rule suggested by Friedman (1948, 1959). Under 

this rule, the money supply should grow by a 

certain prespecified percentage (k percent) 

each year. 

One reason that monetarist views found rel-

atively little acceptance during this period was 

their lack of strong theoretical underpinning. In 

1959 Friedman wrote that "there is little to be 

said in theory for the rule that the money supply 

should grow at a constant rate. The case for it is 

entirely that it would work in practice."5 In the 

1970s, however, the monetarist views on setting 

policy found new theoretical support from macro-

economic models incorporating the hypothesis 

of rational expectations. Briefly stated, this 

hypothesis implies that people cannot be fooled 

as a matter of course. On average, according to 

rational expectations theory, market participants' 

expectations about the future must be correct 

and must utilize all information available at the 

time of the forecast.6 In models incorporating 

rational expectations, people are seen as acting 
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Average 
Value 

Chart 3. 
Evolution over Time of a System Subject to Random Influences 

Time 

in anticipation of future policy actions rather 

than waiting for such actions to occur, as they do 

in the traditional models described earlier in 

this article. 

The idea of rational expectations, introduced 

by John F. Muth (1961), at first seemed a minor 

technical innovation in abstract models of the 

macroeconomy. In the 1970s, though, rational 

expectations theory quickly changed the way 

that many economists viewed the impact of 

policy. To see the effect of Muth's idea, consider 

the consumption example in Chart 1. This exam-

ple assumes that consumers react to any auton-

omous increase in income by proportionately 

increasing the amount of their consumption. 

Thus, elevating consumers' income by increas-

ing the amount of government purchases auto-

matically boosts the amount consumed. But as 

demonstrated in Robert E. Lucas's research 

(1976), this conclusion may change according to 

how consumers view such an increase in govern-

ment payments. If the increase is viewed as 

being transitory—for example, lasting less than 

one year before offsetting tax increases take 

effect—consumption might change less than 

proportionately with this increase in income or 

perhaps not change at all. The point is that 

under rational expectations, reactions to gov-

ernment policy changes are tempered by ex-

pectations of future government policy ac-

tions, and these expectations are assumed to 

be correct on average. 

Under the rational expectations hypothesis, 

the credibility of the analogy between the prob-

lems of economic stabilization and physical 

control is clearly strained. As noted by Lucas 
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and many others, people acting in their own 

rational self-interest are free to take advan-

tage of any changes in the rules of the market-

place and are not under any obligation to behave 

in a way consistent with the statistical record. 

Thomas J. Sargent (1986) argues this point with 

the following sports metaphor. If the rules of 

professional football were changed to allow 

teams six downs to make ten yards, not many 

teams would be punting on fourth down (even 

though statistics would show that, under the old 

rules, teams punted frequently in that situa-

tion). 

Finn E. Kydland and Edward C. Prescott (1977) 

were the first to demonstrate the general impor-

tance of these observations for evaluating such 

"simplistic" policy prescriptions as the k per-

cent rule for monetary policy. They argued that 

simple rules offered the potential benefit of 

reducing uncertainty concerning future policy 

actions. In addition, the researchers pointed out 

one area of public policy—patent law—where 

such a simple rule for policy works relatively 

well. Patents give the inventors of new technol-

ogy a legal monopoly over their technology for a 

fixed number of years. This legal monopoly pro-

vides an incentive for people to invest time and 

money in new technology but also makes the 

patented technology available to the public 

after a fixed span of time. 

Suppose, however, that a particularly impor-

tant technology (for example, a cure for heart 

disease) were to be patented. Then the tempta-

tion would exist to revoke the legal monopoly 

of the patent holder to make this technology 

widely available at minimal cost. Such a move 

would have deleterious consequences for future 

medical research, however, because it would 

alter the expectations of other medical re-

searchers. These researchers would then rightly 

have to consider the possibility that the privi-

lege of legal monopoly would not be extended 

to any new technologies they might develop, 

and their apprehension would probably result 

in less inclination to invest in such technology. 

As a result, a fixed time span for patents may 

represent the best available choice for policy in 

this area. 

In the context of monetary policy, Kydland 

and Prescott considered the following theoreti-

cal example.7 In a simplified version of this 

hypothetical construct, the two choices avail-

able for monetary policy are "sound money," 

which leads to low inflation, and "easy money," 

which leads to high inflation. The private sector 

of the economy also has only two choices 

(assuming that everyone in the private sector 

will make the same decision): (1) to expect high 

inflation and raise nominal wages accordingly, 

or (2) to expect low inflation and raise nominal 

wages only slightly. Individuals in the private 

sector would prefer not to be surprised by infla-

tion, so they enjoy a utility level (or a payoff) of 

100 when their guess about inflation is correct, 

and a utility level of 0 when their guess is wrong. 

The government in this example most prefers 

the situation where high inflation results when 

the private sector expects low inflation and sets 

nominal wages accordingly. In this case, the real 

wage (wage adjusted for inflation) falls and 

employment is increased. This situation is arbi-

trarily assigned a utility level of 100 for the 

government. Less preferable to the monetary 

authority is the situation where the private sec-

tor expects low inflation and low inflation re-

sults, since the real wage does not fall and 

employment does not increase. This situation is 

assigned a payoff level of 75. Even less prefer-

able for the monetary authority is the situation 

in which high inflation is both expected and 

realized, since again no employment gains occur 

but higher inflation results. Hence this situation 

is assigned a utility level of 50. Least preferable 

of all is the situation where high inflation is 

expected and low inflation results, causing the 

real wage to rise and employment levels to fall: 

a utility level of 25 is assigned. 

The possible outcomes in this example and 

the potential rewards to both the private sector 

and the government are summarized in Table 1. 

Each pair of numbers indicates the utility or 

reward going to the government and private 

sector, respectively, under one particular out-

come or state of the world. 

Under the rational expectations hypothesis, 

the only sustainable situations are those for 

which the private sector's expectations are on 

average correct. For example, suppose that the 

government in this example has historically 

followed a low inflation policy. Private individ-

uals would then have an incentive to expect low 

inflation to continue, since their payoff is higher 

under this belief than under expectations of 

high inflation (100 vs. 0). Suppose, though, that 
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government policy changed to the high inflation 

policy. Initially, the result might be a dip in the 

real wage and a surge in employment, if the 

private sector did not anticipate the shift to a 

high inflation policy. The government's utility 

level would increase from 75 to 100 as a result of 

the increase in employment. Statistical studies 

of the data record at this point would probably 

show a positive correlation between inflation 

and employment, suggesting that high inflation 

policies would lead to higher employment. So, if 

the policy decision had been based purely on 

the data record (that is, the "best available infor-

mation"), the most likely choice would be to sus-

tain the policy leading to high inflation. However, 

rational expectations requires that the private 

sector not be systematically misled concerning 

the course of policy. In this example, the private 

sector's utility level is reduced from 100 to 0 

since the wrong course of government policy is 

anticipated. Hence, a shift to policies leading to 

sustained high inflation would lead to a change 

in expectations and a fall in employment. The 

government's payoff would fall from 100 to 50, 

while the private sector's would rise from 0 to 

100. 

According to Kydland and Prescott's exam-

ple, one negative consequence of basing policy 

decisions on the statistical record would be 

moving the economy from a low inflation state 

(the upper left square in Table 1) to a high infla-

tion state (the lower right square in Table 1) 

without any offsetting increases in employment 

or output. Another negative consequence of for-

mulating policy in this fashion would be that 

high inflation policies would tend to be self-

sustaining. Suppose that the government, after 

maintaining high inflation policies for a number 

of years, tried to switch to policies compatible 

with lower inflation. Since the private sector 

would still be expecting high inflation, the 

switch would result in higher real wages and a 

decrease in employment. The data on the econ-

omy would again indicate a positive correlation 

between the inflation rate and employment. 

Policymakers basing their decision on the sta-

tistical record (and presumably, statistical fore-

casts) would again be led to the inferior choice 

of policy—that is, a policy consistent with high 

inflation. 

Kydland and Prescott's theoretical analysis is 

also useful in considering the relationship be-

Table 1. 
Government and 

Private Sector Payoffs 
under Rational Expectations 

Private sector's expectations 

Government Policy Low inflation High inflation 

Low inflation 75,100* 25,0 

High inflation 100,0 50,100 

*The numbers indicate the payoff to the government and 
the private sector, respectively, of each combination of 
government policy and private sector expectations 
regarding inflation. 

tween forecast errors and the performance of 

macroeconomic policy. If the notion is accepted 

that people's decisions are based on correct 

inferences about future policy actions, then the 

analogy between physical and economic sys-

tems breaks down. According to these research-

ers' perception, the traditional relationship 

between effective policy performance and fore-

cast error is invalid because the relationship is 

based on a model of the world that does not 

take into account the strategic nature of eco-

nomic policymaking. Under their view of the 

world, the automatic need does not exist for a 

policymaker to react to current information 

about the economy. Attempts at stabilization 

could be counterproductive, since they might 

increase the degree of uncertainty concerning 

people's expectations for the future course of 

policy. As a result, additional short-term error 

need not be introduced into the economy by 

the actions of policymakers, as it is in the exam-

ple shown in Chart 3. But if policymakers should 

react to new information as it becomes avail-

able, some additional short-term forecast error 

might be introduced. The difference is that 

under Kydland and Prescott's analysis, read-

justing policy to new data about the economy 

may not always be the best thing to do because 

it might adversely affect people's expectations 

concerning future policy actions. 

The 1970s rational expectations literature 

made the issue of the link between forecast 

accuracy and policy performance equivalent to 

the issue of whether fixed rules or discretionary 
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policies would be more desirable for monetary 

and fiscal policy.8 If policy is best set by fixed 

rules, then any additional forecast error intro-

duced into the economy by discretionary policy 

only increases the aggregate uncertainty in the 

economy without any offsetting benefits. But if 

discretionary policy represents the best policy 

choice, then the traditional logic applies and 

larger short-term forecast errors might be desir-

able as a trade-off for longer-term stability. 

Forecast Accuracy and 

Policy Performance: Recent Research 

While the theoretical contributions of the 

1970s rational expectations literature show how 

large forecast errors could be associated with 

ineffective stabilization policies, the literature 

stops short of demonstrating that this associa-

tion has actually existed during the postwar 

period (the only period for which there are reli-

able statistics on economic forecasts). Begin-

ning with Lucas (1972), a rather large theoretical 

and empirical literature focused on the role of 

forecast errors in the money supply (which are 

presumed to reflect unanticipated, discretion-

ary policy actions on the part of the Federal 

Reserve System) in generating random fluc-

tuations in aggregate real output. However, 

statistical attempts to measure the contribution 

of money forecast errors to errors in forecasting 

output have at best led to ambiguous results.9 

Dissatisfaction with these findings has led to a 

wide divergence of professional opinion on the 

topic of macroeconomic fluctuations more gen-

erally and stabilization issues in particular. 

Some of the more prominent lines of research 

on business cycles and their implications for 

stabilization policy are surveyed briefly below.10 

The first of these is known as the real business 

cycle approach." This approach incorporates 

the idea of rational expectations but assigns no 

causal role to money forecast errors in explain-

ing cyclical fluctuations in real output. Instead, 

random fluctuations in real output are assumed 

to result only from uncontrollable random 

shocks to productive technology. By definition, 

this theory allows no role for money in deter-

mination of real output. Statistical correlations 

between movements in the money supply and 

in real output are explained as "reverse causa-

tion." The reasoning is that the money supply 

will naturally expand and contract to accom-

modate the pace of real economic activity. 

The real business cycle approach is a con-

troversial line of research, and recent studies of 

the postwar U.S. data record have presented 

much empirical evidence both for and against it. 

However, the implications of real business cycle 

theory for monetary policy are unambiguous. 

Since fluctuations in the money supply have by 

assumption no effect on real output, this theory 

sees countercyclical monetary policy as point-

less. On the other hand, the theory implies that 

monetary policy cannot contribute to forecast 

errors in real economic quantities such as real 

GNP. 

"¡Tjhe theoretical contributions of the 

1970s rational expectations literature 

show how large forecast errors could 

be associated with ineffective stabil-

ization policies " 

A different way of analyzing macroeconomic 

fluctuations has been advocated by Christopher 

A. Sims (1982, 1986). His atheoretical approach 

advocates a statistical method that does not 

derive from any explicit economic theory. Ac-

cording to Sims, the major problem of the 

earlier Keynesian models was not any flaw in 

their theory but instead the relative unsophis-

tication of their statistical implementation. 

Hence the traditional analysis presented earlier 

is applicable to policy problems as long as a 

statistically valid model of the economic system 

is used. This approach also differs from the 

earlier Keynesian models in that it accepts the 

logical validity of the criticisms of the rational 

expectations literature. These criticisms are 

viewed as empirically irrelevant, however, be-

cause of the essential nature of policy. Since 
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policy is usually being revised in response to 

unforeseen circumstances, this approach views 

it as unrealistic to focus on changing anticipa-

tions of policy actions as a singular, once-and-

for-all event. The validity of this last argument 

remains controversial and has been challenged 

on both theoretical and empirical grounds.12 

To summarize, this second view would accept 

the traditional relationship between policy per-

formance and forecast error, with the proviso 

that stabil ization pol icy be carried out by means 

of a statistically valid model of the economy. 

Theoretical objections to this analysis may have 

logical validity but are seen as having little prac-

tical significance. 

A third important development in the macro-

economic literature of the 1980s has been the 

"The possibility that much of the ran-

domness in the economy could derive 

from spurious sources suggests that 

stabilizing policy measures would be 

desirable to offset the effects of these 

fluctuations." 

construction of models that explore an interest-

ing implication of the rational expectations 

hypothesis. That is, nothing about the rational 

expectations hypothesis precludes people from 

making decisions on the basis of random, 

spurious information (sunspots, hemlines, bat-

ting averages, and the like). As long as other 

market participants also believe that such infor-

mation is important in making economic deci-

sions, then taking this information into account 

is rational, even if such information has little or 

nothing to do with the economy in a fundamen-

tal sense. For example, if an analyst thinks that 

the stock market will react positively to an 

increase in sunspots, the analyst's perceived 

best interest would lead to buying and selling 

stocks according to this information. If everyone 

else in the stock market thinks the same thing, 

then such beliefs can become self-fulfilling.13 

The possibility that much of the randomness 

in the economy could derive from spurious 

sources suggests that stabil izing pol icy measures 

would be desirable to offset the effects of these 

fluctuations. Ideally, monetary and fiscal policy 

could be designed to offset price changes 

induced by market fixation on spurious events 

and thereby to reduce the overall randomness 

in the economy. Yet, the effect of such policies 

on forecast error would I ikely be the opposite of 

the traditional effect described earlier in this 

article. That is, such policies could reduce the 

magnitude of forecast errors by eliminating 

much of the perceived (but actually spurious) 

uncertainty over prices, especially the prices of 

commodities and financial claims traded on 

organized exchanges. In practice, however, the 

persons implementing such stabilizing policies 

would be faced with deciding whether price 

movements were reflections of spurious uncer-

tainty or justified as indicative of changes in the 

fundamental condition of the economy. Besides, 

the literature on "sunspots" has not developed 

to the point where much practical guidance has 

been offered on this issue. As with the earlier 

rational expectations literature, the major con-

tribution of the sunspot literature has been to 

demonstrate the possibility that stabilization 

policy could be effective in the way outlined 

above. That stabilization policy would be effec-

tive in this fashion remains to be shown. 

Another open question is whether existing 

forecasting technologies would be of much use 

in filtering out the spurious components of price 

movements. The drop in stock prices during late 

October 1987, for example, is often seen in the 

business press as having little or nothing to do 

with any fundamental factor affecting the course 

of the economy, either before or after the fact. 

Yet most economists' real growth forecasts were 

revised substantially downward as a result of 

the crash. The Blue Chip Consensus forecast for 

real GNP growth in fourth quarter 1987, based 

on a survey of about 50 commercial forecasts, 

fell from 2.6 percent at an annual rate in early 

October 1987 to 1.5 percent. The actual figure for 

this period was at last revision reported to be 

6.1 percent, which does not inspire confidence 

in economists' ability to extract fundamental 

information about the economy from price 

movements in financial markets. 
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Conclusion 

Until the 1970s, most theoretical macroecon-

omists implicitly viewed the problem of setting 

fiscal and monetary policy as analogous to that 

of stabilizing a physical system subject to uncer-

tainty. If such an analogy were valid, large errors 

in forecasting the course of the economy would 

of themselves be no cause for concern, espe-

cially over the short term. Under this analogy, 

policies producing large short-term forecast 

errors could also be those producing the great-

est long-term overall stability. Also, even inac-

curate forecasts of the future state of the econ-

omy would be useful to policymakers as long as 

these forecasts made the best use of avail-

able information. 

A major contribution of the theoretical mac-

roeconomics literature of the 1970s was for-

malizing the monetarists' longstanding objec-

tions to the traditional way of thinking about 

economic policy. Using the concept of rational 

expectations, researchers were able to con-

struct hypothetical examples in which simple 

policy rules perform better than policies that 

attempt to react to all currently available infor-

mation and to forecasts predicated on this infor-

mation. In such examples, ignoring the urge to 

"lean against the wind" typically reduces the 

overall uncertainty and the size of errors in 

forecasting the economy. In these examples, 

also, economic forecasts are seen as having 

relatively little value for policymakers, since 

policy itself should not be automatically changed 

as a result of changes in the economic outlook. 

Although the rational expectations literature 

of the 1970s was successful in challenging the 

then-prevalent Keynesian paradigm, it has not 

been successful in producing a new consensus 

theory of macroeconomic fluctuations. More 

recent developments in macroeconomic theory 

have generally attempted to refine and reinter-

pret the role of rational expectations in explain-

ing fluctuations in the economy. However, 

various branches of the literature have adopted 

widely different approaches, each with dispa-

rate implications for the conduct of monetary 

and fiscal policy. Consequently no consensus 

viewpoint exists on whether better forecasts 

lead to better policy, or vice versa. On this issue, 

the best that this professional impasse can offer 

policymakers is a menu of competing explana-

tions, each with differing recommendations for 

policy. Nonetheless, this literature is useful in 

that it highlights the dimensions along which 

countercyclical policy based on economic fore-

casts is likely to succeed or fail. These dimen-

sions include the following: 

• Policies based on pure statistical extrapola-

tion are likely to be destabilizing if changes in 

anticipations of those policies cause changes 

in market conditions. However, the postwar 

U.S. data record does not unambiguously sup-

port the view that changes in policy anticipa-

tions can explain a significant proportion of 

the fluctuations in real output over this 

period. 

• The quantitative effects of changes in policy 

anticipations may be less important if policy 

must be continually changed. In this case 

policy based on statistical extrapolation is 

more likely to be effective. 

• The overall effectiveness of countercyclical 

monetary policy may be significantly limited 

by the extent to which movements on the real 

side of the economy can be attributed to ran-

dom fluctuations in productivity. 

• One potential role for countercyclical policy 

might be to counteract the effects of price 

movements resulting from the markets' fixa-

tion on spurious information. For policy to be 

effective in this way, however, policymakers 

must be better than the markets at distin-

guishing between spurious price movements 

and those explained by changes in relevant 

information about the economy. 
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Notes 

1 For a succinct and highly readable statement of this view, 

see Friedman (1988). 
2The classic works on policy analysis in Keynesian models 

are those of Tinbergen (1952,1956). Tinbergen's "theory of 

economic policy" was formulated without the benefit of 

the branch of mathematics known as control theory, which 

is used in some of the examples in this article, because it 

was in its infancy in the 1950s. However, the problems 

addressed by Tinbergen closely resemble those ad-

dressed by control theory. Therefore, discussion of 

stabilization policy using control theoretic constructs 

seems justified. For an in-depth explanation of the 

application of control theory to Keynesian macroeconomic 

models, see Chow (1981). 
3In an economic setting, another plausible source of uncer-

tainty is that policy actions themselves may be imple-

mented only with error. Errors in implementing policy 

could occur in a number of ways. For example, in many 

democracies, the power to set economic policy is ulti-

mately held by the legislative branch, but the day-to-day 

implementation of those policies is carried out by the 

executive branch. Errors in carrying out policy could result 

from coordination problems between the two branches. 

Since the effect of such error is similar to that of measure-

ment error, this source of error is not considered in the 

discussion above. 
4ln the long run, the stabilized system can theoretically be 

forecast more accurately than the unstabilized system. In 

practice, however, it is unclear how long the "long run" 

might be, whereas the short run cannot get any shorter 

than the next data period, for example, the next quarter 

for series such as real G N P that are reported on a quarterly 

basis. For this reason, the discussion of forecast accuracy 

here is restricted to the short run. 
5See Friedman (1959): 98. 

6One common misconception about rational expectations 

is that it is often equated to the idea that people never 

make mistakes in forecasting economic aggregates. That 

is, "rational expectations" is assumed to mean that peo-

ple have perfect foresight. In lieu of this unrealistic 

assumption, the rational expectations hypothesis pos-

tulates that errors made by people in forecasting the 

future must be unpredictable in any systematic way. 
7The version of the example used here was adapted by 

Backus and Driffill (1985). 
8This article characterizes any policy that reacts to current 

information as "discretionary." More subtle definitions of 

this term are possible but outside the scope of this 

article. 

9An interesting study by Sims (1980) and a follow-up study 

by Runkle (1987) illustrate the ambiguity of the postwar 

U.S. data record on this issue. Sargent (1976) offers a 

theoretical explanation of why it would be difficult to 

determine empirically the contributions of money fore-

cast errors to fluctuations in real output. 
1 °For a more complete survey of developments in the macro-

economics literature since 1975, see Fischer (1988). 
1 'See Prescott (1986) and the accompanying articles for an 

introduction to this approach to analyzing macroeco-

nomic fluctuations. 
l 2See Sargent (1984) and Miller and Roberds (1987). 
1 ̂ The idea that financial markets are driven by spurious 

information is hardly a new one. One contribution of the 

recent literature has been to model formally the effects of 

such spurious information in an abstract setting. Another 

contribution of this literature has been to show that 

volatile fluctuations in output and prices can result even 

when there are no random factors influencing the econ-

omy. For a survey and extensive discussion of this litera-

ture, see Aiyagari (1988). 
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An Important Message for Readers of the 

Economic Review 

1989 Southeastern Economic Outlook 
Available in Regional Update 

southeastern economic outlook that has traditionally appeared in the 

January/February Economic Review will be available this year in the Fall issue of 

Regional Update, a newsletter published by the Atlanta Fed's public informa-

tion department. The January/February Economic Review will still focus on mat-

ters of regional economic interest, but if you want to receive the short-term 

outlook and a state-by-state review for 1989, order Regional Update now. To 

receive Regional Update, fill out the order form below and return it to the Public 

Information Department, Federal Reserve Bank of Atlanta, 104 Marietta St., NW, 

Atlanta, Georgia 30303-2713. There is no charge for Regional Update. 

YES! I want to receive Regional Update and the 1989 economic outlook. 

Name. 

Address. 

City. State. ZIP. 

Return to the Public Information Department, Federal Reserve Bank of Atlanta, 104 Marietta St., NW, Atlanta, 

Georgia 30303-2713. 

L I 
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Improving Monthly Models 
for Economic Indicators: 
The Example of an Improved CPI Model 

R. Mark Rogers 

Participants in financial markets watch eco-

nomic activity and inflation closely. Analysts 

have incentives to forecast monthly indicators 

accurately since interest rates and foreign ex-

change rates as well as equity prices can move 

significantly should economic reports differ 

from expectations. Thus, considerable resources 

are devoted to forecasting economic indicators. 

Forecasters' models typically employ the 

most recent data available. Sometimes models 

are almost accounting identities, that is, a sum-

mation of the indicator's officially defined com-

ponents, or at least the major components. For 

example, the U.S. Commerce Department's 

Bureau of Economic Analysis (BEA) calculates 

some components of wage and salary informa-

tion using data from the U.S. Labor Depart-

ment's Bureau of Labor Statistics (BLS) series 

for earnings and for hours worked, which are 

released before the BEA forecast in any given 

month. Analysts often use percentage changes 

in the product of earnings and hours worked to 

The author is an assistant economist in the macropolicy sec-
tion of the Atlanta Fed's Research Department. 

forecast percentage changes in wages and sal-

aries and hence personal income. 

In addition to such accounting models, some 

analysts use forecasting models that are more 

behavioral; they try to project an indicator's 

future performance based on data believed to 

influence the indicator, but which are not com-

ponents of it. For example, mortgage rates 

influence housing starts but are not com-

ponents of the latter data. 

Some analysts forecast monthly changes in 

the consumer price index (CPI) based on changes 

in the producer price index (PPI). Typically, per-

centage changes in the CPI are forecast from 

percentage changes in the PPI, since the latter 

are released each month by the BLS about a 

week to 10 days before the CPI report. The 

assumption behind such models is that there is 

predictable movement in prices from the pro-

ducer level to those at the consumer level even 

though the CPI encompasses items like services 

that are not in the more commodity- or input-

oriented PPI. Also, factors influencing profit 

margins differ in the two indexes. 

Whether monthly models are basically of the 

accounting or behavioral type, they typically 

have three attributes: (1) the model specifica-

tion is simple, (2) the model is constructed with 
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aggregate data instead of separately estimated 

components, and (3) the resulting forecasts gen-

erally are not very accurate. This article, using 

five CPI models for examples, shows that signifi-

cant improvement can be achieved with rela-

tively simple changes in the specifications of 

the "traditional" monthly CPI model and with 

only modest disaggregation of the compo-

nents.1 These five models are: 

• a traditional monthly CPI model; 

• a first difference model, which is based on 

changes in inflation rates combined with a 

lagged dependent variable; 

• two models that incorporate variations on the 

first difference model; and 

• a multiequation model, in which different 

components of the CPI and PPI are analyzed. 

Improvement of monthly CPI forecasting 

techniques presents a number of challenges for 

analysts. First, the consumer and producer price 

indexes are among the most accessible, widely 

studied, and often cited indicators available to 

financial analysts. Any greater understanding 

that economists can gain regarding the perfor-

mance of these indexes would have implications 

for popular economic discourse. The forecast-

ing itself is also challenging since parts of the 

CPI are not included in the PPI, making certain 

adjustments necessary when performing com-

ponent analysis of the two indexes. 

The research presented in this article moves 

step by step away from the traditional forecast-

ing model until a number of different models 

have been developed. The accuracy of each of 

the resulting forecasting models is analyzed. 

One factor to remember when reading about 

these different models is that they are designed 

to forecast an indicator based on the change in a 

second indicator that is reported only seven to 

ten days earlier. These forecasting models are 

thus designed more to study the impact of 

short-term fluctuations in the market than to set 

the stage for long-term policy decisions. 

The Traditional Monthly CPI Model 

When economists forecast changes in the 

consumer price index, the most current explan-

atory data are used. Since the CPI numbers 

themselves are obtained from the U.S. Census 

Bureau's Current Population Surveys, no "prior" 

component data series exist from which the CPI 

data are derived for the forecast month. There-

fore, an accounting-type forecasting model is 

not appropriate for CPI projections. However, 

PPI data have been released for the forecast 

month and, as a result, can be used in the crea-

tion of CPI models. These models are generally 

represented by the equation: 

%ACPIt = a, (%APPIt) + C + et, 

where %ACPI is the monthly percentage change 

in the consumer price index, %APPI is the monthly 

percentage change in the producer price index 

(for finished goods), t is the current time period, 

a | is the regression coefficient for % A PPI (based 

on a regression using one of two statistical 

techniques—ordinary least squares or, as ex-

plained below, Cochrane-Orcutt), C is a con-

stant, and et is the error term. Table 1 shows the 

regression results for such a model using both 

techniques over the period 1980-87. A longer 

observation period could be used, but recent 

history is more interesting, given the increased 

volatility of the data.2 (The price indexes used in 

this study underwent structural changes around 

1980 that seem to have made them more vola-

tile and less predictable. If the true nature of 

these price series has in fact changed in recent 

years, it makes sense to weight more recent 

observations more heavily when specifying a 

forecasting model.) 

From the information provided in Table 1, 

Model 1 a appears to be reasonably acceptable 

from a statistical perspective. First, as expected, 

the coefficient of the percentage change in the 

PPI is positive. Also, the t-statistics for the two 

independent variables (the percentage change 

in the PPI and the constant) are statistically 

significant. However, the forecasting accuracy of 

the model is not very good. Essentially, for the 

regression period, the mean absolute percent-

age change in the CPI is 0.456 while the mean 

absolute error of this model is 0.213, almost half 

of the typical percentage change.3 (Mean ab-

solute error is the average of the model's fore-

cast errors, ignoring plus or minus signs—that is, 

using absolute values of the misses. Using 

absolute values avoids the "my feet are in the 
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oven, my head is in the freezer, so on average I 

feel fine" problem that results when the minus 

signs are not removed before averaging.) Also, 

given that the standard deviation of the mean 

absolute error is 0.188, one can conclude that 

this model does not produce very accurate 

forecasts. This certainly is a reasonable conclu-

sion when the average error is about half that of 

the typical percentage change in the CP1. Of 

course, the high standard error makes the fore-

cast reliability even lower. The adequacy of the 

traditional forecasting model should be serious-

ly questioned. 

The forecasting accuracy of the traditional 

model can be improved using the Cochrane-

Orcutt estimating procedure, but glaring de-

ficiencies still remain. The Cochrane-Orcutt 

procedure is a standard statistical method used 

to remove the serial correlation of errors from a 

linear regression (prediction) model. Serial cor-

relation of errors refers to the fact that an earlier 

period's forecast error contains some statistical 

information about the current period's forecast 

error. This characteristic, in turn, means that the 

forecasting (regression) model has not exploit-

ed all available information in its predictions, 

since some predictive power or discernible pat-

tern remains in the errors of the model. The 

forecast errors of a good forecasting model 

should be entirely random; the Cochrane-Orcutt 

procedure is one way of obtaining such random-

ness. As shown in Model lb, the R-squared is 

higher, the Durbin-Watson statistic is near 2 

(indicating that the model now has taken into 

account most serial correlation problems), and 

the mean absolute error and its standard error 

are noticeably lower. In effect, this version of the 

traditional model should forecast more accu-

rately than the version using ordinary least 

squares. Though forecasting accuracy is im-

proved, use of the Cochrane-Orcutt technique 

has indicated that deficiencies do exist in the 

traditional model. 

Using the Cochrane-Orcutt estimation tech-

nique, the t-statistics for the coefficients of the 

independent variable (percentage change in 

the PP1) and the constant fell considerably 

(shown in Table 1), as is typical when significant 

serial correlation exists. Furthermore, the key 

explanatory variable in Model lb, the percent-

age change in the PPI, holds little predictive 

value. Its coefficient is negligible and statis-

tically unreliable. While this version of the 

traditional model provides better forecasts 

(based on the mean absolute error and its stan-

dard deviation), the Cochrane-Orcutt procedure 

suggests that the primary forecasting variable is 

Rho along with the constant. (Rho is a coefficient 

or "estimated parameter" in the Cochrane-Orcutt 

procedure that indicates the average effect of 

one forecast error on the next forecast error.) 

Thus, as modeled above, the past history of the 

CPI is a better predictor of this month's CPI than 

is this month's PPI for finished goods. While past 

history, or Rho, provides a better forecast for a 

typical percentage change in the CPI than does 

the PPI, past history may provide little help in 

forecasting turning points in inflation. Theoret-

ically, the PPI would provide help here, but 

Model 1 b gives I ittle weight to the PPI relative to 

Rho; this conclusion suggests that this model 

specification is not appropriate. The next sec-

tion of this article, though, shows how CPI 

forecasting improvements can be made through 

incremental changes in the projection model. 

Model Improvement through 
Changes in Model Specification 

The First Difference Model. While most 

market economists probably find the tradition-

al model intuitively appealing, they might also 

describe an entirely different scenario when 

discussing how changes in the PPI pass through 

to changes in the CPI. The earlier monthly model 

is based on the following thinking: "a percent-

age change in the PPI for a given month leads to 

a given percentage change in the CPI with the co-

efficient reflecting differences in price margins 

between the retail and wholesale levels." In-

stead, a typical explanation provided by an 

analyst might read, "the PPI inflation rate rose 

X percentage points from the month before, and 

so the CPI inflation rate is expected to jump by 

Y percentage points from last month; further-

more, the difference in thechange in these infla-

tion rates reflects differences in price margins 

from wholesale to retail levels." In effect, this 

latter reasoning suggests a model based on 

changes in inflation rates—or first differences-

combined with a lagged dependent variable (that 

is, values of the CPI percent changes in earlier 
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Table 1. 
Model 1a: The Traditional Monthly CPI Model 

(Ordinary Least Squares Estimation Technique) 

Dependent Variable: %ACPI 
Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

%APPI 0.466450 0.612794E-01 7.61186 
Constant 0.302377 0.338458E-01 8.93396 

Number of Observations: 96 R2: 0.3813 
Mean of Dependent Variable: 0.426180 R2-Adjusted: 0.3748 
Standard Error of Regression: 0.290821 Durbin-Watson: 1.36665 
Mean Absolute Error: 0.213476 Standard Deviation of Mean Absolute Error: 0.188343 
Root Mean Squared Error: 0.284028 

Model 1 b: The Traditional Monthly CPI Model 
(Cochrane-Orcutt Estimation Technique) 

Dependent Variable: %ACPI 
Regression Period: 2/80 -12/87 

independent Standard 
Variables Coefficient Error t-statistic 

%APPI 0.114030 0.678100E-01 1.68161 
Constant 0.368158 0.667769E-01 5.51325 
Rho 0.601105 0.819931E-01 7.33116 

Number of Observations: 95 R2: 0.4891 
Mean of Dependent Variable: 0.414682 R2-Adjusted: 0.4836 
Standard Error of Regression: 0.252936 Durbin-Watson: 2.15921 
Mean Absolute Error: 0.188996 Standard Deviation of Mean Absolute Error: 0.164914 
Root Mean Squared Error: 0.250259 

months). The use of lagged values of the CPI is 

necessary for the first difference model suggest-

ed by the second line of thinking presented 

above. Since a jump in the inflation rate of the 

CPI is being related to a jump in the PPI inflation 

rate, there should be a first difference term for 

the dependent variable (%ACPIt - %ACPIt _,). 
However, by adding %ACPl t . , to the left-hand 

side of the equation, the dependent variable 

becomes the more familiar %ACPIt, which when 

added to the right-hand (explanatory) side be-

comes the lagged dependent variable. The sug-

gested model is created to address the question 

of whether acceleration in the CPI is related to 

similar movement in the PPI. This model, Mod-

el 2, is represented by the equation: 

%A CPIt = a] (%A CPIt.,) 

+ a2 (DPPIt) + C + et, 

where %ACPIt_ | is a lagged dependent vari-

able and DPPIt is the change in the PPI inflation 

rate from period £-1 to period f. In other words, 

DPPIt is equal to (%APPI t - %APPlt., ). If the per-

centage change in the PPI was 0.6 percent in 

April, and 0.4 percent in May, the DPPI would be 
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Table 2. 
Model 2: First Differences Monthly CPI Model 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPI 
Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

Constant 0.100600 0.458729E-01 2.19302 

Distributed Lag Interpretation, %ACPI 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.4864 0.8685E-01 5.601 

2 month 0.2250 0.2510E-01 8.963 

3 month 0.5674E-01 0.4752E-01 1.194 

4 month -0.1824E-01 0.4421 E-01 -0.4127 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: 0.749887 Standard Error: 0.836693E-01 

Distributed Lag Interpretation, DPPI 

Standard 
Lag Coefficient Error t-statistic 

Current month 0.1048 0.6486E-01 1.616 
1 month lag 0.8084E-01 0.5861 E-01 1.379 

2 month lag 0.5539E-01 0.6200E-01 0.8933 

3 month lag 0.2844E-01 0.4474E-01 0.6358 

Mean Lag: 1.02776 Standard Error: 1.69606 
Sum of Lag Coefficients: 0.269466 Standard Error: 0.195351 

Number of Observations: 96 R2: 0.508627 
Mean of Dependent Variable: 0.426180 R2-Adjusted: 0.487028 
Standard Error of Regression: 0.268192 Durbin-Watson: 1.849057 
Mean Absolute Error 0.185914 Durbin-Watson(4): 2.141449 
Standard Deviation of Mean Absolute Error 0.169281 Root Mean Squared Error 0.250835 

Note: Mean lags and their standard error are not meaningful when coefficients for the lags change sign. 

-0.2 percent. Table 2 contains the regression 

results for this model. 

In addition to specifying the change in infla-

tion rates, a different estimation technique is 

incorporated into this model. Distributed lags 

are used in the model specification along with 

the Almon distributed lag procedure, a stan-

dard technique in estimating regression mod-

els that involve distributed lags (collections of 

the same variable, dated at different times).4 
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Almon lags are estimated for both indepen-

dent variables: (1) the lagged %ACPI and (2) the 

first difference variable for %ÀPPI. A number 

of lag structures were examined. After some 

experimentation with the lags and order of the 

polynomial, a lag period of four months with lag 

coefficients following a second degree poly-

nomial was judged to be good for forecast re-

quirements. These constraints imply that the 

lags follow a curve with only one inflection point, 

after which the values taper near to zero in the 

final period. 

This first difference model provides interest-

ing behavioral insight into the lag structure of 

the variables. For the lagged dependent vari-

able, the value for the previous month is the key. 

The coefficient for the two months previous is 

just under half that of the one month lag while 

lags three and four months are of little signif-

icance. The lag structure for the first difference 

variable DPPI is perhaps even more interesting. 

A significant portion of the influence of changes 

in %ACPI is in the current period—that for which 

the CPI is being reported. This period accounts 

for about 40 percent of the PPl's influence on 

percentage changes in the CPI, and the one 

month lag represents about 30 percent of the 

impact. (The 40 percent figure is this lag period's 

coefficient divided by the sum of the coef-

ficients for this variable.) Of course, the com-

parison is meaningful only if the coefficients are 

of the same sign. Coefficients for three and four 

month lags are of diminishing importance. 

Interestingly, although this first difference 

model, using Almon lags, has provided insight 

into the lagged effects of the PPI on the CPI, it 

has not provided a more accurate forecasting 

model. The mean absolute error is barely lower 

than for Model I b, while the standard deviation 

for Model 2's mean absolute error is actually 

slightly higher. However, Model 2 provides the 

basic structure for an improved, modified single-

equation model. Later in this article, Model 2 

will also help provide the basis for a multiequa-

tion model. 

The First Difference Model with a Structural 

Shift Variable. As mentioned earlier, the first 

difference model was created to determine 

whether acceleration in the PPI is related to that 

for the CPI. The problem with Model 2's speci-

fication is that the factors affecting the pass-

through of inflation from the wholesale level to 

the retail level may change over the business 

cycle or in response to both long-term and sud-

den structural changes, such as large oil price 

shocks. While Model 2 attempts to quantify the 

pass-through of inflation from the wholesale to 

the retail level, it does not address the impact of 

structural shifts as indicated by longer-term 

changes in the CPI/PPI inflation differential. The 

term SHIFTt is used in this article to represent 

the CPI inflation rate minus the PPI inflation rate. 

Of course, for a given forecast month, this vari-

able is not yet available because of the missing 

CPI data. Hence, the variable tested is for the 

prior period, SHIFTt.,. As discussed below, dis-

tributed lags are used in order to measure the 

impact of this differential over several months, 

thereby quantifying the impact of a prevailing 

trend rather than the noise of one-month per-

centage changes. 

The Almon estimation procedure is employed 

with a lag structure of four periods, and the dis-

tributed lag coefficients are assumed to follow a 

second degree polynomial. The far end is con-

strained to zero. All three lagged dependent 

and independent variables follow this struc-

ture. As shown in Table 3a, the regression results 

of this model structure suggest that the speci-

fication is somewhat lacking, although only 

minor changes may be sufficient to achieve 

desired model properties. 

Several properties of this model are im-

mediately noteworthy. Lagged %ACPI has coef-

ficients thatchange sign, but the primary lag is in 

the first month, as expected, and has a positive 

sign. The third and fourth month lags have small, 

negative coefficients and are not significant. The 

variable DPPI (the change in the PPI inflation 

rates) has a positive coefficient in the current 

month, but it is more than offset by negative 

coefficients for the remaining lagged months. 

This result is not theoretically satisfying, to say 

the least, and is contrary to the Model 2 dis-

tributed lag results for this variable, as well as to 

theoretical expectations. For the variable SHIFT, 
the coefficient changes sign in the last lagged 

month, which would be of minor importance if 

the coefficients of DPPI were more certain. The 

extensive use of Almon lags may have led to 

multicollinearity problems.5 While negative 

coefficients for SHIFT maybe plausible, they are 

not expected for the key variable, DPPI. At this 

point, one can assume that for DPPI, the primary 
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Table 3a. 
Model 3a: First Differences With Shift Variable Monthly CPI Model 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPI Regression Period: 1 /80 -12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

Constant 0.198789 0.476192E-01 4.17455 

Distributed Lag Interpretation, %ACPi 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.7352 0.1739 4.228 

2 month 0.2203 0.2292E-01 9.615 

3 month -0.7379E-01 0.8814E-01 -0.8372 

4 month -0.1472 0.8684E-01 -1.696 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: 0.734466 Standard Error: 0.763839E-01 

Distributed Lag Interpretation, DPPI 

Standard 
Lag Coefficient Error t-statistic 

Current month 0.2166 0.6816E-01 3.178 

1 month -0.6361 E-01 0.1348 -0.4718 

2 month -0.1931 0.1675 -1.153 

3 month -0.1719 0.1236 -1.391 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: -0.212029 Standard Error: 0.449407 

Distributed Lag Interpretation, SHIFT 

Standard 
Lag Coefficient Error t-statistic 

1 month -0.4086 0.1614 -2.531 

2 month -0.1786 0.4074E-01 -4.383 

3 month -0.3380E-01 0.8132E-01 -0.4156 

4 month 0.2573E-01 0.7768E-01 0.3312 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: -0.595244 Standard Error: 0.135807 

Number of Observations: 96 R2: 0.600898 
Mean of Dependent Variable: 0.426180 R2-Adjusted: 0.573992 
Standard Error of Regression: 0.240054 Durbin-Watson: 2.009688 
Mean Absolute Error: 0.166281 Durbin-Watson(4): 2.078819 
Standard Deviation of Mean Absolute Error: 0.159465 Root Mean Squared Error: 0.229806 
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Table 3b. 
Model 3b: First Differences With Shift Variable Monthly CPI Model 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPI Regression Period: 2/80 -12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

DPPI 0.179168 0.701371E-01 2.55454 

Constant 0.188042 0.481077E-01 3.90878 

Distributed Lag Interpretation, %ACPI 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.5696 0.8519E-01 6.686 

2 month 0.2111 0.2365E-01 8.929 

3 month -0.3257E-02 0.4449E-01 -0.7321 E-01 

4 month -0.7364E-01 0.4186E-01 -1.759 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: 0.703822 Standard Error: 0.788271 E-01 

Distributed Lag Interpretation, SHIFT 

Standard 
Lag Coefficient Error t-statistic 

1 month -0.2384 0.7172E-01 -3.324 

2 month -0.1382 0.4078E-01 -3.390 

3 month -0.6514E-01 0.4261 E-01 -1.529 

4 month -0.1906E-01 0.3360E-01 -0.5673 

Mean Lag: 0.706835 Standard Error: 1.03390 
Sum of Lag Coefficients: -0.460815 Standard Error: 0.135934 

Number of Observations: 95 R2: 0.547282 
Mean of Dependent Variable: 0.414682 R2-Adjusted: 0.521849 
Standard Error of Regression: 0.243381 Durbin-Watson: 1.926097 
Mean Absolute Error: 0.177663 Durbin-Watson(4): 2.229887 
Standard Deviation of Mean Absolute Error 0.155511 Root Mean Squared Error: 0.235570 

effect is likely in the current period, and by 

eliminating the lagged structure for that vari-

able, a "cleaner," more statistically satisfying 

model may result. Model 3b, the next model 

discussed in this article, is of the same specifica-

tion as Model 3a except that DPPI does not have 

a lagged structure. 

The Modified First Difference Model with a 

Structural Shift Variable. As shown in Table 3b, 

dropping the distributed lag structure from 

DPPI leads to results more consistent with 

theoretical expectations: DPPI has a positive 

coefficient while the distributed lag coefficients 

of the other two variables are similar to those 

estimated in Model 3a. For the lagged depen-

dent variable, the sum of the lag coefficients is 

positive and relatively high, suggesting that 

lagged %ACPI provides most of the explanatory 
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Table 4a. 
Model 4a: The Food Component 

Estimation Technique: Almon, 4 period tags, second order polynomial 
Dependent Variable: %ACPIa 

Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

DPPIa 0.168529 0.327195E-01 5.15071 
Constant 0.135457 0.516263E-01 2.62381 

Distributed Lag Interpretation, %ACPIa 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.2827 0.7744E-01 3.650 
2 month 0.2099 0.3406E-01 6.163 
3 month 0.1386 0.4565E-01 3.036 
4 month 0.6860E-01 0.3938E-01 1.742 

Mean Lag: 0.990127 Standard Error: 0.252148 
Sum of Lag Coefficients: 0.699771 Standard Error 0.113543 

Distributed Lag Interpretation, SHIFTa 

Standard 
Lag Coefficient Error t-statistic 

1 month -0.3024 0.4630E-01 -6.530 
2 month -0.7933E-01 0.2921 E-01 -2.716 
3 month 0.4541 E-01 0.2928E-01 1.551 
4 month 0.7185E-01 0.2219E-01 3.238 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: -0.264437 Standard Error 0.973780E-01 

Number of Observations: 96 R2: 0.479498 
Mean of Dependent Variable: 0.346094 R2-Adjusted: 0.450581 
Standard Error of Regression: 0.257348 Durbin-Watson: 1.650386 
Mean Absolute Error: 0.200752 Durbin-Watson(4): 1.805803 
Standard Deviation of Mean Absolute Error 0.149903 Root Mean Squared Error: 0.250072 

power of the model. The coefficients of the 

lagged variable SHIFTt are all negative. 

An important aspect of understanding the 

economic meaning of this shift variable is that 

theCPl/PPl inflation differential is usually nega-

tive over the period of estimation, and when 

positive, it is not drastically above zero. There-

fore, when the PPI trend inflation rate rises, this 

differential usually turns negative or becomes 

more negative. A rise in the PPI trend inflation 

rate therefore lowers the differential but raises 

the CPI forecast because of the negative coeffi-

cient. In economic theory, this movement is 

plausible because, when the PPI trend inflation 
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Table 4b. 
Model 4b: The Energy Component 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPIb 

Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

DPPIb 0.365905 0.387541 E-01 9.44169 
Constant 0.381572 0.115530 3.30280 

Distributed Lag Interpretation, %ACPIb 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.3879 0.6050E-01 6.413 

2 month 0.1526E-01 0.3766E-01 0.4053 
3 month -0.1736 0.4443E-01 -3.908 
4 month -0.1787 0.3516E-01 -5.083 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: 0.508764E-01 Standard Error: 0.125537 

Distributed Lag Interpretation, SHIFTb 

Standard 
Lag Coefficient Error t-statistic 

1 month -0.4276 0.5875E-01 -7.279 

2 month -0.2457 0.4103E-01 -5.989 

3 month -0.1138 0.3956E-01 -2.877 

4 month -0.3191E-01 0.2878E-01 -1.109 

Mean Lag: 0.694785 Standard Error: 0.428846 
Sum of Lag Coefficients: -0.819095 Standard Error: 0.136758 

Number of Observations: 96 R2: 0.643226 
Mean of Dependent Variable: 0.165543 R2-Adjusted: 0.623405 
Standard Error of Regression: 0.990602 Durbin-Watson: 1.873166 
Mean Absolute Error: 0.730886 Durbin-Watson(4): 1.901712 
Standard Déviation of Mean Absolute Erron 0.614524 Root Mean Squared Error 0.952816 

rate rises relative to the CPI trend inflation rate, 

there is cost-push pressure to raise prices at the 

consumer level. Profit margins are reduced, 

meaning that, overall, as producer costs accel-

erate, greater pressure builds to raise consumer 

prices. In terms of interpreting the model solu-

tion, the negative coefficients of the shift vari-

able may be difficult to understand until one 

realizes that the differential is typically negative 

or quickly becomes negative as PPI inflation 

accelerates. 

While Model 3b is more appealing theoret-

ically than Model 3a, the summary statistics are 

not quite as good. Fortunately, these differ-
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Table 4c. 
Model 4c: The Commodities Less Food and Energy Component 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPIc 

Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

DPPIC 0.149648 0.607590E-01 2.46297 
Constant 0.788119E-01 0.414196E-01 1.90277 

Distributed Lag Interpretation, %ACPIc 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.6276 0.1113 5.640 
2 month 0.2387 0.2804E-01 8.511 
3 month 0.4397E-02 0.5623E-01 -0.7819E-01 
4 month -0.7516E-01 0.5369E-01 -1.400 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: 0.795532 Standard Error: 0.934713E-01 

Distributed Lag Interpretation, SHIFTC 

Standard 
Lag Coefficient Error t-statistic 

1 month -0.2268 0.7638E-01 -2.970 
2 month -0.1598 0.3482E-01 -4.588 
3 month -0.9960E-01 0.4499E-01 -2.214 
4 month -0.4635E-01 0.3845E-01 -1.205 

Mean Lag: 0.935148 Standard Error: 0.755781 
Sum of Lag Coefficients: -0.532541 Standard Error: 0.116078 

Number of Observations: 96 R2: 0.524526 
Mean of Dependent Variable: 0.373705 R2-Adjusted: 0.498111 
Standard Error of Regression: 0.207770 Durbin-Watson: 1.945978 
Mean Absolute Error: 0.154781 Durbin-Watson(4): 1.819621 
Standard Deviation of Mean Absolute Error: 0.130596 Root Mean Squared Error: 0.202072 

ences are slight and Model 3b is still an improve-

ment over Model 2. Compared to the trad itional 

model, the forecasts of this specification are 

more accurate. More importantly, Model 3b pro-

vides the structural form for the multiequation 

model, as explained in the next section of this 

article. 

The Multiequation Model 

The rationale for estimating percentage 

changes in the CPI with an aggregated compo-

nent model is that individual components of the 

CPI inherently may have different coefficients 
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Table 4d. 
Model 4d: The Services Less Energy Component 

Estimation Technique: Almon, 4 period lags, second order polynomial 
Dependent Variable: %ACPId 

Regression Period: 1/80-12/87 

Independent Standard 
Variables Coefficient Error t-statistic 

DPPI -0.136744 0.103591 -1.32004 

Constant 0.234071 0.719659E-01 3.25253 

Distributed Lag Interpretation, %ACPId 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.3745 0.1062 3.528 

2 month 0.2074 0.3003E-01 6.907 

3 month 0.8923E-01 0.5640E-01 1.582 

4 month 0.2010E-01 0.5282E-01 0.3806 

Mean Lag: 0.645398 Standard Error: 0.368663 
Sum of Lag Coefficients: 0.691248 Standard Error: 0.100085 

Distributed Lag Interpretation, SHIFT 

Standard 
Lag Coefficient Error t-statistic 

1 month 0.5962E-01 0.1249 0.4774 

2 month -0.1505 0.6294E-01 -2.391 

3 month -0.2305 0.6644E-01 -3.469 

4 month -0.1803 0.5445E-01 -3.311 

Mean Lag: Not Meaningful Standard Error: Not Meaningful 
Sum of Lag Coefficients: -0.501669 Standard Error: 0.209795 

Number of Observations: 96 R2: 0.429800 
Mean of Dependent Variable: 0.563920 R2-Adjusted: 0.398122 
Standard Error of Regression: 0.371341 Durbin-Watson: 2.114584 
Mean Absolute Error: 0.239351 Durbin-Watson(4): 2.240218 
Standard Deviation of Mean Absolute Error: 0.270907 Root Mean Squared Error: 0.360427 

even though the basic structure for each is the 

same (based on Model 3b). Thus, the aggregat-

ed forecast may be more accurate than the 

single-equation Model 3b. 

In order to create a reasonable component 

model, this article bases each component on a 

CPI dependent variable with a corresponding 

PPI independent variable. The four CPI com-

ponents chosen are (1) food, (2) energy, (3) com-

modities less food and energy, and (4) services 

less energy. The relative importance (weights) 

figures for these components sum to 100 or the 

CPI total. For the first three CPI components, the 

PPI components that basically correspond are 
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Table 5. 
Summary Statistics for February 1980-December 1987 

Standard 
Mean Deviation 

Model R 2 R2-Adjusted 
Absolute of Mean Root Mean 

Model R 2 R2-Adjusted Error Absolute Error Squared Error 

Model 1 a 
Traditional with OLS 0.3813 0.3748 0.213476 0.188343 0.284028 

Model 1b 
Traditional with 
Cochrane-Orcutt 0.4891 0.4836 0.188996 0.164914 0.250259 

Model 2 
Almon with Lagged 
Dependent Variable 
and First Differences 
in PPI Inflation 0.508627 0.487028 0.185914 0.169281 0.250835 

Model 3a 
Almon for Model 2 
with the Addition of 
Structural Shift Variable 
(%ACPI - %APPI) 0.600898 0.573992 0.166281 0.159465 0.229806 

Model 3b 
Model 3a Using Almon 
Except for the First 
Difference Variable 0.547282 0.521849 0.177663 0.155511 0.235570 

Model 4 
Four Equation Composite 
Based on Model 3b 
Specification 0.613312* N.A. 0.166072 0.142370 0.218256 

Correlation coefficient squared between actual and forecast data. 

(1) finished consumer foods, (2) finished energy 

goods, and (3) finished consumer goods exclud-

ing energy. No PPI series corresponds to the 

services-1 ess-energy CPI component since the 

producer price index has no services com-

ponents. Since this last CPI component has had 

a large weight in the CPI (growing from about 

one-third in 1970 to just over one-half in 1987), 

the use of a multiequation model is even more 

compelling if only to ferret out the services 

component. 

The first three CPI component series—food, 

energy, and commodities-less-energy—are mod-

eled exactly after the structure of Model 3b. 

Each component model's explanatory variables 

are the appropriate lagged dependent variable 

and respective PPI components for DPP/,- and 

SHIFT,-, where / is the appropriate component 

(food, energy, or commodities less food and 

energy). For the services-less-energy compo-

nent, the same structure is used except that the 

DPPIj a n d SHIFT) var iab les are b a s e d on t he 

overall CPI and PPI series. Of course, the lagged 

dependent variable is the lagged services-less-

energy series. For all four equations the pre-

viously discussed Almon procedure is used on 

the lagged dependent variable and on SHIFT/. 
As in Model 3b, DPP/, does not have Almon lags. 

The regression results for these four equations 

are found in Tables 4a-4d. 

For the first three components, the coef-

ficients (including the signs) and t-statistics are 

similar to those for Model 3b. As expected, the 

magnitude of various coefficients varies, as does 

the relative importance of the right-hand vari-

ables. For example, the coefficients for DPP/,- for 
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the food and the commodities less food and 

energy components are relatively low com-

pared to that for the energy component. Hence 

for these two components, the lagged depen-

dent variables (as indicated by the sum of the 

lag coefficients) represent the primary explan-

atory variable, whereas for the energy compo-

nent the DPPIj variable is relatively more im-

portant. Overall, the summary statistics indicate 

that these three component models are satis-

factory. 

For the services-less-energy component, the 

coefficient sign for DPPI is negative instead of 

positive as the general model relating the PP1 to 

the CPI leads one to expect. However, the 

lagged dependent variable provides consider-

able explanatory power in conjunction with the 

structural shift variable. The lower R2 and R2-

adjusted for this component model probably 

result largely from the fact that overall PPI num-

bers had to be used for DPP/, and SHIFT) since 

no services components exist in the PPI. While 

the R2 and Readjusted are still reasonably 

good, improvements can be made and a dif-

ferent model structure may be more appro-

priate.6 However, to maintain consistency, the 

model structure in Table 4d is retained and is 

used in the overall aggregate forecast for the 

CPI. 

At this point, the four component forecasts 

must be aggregated in order to compare fore-

cast accuracy with the single-equation models. 

Aggregation is based on the standard Bureau of 

Labor Statistics method as explained by Ches-

ter V. McKenzie (1961). 

The summary statistics for Model 4 are shown 

in Table 5 along with the statistics for the other 

models. As indicated by the absolute and root 

mean squared errors, the multiequation model 

forecasts more accurately than the models dis-

cussed previously. One might argue that the 

composite model is only slightly better than 

Model 3b. Yet, with component forecasts, judg-

ment can be better used to determine if the 

overall forecast should be lowered or raised. 

Generally, outside information can more easily 

be brought to bear on the components of the 

price indexes than on the entire index. Fore-

casters might have access to information on the 

persistence of a disturbance to one of the 

underlying components of a series. For exam-

ple, a bad agricultural harvest might have severe 

effects on the food component of a price index 

for several quarters but might not be expected 

to have any permanent effect. This knowledge 

should therefore lead to an adjustment to that 

component forecast, rather than to a judgmen-

tal adjustment of the entire index. 

Although forecasters can use judgment with 

single-equation models, such tinkering is some-

what cruder. With the single-equation models, 

one cannot determine which underlying inde-

pendent componentvariable may be causing an 

unusual forecast. 

Summary Comparison: 
In-Sample and Out-of-Sample 

Significant improvement in the forecast ac-

curacy of monthly CPI models can be made 

through improved model specification and dis-

aggregation. Changes in specification lowered 

the root mean squared error over the period 

February 1980 through December 1987 from 0.284 

for the traditional model to 0.236 for the im-

proved first difference Model 3b. Using a four-

equation model with the same specification as 

Model 3b further lowered the root mean squared 

error to 0.218. Thus, relatively simple changes in 

model specification and use of components led 

to significantly improved forecasts for percent-

age changes in the monthly consumer price 

index. However, these numbers reflect an in-

sample comparison. A more rigorous com-

parison would use out-of-sample forecasts. An 

out-of-sample comparison is simply a com-

parison of forecast values to actual values for a 

time period following the period of estimation. 

An in-sample comparison is a comparison of 

forecast errors in the same period as the estima-

tion period. 

To compare out-of-sample accuracy, iden-

tically specified models were re-estimated for 

the period July 1974 through December 1979. 

Some producer price series did not start until 

1974, and lagged variable needs required that 

the estimation period begin later in the year. 

Forecasts were then estimated for the out-of-

sample, or ex-post, period January 1980 through 

December 1987. These forecast comparisons 

are shown in Table 6. Overall errors are higher 

simply because the forecasts are out-of-sample— 
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Table 6. 
Out-of-Sample Forecast Comparison for the Regression Period 

July 1974-December 1979 
Summary Statistics for the Forecast Period January 1980-December 1987 

Standard 
Correlation Mean Deviation 
Coefficient Absolute of Mean Root Mean 

Model Squared* Error Absolute Error Squared Error 
Model 1 a 

Traditional with OLS 0.387242 0.276911 0.183773 0.331814 
Model 1b 

Traditional with 
Cochrane-Orcutt 0.466024 0.223763 0.175890 0.284050 

Model 2 
Almon with Lagged 
Dependent Variable 
and First Differences 
in PPI inflation 0.438596 0.215923 0.185510 0.284039 

Model 3a 
Almon for Model 2 
with the Addition of 
Structural Shift Variable 
(%ACPI - %APPI) 0.483423 0.197599 0.177658 0.265102 

Model 3b 
Model 3a Using Almon 
Except for the First 
Difference Variable 0.510342 0.189737 0.174690 0.257292 

Model 4 
Four Equation Composite 
Based on Model 3b 
Specification 0.530937 0.197948 0.162639 0.255655 

Correlation coefficient squared between actual and forecast data. R2 and R2-adjusted are not available over the out-of-
sample period. 

forecast data are almost always lower when fit-

ted to the same period for which the model is 

estimated. Yet, with in-sample forecasts, ac-

curacy typically improves as more explanatory 

variables are added. This effect must be dis-

counted, and an out-of-sample comparison is 

probably the best method of doing so. 

As shown in Table 6, the progression of 

improvement is nearly identical with the in-

sample results except that Model 3b is slightly 

more accurate than Model 3a, the reverse of 

results shown in Table 5. The multiequation 

forecast accuracy is still essentially identical to 

the best single-equation model. Overall, the 

improvement in forecast accuracy is quite dra-

matic. For example, regarding the mean absolute 

error, the accuracy of Model 4 is about 30 per-

cent greater than that of Model la.7 
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Methodology Suggestions 

This attempt to improve the monthly CPI model 
reflects certain methodological considerations 
regarding the development of monthly economic 
models in general. First, the decision must be 
made whether to use an accounting or behavioral 
forecasting model or perhaps a combination of 
the two. The primary factor determ ining the choice 
is whether component data are available prior to 
an indicator's release, if they are available, use of 
an accounting model is more appropriate. 

Future CPI models could benefit from revised 
model specification and estimation technique. 
Use of simple percentage change or "log-log" 
models does not automatically ensure a better 
model specification.1 Specification should follow 
actual accounting processes in the definition of an 
indicator; alternatively, in behavioral models, 
closer attention ought to be paid to duplicating 
the way independent and dependent variables 
are related in actual practice. When considering 
the estimation technique, at the minimum the 
serial correlation problem should be addressed 
since models with significant serial correlation can 
result in missed turning points, a critical short-
coming, despite such models' accuracy on average 

over long time periods. Of course, estimation 
techniques other than ordinary least squares or 
Cochrane-Orcutt should be considered. 

The decision to use a multiequation model 
involves several considerations, some complex, 
others straightforward. One issue concerns wheth-
er the dependent variable can be separated into 
major components according to differing behav-
ioral factors. A second consideration is whether 
independent variables are available for corre-
sponding dependent variable components, or at 
least a significant portion of them. Relative ac-
curacy is a third consideration. Finally, even if pure 
econometric multiequation forecasts have no 
greater accuracy, component analysis may provide 
insight into forecasting error for judgmental 
adjustment. 

Note 

1A "log-log" model is one in which the dependent and 

independent variables are logarithmic transformations 

of specific data series. Such a model structure is often 

assumed for generating various types of elasticities. 
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Notes 

'The "traditional" model is generally used by money market 

analysts for relatively quick forecasts. This model specifica-

tion was also used by Bechter and Pickett (1973). 
2The inclusion of earlier observations generally increased 

forecasting accuracy without affecting the relative accuracy 

of competing models discussed in this paper. 
3Mean absolute percentage change is used instead of mean 

percentage change since the former does not take into 

account declines which offset some increases in the CPI 

before the average is calculated. 
4This technique is used to help solve the problem of "over-

parameterization" that is always present in forecasting 

economic time series. "Overparameterization" simply 

means that reality is complicated, and so the ideal fore-

casting model would allow for many different effects of 

various variables (observed at different time intervals) on 

the variable to be forecast. Since relatively few data are 

available, however, not all these effects can be estimated 

with any degree of accuracy. One way of overcoming this 

problem is to place constraints on the way that the vari-

ables being used to forecast a series are brought into the 

model. The Almon lag scheme is one such set of con-

straints. 

''Multicollinearity occurs when two or more variables (such 

as the lagged variables) are highly—but not perfectly-

correlated with each other, making it difficultto distinguish 

their individual influences on changes in the dependent 

variable. 
6 An alternative approach might be an ARIMA model, but 

that is outside the scope of this paper. 
7This figure is the percentage improvement if the Model 4 

number is the numerator. If, instead, Model I as number is 

divided by Model 4's, the improvement is roughly 

40 percent. 

References 

Bechter, Dan M., and Margaret S. Pickett. "The Wholesale 

and Consumer Price Indexes: What's the Connection?" 

Federal Reserve Bank of Kansas City Monthly Review 
(June 1973): 3-9. 

Guthrie, Robert S. "The Relationship Between Wholesale 

and Consumer Prices." Southern Economic Journal 47 

(April 1981): 1046-55. 

Judge, George G„ et al. The Theory and Practice of Econo-
metrics. New York: John Wiley and Sons, 1980. 

McKenzie, Chester V. "Technical Note: Relative Importance 

of CPI Components." Monthly Labor Review 84 (Novem-

ber 1961): 1233-36. 

50 ECONOMIC REVIEW, SEPTEMBER/OCTOBER 1988 

Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



JUST RELEASED! 

CHECKBOOKLET 

BANK EXAMINER FLIMFLAM: 
Don't Get Conned Out Of Your Life Savings 

The Atlanta Fed's Public Information Department has just published two 

pamphlets of interest to consumers and bankers. 

Checkbooklet presents a wide range of information about checks. The 

pamphlet reviews the history of checks, describes the check clearing process, 

briefly discusses the Expedited Funds Availability Act of 1987, and offers con-

sumers tips on writing and cashing checks. 

Bank Examiner Flimflam: Don't Get Conned Out Of Your Life Savings reports 

on a particular type of fraud that has victimized innocent depositors, especially 

the elderly. This new pamphlet describes the scheme and instructs readers on 

how they can detect this scam and not fall prey to it. 

Both of these brochures can be ordered from the Atlanta Fed's Public Informa-

tion Department. The first 50 copies of each pamphlet are free. For ordering 

information, contact the Public Information Department at (404) 521 -8788, or 

write to the Federal Reserve Bank of Atlanta, Public Information Department, 

104 Marietta St., NW, Atlanta, Georgia 30303-2713. 
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Book Review 

Buying into America 

by Martin and Susan Tolchin 
New York: Times Books, 1988. 
400 pages. $19.95. 

Foreign investment in the United States is 

becoming more widespread and significant in 

value each day. Not only financial assets 1 ike U.S. 

government securities and corporate stocks 

and bonds but also real assets such as office 

buildings, manufacturing plants, forestland, and 

beachfront properties are coming under in-

creased foreign control. In their latest book, 

Buying into America, Martin and Susan Tolchin 

document and describe the growing scope of 

these activities, note how defenders of the 

trend justify this surge of foreign investment, 

and review the long-term costs that such in-

vestments may entail for the nation. 

This book has received much publicity, large-

ly because of its wealth of information on a pop-

ular topic. Americans are uncertain about the 

long-run consequences of foreign investment 

and appear to be growing more apprehensive 

as the pace of such activity accelerates. One of 

the authors' stated purposes in writing the book 

was to heighten awareness and concern over the 

potentially costly impacts of foreign investment 

they see for Americans. 

Martin and Susan Tolchin form a politically 

savvy and veteran writing team. He is a corre-

spondent in the Washington bureau of The New 
York Times, and she is a professor of public 

administration in the School of Governmentand 

Business Administration at George Washington 

University. They seem to have a faculty for writ-

ing about topics that touch a public nerve and 

are in vogue in the politically charged public 

policy arena. Titles of their previous books— 

Dismantling America: The Rush to Deregulate; 
Clout: Womanpower and Politics; and To the 
Victor: Political Patronage from the Clubhouse 
to the White House—demonstrate this bent. 

In Buying into America: How Foreign Money Is 
Changing the Face of Our Nation, the husband-

wife team concludes that foreign investment in 

the United States definitely is not without its 

costs. Tolchin and Tolch in argue that the influx of 

foreign money into the U.S. economy poses a 

severe threat to the ability of the United States 

to control its fate and defend its position as a 

premier industrial power. Opening paragraphs 

in the book refer to "mayors, governors and 

cabinet officers . . . circling the globe in quest of 

foreign funds, with the intensity of third-world 

ministers trying to stave off the financial col-

lapse of their shaky governments." Moreover, 

the authors assert, "under pressure to bring 

home the bacon, politicians have paid scant 

attention to the long-run economic, political, 

and social effects of their country's deepening 

dependence on foreign money." The Tolchins 

are, of course, partly right. By adopting a xeno-
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phobic tone, however, they divert too much at-

tention away from important macroeconomic 

issues with greater influences on American 

society—for example, the low U.S. saving rate 

and large government budget deficits. 

The story told by the Tolchins can be sum-

marized as follows: The United States—govern-

ment and citizens alike—is spending too much, 

and foreign lenders are financing the consump-

tion spree. In the process, foreigners are acquir-

ing U.S. financial and real assets so quickly and 

in such large amounts that they have accu-

mulated significant economic and political 

clout here. Unless something is done soon to 

slow or reverse our dependence on foreign 

money, which has made the United States the 

world's biggest debtor, Americans are in ex-

treme danger of mortgaging their future and 

reverting to colonial status. In a nutshell, they 

argue, America is spending its way into the 

poorhouse by borrowing for consumption rather 

than using the funds to expand or develop 

industrial capacity. 

Worse yet, in Tolchin and Tolchin's view, the 

United States seems to be giving away the pro-

verbial farm with open-door, laissez-faire na-

tional trade and investment policies, and state 

governments are needlessly providing extrava-

gant subsidies to lure foreigners here. Mean-

while, the authors portray foreign businesses 

and governments—both separately and togeth-

er—as accelerating this nation's economic and 

political demise by means of sinister and sub-

versive plots. The writers note, for example, that 

foreign corporations may try to buy into critical 

defense-related manufacturing activities to 

acquire technology; sometimes, foreign govern-

ments encourage such activities and may even 

subsidize unfaircompetitive practices. National 

security can, of course, be compromised be-

cause of such actions. The authors also point to a 

moral issue: the openness of the U.S. financial 

system has encouraged, albeit incidentally, capi-

tal flight to the United States from dictators and 

criminals seeking a safe repository for their ill-

gotten gains. 

The Tolchins argue persuasively that the 

significant and fast-growing net-debtor status of 

the United States should generate concern 

among its citizens. Reliance on foreign money to 

finance a consumption binge certainly entails 

long-run costs in the form of an interest and 

debt repayment burden that threatens to grow 

even heavier over the next few years. The 

authors also assert—with some validity—that 

competition among states for foreign direct 

investment has led to excessive subsidies in the 

form of cheap land, tax holidays, job training, 

grants, and other breaks. Such competition 

among state and local governments can be 

wasteful and cause a cleavage between national 

and local interests. In instances when the in-

vestment would have been made without the 

inducement, the long-run profitability or bene-

fit to the United States is suboptimal. 

While some foreign investment incentives 

seem questionable, the Tolchins fail to recog-

nize that the jobs, tax revenues, and other 

benefits that result generally warrant such lures. 

Moreover, foreign investment may promote 

economic growth and enhance the ability of 

domestic industries to compete, thus adding 

jobs to the host economy. Such investment 

often brings innovative management techniques 

and better technology along with new plants or 

equipment. Local government leaders are keenly 

aware of these and other benefits; investment 

may boost employment, improve the com-

munity's economic diversity, and support its 

property and payroll tax base even when invest-

ment incentives are provided. 

Among the Tolchins' other concerns, national 

security issues are legitimate. Fortunately, safe-

guards have already been developed; for exam-

ple, defense contracts cannot be awarded to 

firms that are more than 25 percent foreign-

owned, and investments in a few sensitive 

industries are prohibited. As a practical matter, 

though, determining which industries qualify for 

safeguard treatment is difficult, suggesting that 

industrial restrictions should be used sparingly 

lest certain industries' competitive edge be 

dulled by insulation and protection. 

The Tolchins' other objections to foreign 

investment stem from their belief that foreign-

ers' interest in the United States derives from a 

desire to avoid protective tariffs, to acquire new 

technology, to gain a foothold in the large and 

affluent U.S. market, or simply to make money. 

Yet these motivations are not as sinister as the 

light in which this book casts them; indeed, a 

prevailing view among economists holds that 

world resource allocation is improved to the 

extent that foreign investment is market-driven 
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and lured by the profitability criterion. Once 

here, foreign investors should want the U.S. 

economy to operate as profitably and efficiently 

as possible. What's more, foreigners' efforts to 

avoid protective tariffs, acquire new technology, 

and increase market shares are common to vir-

tually all businesses, regardless of their geo-

graphical bases, political motivations, or the 

areas into which expansion is projected. 

In Buying into America, the Tolchins achieve 

success in publicizing what they regard as the 

potential dangers of foreign investment in the 

United States, thus meeting one of their major 

goals. Unfortunately, they are not as successful 

in reaching another major purpose—accurately 

describing how foreign money is changing the 

face of our nation. This objective is not met 

because the Tolchins overstate the dangers of 

foreign investment and give short shrift to its 

benefits. This shortcoming of Buying into America 
is particularly reflected in the shotgun approach 

taken regarding interactions between the United 

States and the rest of the world. The authors 

bring up such diverse incidents as clandestine 

Moscow-directed economic warfare and third-

world-initiated money laundering along with 

open and aboveboard international economic 

transactions such as foreign corporations' es-

tablishment of manufacturing plants in the 

United States and foreigners' portfolio pur-

chases of U.S. stocks and bonds. Moreover, 

Tolchin and Tolchin essentially lump these dis-

parate interactions together as all being costly 

to the United States. 

The unbalanced treatment of the issues in 

Buying into America is, perhaps, motivated by 

the authors' strong desire to call attention to the 

dangers of foreign investment, but they still go 

too far. Imbalance is also created by confusing 

consequences with causation: investment often 

is a response to a problem rather than the root 

of a problem. For example, if the United States 

is indeed on a consumption spree, as the 

Tolchins assert, the condemnation of foreigners 

who are willing to finance this consumption is 

neither a practical nor a charitable stance. 

In assessing the merits of foreign investment, 

two fundamental issues need to be addressed. 

First, an analyst should determine whether 

foreign investment in the United States is creat-

ing wealth or simply redistributing existing 

wealth. The Tolchins vaguely address this ques-
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tion with loose assertions that long-run "costs" 

such as profits, interest, dividend, and principal 

repatriation may outweigh short-term employ-

ment gains created by foreign investment. 

However, Buying into America definitely does 

not attempt to analyze the costs and benefits of 

foreign investment in a methodologically sound 

and empirical framework. 

A typical example of the type of no-win situa-

tion that the Tolchins depict concerns foreign 

investment in the real estate market. They write 

that "foreign investors often contribute to soar-

ing real estate prices,'' but in the same para-

graph they state that "foreign investors conduct 

distress sales that take the bottom out of U.S. 

real estate markets." The authors also downplay 

the impact of jobs created by foreign invest-

ments while suggesting, incorrectly, that for-

eigners dominate entire industries; as measured 

by employment, U.S. affiliates of foreign man-

ufacturers constituted under 8 percent of the 

work force in 1986 and exceeded 10 percent in 

only a few industries. 

The second important issue to be considered 

in evaluating foreign investment is whether our 

relatively receptive and open economic en-

vironment is preferred to one with more govern-

ment intervention in markets involving inter-

national activities. The Tolchins' philosophical 

answer, like protectionists' on the narrower 

trade issue, is clear: they recommend much 

greater government intervention via informa-

tion gathering and control of activities. The 

Tolchins seem either not to recognize or to 

ignore the fact that increased government in-

volvement could also generate substantial 

costs for our economic system in the form of 

inefficiencies. 

Beyond the direct costs associated with in-

creased U.S. government surveillance and inter-

vention, potentially large costs to the private 

sector might also ensue from the adoption of 

measures that restrict capital flows. Official U.S. 

balance of payments statistics for 1987 show 

that the flow of foreign direct investment (for 

property, plant, and equipment) to the United 

States was $41.5 billion during 1987, but U.S. 

companies did even more direct investment 

abroad ($49.3 billion). Moreover, the stock of 

U.S. direct investment abroad is much larger 

than what foreigners own here as a result of large 

U.S. outflows during the past several decades. 
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Foreign Investment: The Tolchins' Myths, Costs, and Recommendat ions 

Recitation of the Tolchins' nine "myths" of foreign investment is daunting, and their list of major poten-

tial economic and political costs of foreign investment is frightening. So, too, for that matter, are many of 

their recommendations. 

For the Tolchins, the perpetuation of the following myths is the real problem because they engender 

a paralyzing resistance to changes in public policy: 

• foreign capital will help America rebuild its industrial capacity; 

• foreign investment is separate from trade policy; 

• investment policy exists apart from foreign policy; 

• foreign investments are a sign of America's economic health; 

• money is neutral, not political, and investors are interested in profit, not power; 

• U.S. policymakers and the American people have enough information on which to base intelli-

gent decisions; 

• no changes are needed in the current U.S. laissez-faire policy toward foreign investment; 

• foreign investment and free trade are the same thing; and 

• foreign investment helps American business. 

The writers suggest that each of the following cost items entails a significant offset to the limited job-

creating benefits of foreign investment: 

• U.S. political and economic independence is lost; 

• foreign corporations eliminate U.S. industrial competition with peremptory strikes; 

• states give foreign investors extravagant concessions; 

• foreign corporations are antagonistic to U.S. workers' unionization rights; and 

• foreign investment will eventually worsen U.S. budget and trade deficits. 

The Tolchin solution to the challenge of foreign investment is a much-expanded role for the U.S. 

government in monitoring and controlling international economic transactions. Government must: 

• shield citizens from the negative impact of foreign investment and assert some control over its 

future direction; 

• require a policy of full disclosure of foreigners' investments in this nation; 

• identify the benefits of foreign investment and reinforce state efforts to maximize those benefits; 

• study the points at which foreign investment weakens U.S. national security and take measures to limit 

those investments; 

• take a hard look at foreign investors as employers and identify their shortcomings along with their 
strengths; 

• control foreign investment when it is inimical to American business or American interests; 

• recognize the U.S. bargaining position and negotiate from strength; and 

• demand a level playing field and reciprocity abroad. 

The most severe shortcoming of this book, 

though, is that it is anecdotal (and repetitive at 

that) rather than analytical. How foreign money 

is changing the face of our nation is an important 

topic for research. Careful analysis, however, is 

required to determine the ways in which this 

change ¡staking place. Moreover, important dis-

tinctions should be made when discussing the 

topic of foreign investment. Taking these dis-

tinctions into account and employing an analyti-

cal framework would produce a much more 

useful, and less polemical, product. 

Specifically, it is crucial from an economic 

perspective to distinguish foreign portfolio 
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investment, which may be an accommodating 

consequence of U.S. budget and trade deficits, 

from foreign direct investment in real assets. An 

appropriate discussion would reflect on the 

causes and consequences of direct versus port-

folio investment and include some quantitative 

estimation of the macroeconomic impacts of the 

different types of capital flows. Clearly, the 

employment effect of a foreign auto manufac-

turer locating an assembly plant in this country 

is much different from that of a foreign pension 

fund's purchase of the federal government's 

latest bond issue. Furthermore, neither of these 

activities bears much resemblance to nefarious 

international transactions in terms of political or 

social effects. 

The intrusion of foreign money into an econ-

omy is not a new issue. In light of this fact, an 

appropriate stance on the part of the United 

States and other countries receiving foreign 

investment would be to realize that the world is 

increasingly interdependent and that, while 

interdependency has its costs, its benefits are 

often much better. 

William J. Kahley 

The reviewer is an economist in the regional section of the 
Atlanta Fed's Research Department. 
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FUNCTIONAL COST ANALYSIS r 

1987 Functional Cost Analysis Reports 
Now Available 

Each year the Federal Reserve System collects and analyzes data on the 

costs of various bank activities and services from a sample of institutions across 

the nation. A compilation of the 1987 results, which includes average expense 

data as well as income and productivity measures for the industry and for 

specific deposit-size categories, is now available to the public. For more infor-

mation on the 1987 Functional Cost Analysis report, call Peggy Simons at (404) 

521-8823. 

To order a report, please send a letter and a $50 check, payable to the Federal 

Reserve Bank of Atlanta, to: 

Federal Reserve Bank of Atlanta 

Research Department 

104 Marietta St., NW 

Atlanta, Georgia 30303-2713 

ATTN: Peggy Simons 

1986 Functional Cost Analysis Reports are still available at a reduced cost of $10. 
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n n n r i 

FINANCE 

ANN 

$ millions 
JUL JUN MAY JUL JUN MAY I 

$ millions 1988 1988 1988 1987 1987 1987 CHG ( * ) 

luuntiei i. id i DdHK uepUSHS 1,010,030 i,Bua,q-ub i i .by i .a«/ 1,6/8,133 1 ,650,331 + 7 
Demand 380,672 372,675 358,816 369,381 359,026 351,237 + 3 
NOW 172,739 173,784 170,359 155,256 155,818 152,850 +11 
Savings 524,239 522,873 513,614 510,573 511,724 509,119 + 3 
Time 794,253 787,501 780,451 691,733 687,310 678,900 +15 

Bank Deposits 219,005 218,949 215,993 201, IbT 201,102 199,066 + 9 
Demand 41,635 42,668 41,032 40,767 40,994 40,350 + 2 
NOW 24,005 24,251 23,722 21,785 22,025 21,759 +10 
Savings 58,503 58,560 57,959 57,326 57,745 57,643 + 2 
Time 99,751 98,453 97,547 84,934 84,135 83,016 +17 

commercial KanK ueposits 22,3/2 21,914 20,405 20,352 19,954 +10 
Demand 4,099 4,245 3,999 4,041 4,102 4,025 + 1 
NOW 2,609 2,587 2,523 2,146 2,148 2,102 +22 
Savings 4,840 4,895 4,813 4,606 4,623 4,579 + 5 
Time 11,474 11,228 11,057 9,978 9,885 9,700 +15 

Lommerciai uanK ueposits Hb,bb8 86,648 85,312 78,403 78,387 77,652 +10 
Demand 16,163 16,506 16,081 15,824 16,009 15,825 + 2 
NOW 10,734 10,946 10,728 9,860 10,015 9,917 + 9 
Savings 27,266 27,413 21,137 26,933 27,061 26,908 + 1 
Time 34,264 33,581 33,055 27,327 26,900 26,523 +25 

Commercial Bank Deposits 35^986 35,884 32, ' 54 32,403 32,265 31,827 +11 
Demand 9,013 9,194 8,655 8,568 8,545 8,303 + 5 
NOW 3,419 3,407 3,310 3,088 3,097 3,077 +11 
Savings 9,370 9,328 9,189 8,873 8,972 8,963 + 6 
Time 15,993 15,689 15,584 13,246 13,040 12,730 +21 

Commercial Bank Deposits 28,089 28,145 28,08™ ^ 7 7 1 8 T 27,309 27,404 + 3 
Demand 5,008 5,123 5,002 4,961 4,963 4,931 + 1 
NOW 2,389 2,403 2,392 2,218 2,250 2,221 + 8 
Savings 8,090 8,033 8,032 7,898 7,955 7,980 + 2 
Time 13,070 13,069 13,069 12,475 12,488 12,626 + 5 

Commercial Bank Deposits 15,175 15,200 15,054 14,145 14,034 
Demand 2,429 2,433 2,350 2,338 2,357 2,338 + 4 
NOW 1,568 1,546 1,536 1,400 1,398 1,400 +11 
Savings 2,990 2,991 2,972 3,028 3,066 3,102 - 1 
Time 8,520 8,571 8,472 7,426 7,507 7,416 +15 

Bank Deposits 30,711 30,700 30,370 28,779 28,644 28,189 + 7 
Demand 5,032 5,167 4,945 5,035 5,018 4,928 ' - 0 
NOW 3,294 3,362 3,233 3,073 3,117 3,042 + 7 
Savings 5,947 5,900 5,816 5,988 6,068 6,039 - 1 
Time 16,430 16,315 16,310 14,482 14,315 14,021 +13 

NOTES: A l l deposit data are extracted from the Federal Reserve Report of Transaction Accounts, other Deposits 
and Vault Cash (FR2900), and are reported for the average of the week ending the f i r s t Monday of the 
month. Most recent data, reported i n s t i t u t i on s with over $30 m i l l i on in deposits and $3.2 m i l l i on of 
reserve requirements as o f December 1987, represents 95 percent o f deposits in the s i x - s t a t e area. The 
major d i f ferences between th i s report and the "ca l l report" are s i z e , the treatment o f interbank 
depos i t s , and the treatment of f l oa t . The total deposit data generated from the Report of Transaction 
Accounts el iminates interbank deposits by reporting the net of deposits "due to " and "due from" other 
depository i n s t i t u t i o n s . The Report o f Transaction Accounts subtracts cash in process of co l lec t ion 
from demand depos i t s , while the cal l report does not. The Southeast data represent the total of the 
s i x s tates . Subcategories were chosen on a se lect ive bas is and do not add to to ta l . P = prel iminary. 
* = Most recent month vs . year-ago month. 
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FINANCE 
r i r i r i r 

ANN 
AUG JUL JUN AUG JUL JUN I 

$ millions 1988 1988 1988 1987 1987 1987 CHG (*) 

Commercial Bank Deposits 1,817,963 I 1,818,838 1,809,405 1,677,766 1,694,997 1 ¡,678,133 + 8 
Demand 360,572 380,672 372,675 354,979 369,381 359,026 + 2 
NOW 171,527 172,739 173,784 153,372 155,256 155,818 +12 
Savings 522,596 524,239 522,873 508,633 510,573 511,724 + 3 
Time 806,054 794,253 787,501 697,147 691,733 687,310 +16 

Commercial Bank Deposits 219,940 219,005 218,949 200,839 201,150 201,102 +10 
Demand 40,694 41,635 42,668 39,435 40,767 40,994 + 3 
NOW 23,837 24,005 24,251 21,384 21,785 22,025 +11 
Savings 58,405 58,503 58,560 57,385 57,326 57,745 + 2 
Time 101,189 99,751 98,453 86,512 84,934 84,135 +17 

Commercial Bank Deposits 22,606 22,486 22,372 20,200 20,405 20,352 +12 
Demand 4,003 4,099 4,245 3,923 4,041 4,102 + 2 
NOW 2,619 2,609 2,587 2,131 2,146 2,148 +23 
Savings 4,828 4,840 4,895 4,582 4,606 4,623 + 5 
Time 11,628 11,474 11,228 9,926 9,978 9,885 +17 

Commercial Bank Deposits 86,737 86,558 86,648 78,889 78,403 78,387 +10 
Demand 15,562 16,163 16,506 15,134 15,824 16,009 + 3 
NOW 10,596 10,734 10,946 9,681 9,860 10,015 + 9 
Savings 27,175 27,266 27,413 27,232 26,933 27,061 - 0 
Time 34,787 34,264 33,581 28,373 27,327 26,900 +23 

Commercial Bank Deposits 36,614 35,986 35,884 32,157 32,403 32,265 +14 
Demand 8,879 9,013 9,194 8,481 8,568 8,545 + 5 
NOW 3,407 3,419 3,407 3,021 3,088 3,097 +13 
Savings 9,344 9,370 9,328 8,790 8,873 8,972 + 6 
Time 16,563 15,993 15,689 13,328 13,246 13,040 +24 

Commercial Bank Deposits 28,087 28,089 28,145 26,986 27,187 27,309 + 4 
Demand 4,953 5,008 5,123 4,738 4,961 4,963 + 5 
NOW 2,391 2,389 2,403 2,176 2,218 2,250 +10 
Savings 8,087 8,090 8,033 7,887 7,898 7,955 + 3 
Time 13,125 13,070 13,069 12,556 12,475 12,488 + 5 

Commercial Bank Deposits 15,168 15,175 15,200 14,014 13,973 14,145 + 8 
Demand 2,320 2,429 2,433 2,279 2,338 2,357 + 2 
NOW 1,560 1,568 1,546 1,400 1,400 1,398 +11 
Savings 2,972 2,990 2,991 3,013 3,028 3,066 - 1 
Time 8,578 8,520 8,571 7,553 7,426 7,507 +14 

Commercial Bank Deposits 30,728 30,711 30,700 28,593 28,779 28,644 + 7 
Demand 4,868 5,032 5,167 4,880 5,035 5,018 - 0 
NOW 3,256 3,294 3,362 2,975 3,073 3,117 + 9 
Savings 5,994 5,947 5,900 5,881 5,988 6,068 + 2 
Time 16,508 16,430 16,315 14,776 14,482 14,315 +12 

NOTES: A l l deposit data are extracted from the Federal Reserve Report of Transaction Accounts, other Deposits 
and Vault Cash (FR2900), and are reported for the average of the week ending the f i r s t Monday of the 
month. Most recent data, reported i n s t i t u t i on s with over $30 m i l l i on in depos i t s and $3.2 m i l l i on of 
reserve requirements as of December 1987, represents 95 percent of deposits in the s i x - s t a te area. The 
major di f ferences between th i s report and the "ca l l report" are s i z e , the treatment of interbank 
depos i t s , and the treatment of f l oa t . The total deposit data generated from the Report of Transaction 
Accounts el iminates interbank deposits by report ing the net of deposits "due to " and "due from" other 
depository i n s t i t u t i o n s . The Report of Transaction Accounts subtracts cash in process of co l l ec t i on 
from demand depos i t s , while the cal l report does not. The Southeast data represent the total of the 
s i x s ta tes . Subcategories were chosen on a se lect ive bas is and do not add to to ta l . P = prel iminary. 
* = Most recent month vs . year-ago month. 
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EMPLOYMENT 

ANN ANN 
MAY APR MAY X MAY APR MAY Ï 
1988 1988 1987 CHG 1988 1988 1987 CHG 

C i v i l i a n Labor Force - thous. 120,775 120,264 119,695 + 1 Nonfarm Employment - thous. 105,969 105,744 102,268 + 4 
Total Employed - thous. 114,222 113,905 112,377 + 2 Manufacturing 19,445 19,370 18,926 + 3 
Total Unemployed - thous. 6,553 6,359 7,318 -10 Const ruct ion 5,290 5,083 5,012 + 5 

Unemployment Rate - % SA 
Trade 25,235 24,383 24,248 + 4 

Unemployment Rate - % SA 5.6 5.3 6.1 Government 17,696 17,658 17,303 + 2 

Mfg. Avg. Wkly. Hours 
Serv i ces 25,358 25,231 24,170 + 5 

Mfg. Avg. Wkly. Hours 40.9 41.0 40.9 0 F i n . , I n s . 8 Real E s t . 6,651 6,627 6,539 + 2 
Mfg. Avg. Wkly. Earn. - $ 415 415 404 + 3 T rans . , Com. 8 Pub. U t i l . 5,561 5,510 5,358 + 1 

C i v i l i a n Labor Force - thous. 16,542 16,307 16,327 + 1 Nonfarm Employment - thous. 13,864 13,842 13,467 + 3 
Total Employed - thous. 15,536 15,363 15,227 + 2 Manufacturing 2,385 2,382 2,349 + 2 
Total Unemployed - thous. 1,006 1,025 1,131 - 1 1 Construct ion 789 784 777 + 2 

Unemployment Rate - % SA 
Trade 3,457 3,447 3,355 + 3 

Unemployment Rate - % SA 6.4 6.4 6.6 Government 2,428 2,426 2,361 + 3 

Mfg. Avg. Wkly. Hours 
Serv i ces 3,122 3,122 2,979 + 4 

Mfg. Avg. Wkly. Hours 41,1 41.2 41.1 0 F i n . , I n s . 8 Real E s t . 822 
764 

822 803 + 2 
Mfg. Avg. Wkly. Earn. - $ 369 367 361 + 2 T rans . , Com. 8 Pub. U t i l . 

822 
764 763 746 + 2 

L i v i n a n Laoor horce - thous. 1,862 1,846 1,894 - 2 Nonfarm Employment - thous. 1,527 1,520 1,505 + 1 
Total Employed - thous. 1,720 1,720 1,752 - 2 Manufacturing 374 372 367 + 2 
Total Unemployed - thous. 126 126 142 - 1 1 Construct ion 75 73 74 + 1 

Trade 337 334 332 + 2 
Unemployment Rate - % SA 7.4 7.4 8.1 Government 305 304 302 + 1 

Mfg. Avg. Wkly. Hours 
Serv i ces 282 282 274 + 3 

Mfg. Avg. Wkly. Hours 41.0 .41.0 41.2 - 0 F i n . , I n s . & Real E s t . 70 70 71 - 1 
Mfg. Avg. Wkly. Earn. - $ 368 288 359 + 3 T rans . , Com. 8 Pub. U t i l . 73 72 73 0 

C i v i l i a n Labor Force - thous. 
Total Employed - thous. 
Total Unemployed - thous. 

Unemployment Rate - % SA 

Mfg. Avg. Wkly. Hours 
Mfg. Avg. Wkly. Earn. - $ 

6,104 6,035 5,879 + 4 Nonfarm Employment - thous. 5,094 5,096 4,835 + 5 
5,816 5,731 5,581 + 4 Manufacturing 541 541 528 + 2 

288 304 313 - 8 Construct ion 349 346 338 + 2 
Trade 1,389 1,391 1,309 + 3 

5.0 5.3 5.0 Government 782 778 738 + 6 
Serv i ces 1,393 1,398 1,300 + 7 

40.9 40.7 40.8 + 0 F i n . , I n s . 8 Real E s t . 369 370 359 + 3 
339 335 331 + 2 T rans . , Com. 8 Pub. U t i l . 262 262 255 + 3 

C i v i l i a n Labor Force - thous. 
Total Employed - thous. 
Total Unemployed - thous. 

Unemployment Rate - t SA 

Mfg. Avg. Wkly. Hours 
Mfg. Avg. Wkly. Earn. - $ 

C i v i l i a n Labor Force - thous . 
Total Employed - thous. 
Total Unemployed - thous. 

Unemployment Rate - % SA 

Mfg. Avg. Wkly. Hours 
Mfg. Avg. Wkly. Earn. - $ 

3,144 3,089 3,089 + 2 Nonfarm Employment - thous. 2,793 2,788 2,764 
2,953 2,907 2,937 + 1 Manufactur ing 570 570 571 

191 182 151 +26 Construct ion 149 149 150 
Trade 693 690 691 

6.2 6.2 5.7 Government 490 489 481 
Serv ices 550 549 535 

41.1 41.3 41.7 - 1 F i n . , I n s . 8 Real E s t . 156 156 155 
356 357 352 + 1 T rans . , Com. 8 Pub. U t i l . 177 176 174 

1,908 1,889 1,982 - 4 Nonfarm Employment - thous. 1,498 1,496 1,487 + 1 
1,687 1,687 1,734 - 3 Manufactur ing 168 168 163 + 3 

202 203 248 - 19 Construct ion 82 • 82 82 0 
Trade 363 361 361 + 1 

10.8 10.7 12.7 Government 313 314 317 - 1 
Serv i ces 329 328 320 + 3 

42.0 42.6 41.7 + 1 F i n . , I n s . 8 Real E s t . 85 85 85 
103 

0 
467 467 458 + 2 T rans . , Com. 8 Pub. U t i l . 104 104 

85 
103 + 1 

C i v i l i a n Labor Force - thous. 1,156 
Total Employed - thous. 1,075 
Total Unemployed - thous. 81 

Unemployment Rate - % SA 7.2 

Mfg. Avg. Wkly. Hours 40.0 
Mfg. Avg. Wkly. Earn. - $ 313 

1,153 
1,069 

39.9 
312 

1,156 0 Nonfarm Employment - thous. 
1,041 + 3 Manufactur ing 

115 -30 Construct ion 
Trade 

10.1 Government 
Serv i ces 

+ 0 F i n . , I n s . 8 Real E s t . 
+ 4 T ran s . , Com. 8 Pub. U t i l . 

39.9 
301 

888 886 865 + 3 
233 233 227 + 3 

34 33 34 0 
190 187 186 + 2 
199 200 193 + 3 
143 143 139 + 3 
39 39 38 + 3 
43 43 42 + 2 

2,064 2,057 2,011 + 3 
499 498 496 + 1 
100 100 98 + 2 
485 481 475 + 2 
340 341 330 + 3 
425 422 411 + 3 
102 102 96 + 6 
106 106 99 + 7 

C i v i l i a n Labor Force - thous. 2,378 2,374 
Total Employed - thous. 2,259 2,249 
Total Unemployed - thous. 120 125 

Unemployment Rate - % SA 5.4 5.8 

Mfg. Avg. Wkly. Hours 41.6 41.8 
Mfg. Avg. Wkly. Earn. - $ 369 370 

2,328 + 2 Non farm Employment - thous. 
2,181 + 4 Manufacturing 

147 -18 Construct ion 
Trade 
Government 
Serv i ces 

+ 1 F i n . , I n s . 8 Real E s t . 
+ 1 T rans . , Com. 8 Pub. U t i l , 

6.5 

41.3 
364 

NOTES: All labor force data are from Bureau o f Labor S t a t i s t i c s repor t s supp l ied by s ta te agenc ies . Only the unemployment rate data are 
seasona l l y adjusted. The Southeast data represent the total o f the s i x s t a t e s . 
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EMPLOYMENT 

ANN ANN 
JUN MAY JUN % JUN HAY JUN t 
1988 1988 1987 CHG 1988 1988 1987 CHG 

^ l v i T I T n u S o r F o r c e - t ^ i ou s . 119,517 U ^ o n T a r m ^ m p f o ^ 102,910 
Total Employed - thous. 116,209 114,222 113,498 + 2 Manufacturing 19,642 19,445 19,091 + 3 
Total Unemployed - thous. 6,819 6,553 7,655 -11 Construction 5,495 5,290 5,176 + 6 Total Unemployed - thous. 

Trade 25,529 25,235 24,518 + 4 
Unemployment Rate - % SA 5.3 5.6 6.1 Government 17,363 17,696 17,051 + 2 Unemployment Rate - % SA 

Services 25,593 25,358 24,341 + 5 
Mfg. Avg. Wkly. Hours 41.1 40.9 41.1 0 F i n . , I n s . & Real Es t . 6,729 6,651 6,616 + 2 
Mfg. Avg. Wkly. Earn. - $ 418 415 406 + 3 Trans., Com. & Pub. U t i l . 5,615 5,561 5,398 + 4 

TTvTTian Labor Force - tnous. iirff?^ T 6 7 ? 0 8 N^farmfcrnpTo ym e n t - t p u s . 137878^ iT^fS i + 3 
Total Employed - thous. 15,544 15,536 15,248 + 2 Manufacturing 2,393 2,385 2,363 + 1 
Total Unemployed - thous. 1,047 1,006 1,190 -18 Construction 796 789 785 + 1 Total Unemployed - thous. 

Trade 3,457 3,457 3,368 + 3 
Unemployment Rate - % SA 6.1 6.4 6.6 Government 2,401 2,428 2,311 + 4 Unemployment Rate - % SA 

Services 3,135 3,122 2,995 + 5 
Mfg. Avg. Wkly. Hours 41.6 41.1 41.4 + 0 F i n . , I n s . & Real Es t . 827 822 812 + 2 
Mfg. Avg. Wkly. Earn. - $ 373 369 362 + 3 Trans., Com. & Pub. U t i l . 768 764 751 + 2 

T i v T T i a n LaborForee - T ^ o u s T " 1,862 ^^^numts^fo^Knz^xMusT^ + 2 
Total Employed - thous. 1,736 1,720 1,770 - 2 Manufacturing 378 374 370 + 2 
Total Unemployed - thous. 128 126 143 -10 Construction 77 75 76 + 1 Total Unemployed - thous. 

Trade 339 337 334 + 2 
Unemployment Rate - % SA 7.0 7.4 7.8 Government 310 305 295 + 5 Unemployment Rate - % SA 

Services 283 282 277 + 2 
Mfg. Avg. Wkly. Hours 41.4 41.0 41.6 - 0 F i n . , I n s . & Real Es t . 71 70 71 0 
Mfg. Avg. Wkly. Earn. - $ 370 368 363 + 2 Trans., Com. & Pub. U t i l . 73 73 73 0 

W P 
530 + 
342 + 

1,309 + 
726 + 

1,307 + 
363 + 
256 + 

C i v i l i a n tabor Force - thous. 
Total Employed - thous. 
Total Unemployed - thous. 

Unemployment Rate - % SA 

Mfg. Avg. Wkly. Hours 
Mfg. Avg. Wkly. Earn. - $ 

5,8 

4.6 

41.0 
343 

5,104 
5,816 

5.0 

40.9 
339 

5,883 
5,570 

313 

5.0 

41.1 
333 

+ 5 

- 0 
+ 3 

Employment - thous. 
Manufacturing 
Construction 
Trade 
Government 
Serv ices 
F in . , I n s . & Real Es t . 
Trans. , Com. & Pub. U t i l . 

5,083 
540 
351 

1,384 
771 

1,395 
371 
262 

5,094 
541 
349 

1,389 
782 

1,393 
369 
262 

cTvTf ianLabor Force - thous. ~ 3 7 Ï 4 7 "17141 37101 + 1 ^ Nonfarm Employment - thous. T 7 8 0 r ¿7/93 27780 
Total Employed - thous. 2,948 2,953 2,924 + 1 Manufacturing 570 570 572 - 0 
Total Unemployed - thous. 199 191 177 +12 Construction 151 149 152 - 0 

Trade 695 693 696 - 0 
Unemployment Rate - % SA 6.1 6.2 5.0 Government 487 490 478 + 2 

Serv ices 556 550 541 + 3 
Mfg. Avg. Wkly. Hours 41.4 41.1 42.3 - 2 F in . , I n s . & Real Es t . 157 156 157 0 
Mfg. Avg. Wkly. Earn. - $ 357 356 358 - 0 Trans., Com. 8 Pub. U t i l . 177 177 175 + 1 

CTVTnanLabor Force - thous. 1,925 17908 17990 Nonfa rmEmpTo^nent^TteusT i749ö i ,4§8 + 1 
Total Employed - thous. 1,699 1,687 1,739 - 2 Manufacturing 169 168 164 + 3 
Total Unemployed - thous. 202 202 281 -28 Construction 82 82 81 + 1 Total Unemployed - thous. 

Trade 364 363 364 + 0 
Unemployment Rate - % SA 10.2 10.8 10.9 Government 311 313 309 - 1 Unemployment Rate - % SA 

Services 329 329 320 + 3 
Mfg. Avg. Wkly. Hours 42.9 42.0 41.5 + 3 F i n . , I n s . & Real Es t . 85 85 86 - 1 
Mfg. Avg. Wkly. Earn. - $ 474 467 450 + 5 Trans. , Com. & Pub. U t i l . 105 104 104 + 1 

C m n ^ L a D o r ^ ^ c e ^ t n o u s . lTif l ) 1,156 - Z Nonra r m EmpTo5menF^tnoij s . 884 
Total Employed - thous. 1,059 1,075 1,044 + 1 Manufacturing 235 233 229 + 3 
Total Unemployed - thous. 90 81 123 -27 Construction 35 34 35 0 Total Unemployed - thous. 

Trade 191 190 187 + 2 
Unemployment Rate - % SA 7.4 7.2 10.0 Government 189 199 184 + 3 Unemployment Rate - % SA 

Services 145 143 139 + 4 
Mfg. Avg. Wkly. Hours 40.7 40.0 40.2 + 1 F in . , I n s . S Real E s t . 39 39 39 0 
Mfg. Avg. Wkly. Earn. - $ 319 313 304 + 5 Trans. , Com. & Pub. U t i l . 43 43 42 + 2 

m C i v i l i a n Labor Force - thous. 
Total Employed - thous. 
Total Unemployed - thous. 

Unemployment Rate - % SA 

Mfg. Avg. Wkly. Hours 
Mfg. Avg. Wkly. Earn. - $ 

2,365 2,378 2,354 + 1 Nonfarm Employment - thous. 
2,237 2,259 2,201 + 5 Manufacturing 

127 120 153 -17 Construction 
Trade 

5.4 5.4 6.7 Government 
Services 

41.9 41.6 41.7 + 1 F i n . , I n s . & Real Es t . 
374 369 367 + 2 Trans., Com. » Pub. Uti l 

502 
102 
481 
333 
428 
104 
107 

100 
485 

425 
102 

498 + 1 
9 9 + 2 

319 
412 
97 
99 

2 
+ 3 
+ 3 
+ 6 
+ 7 

NOTES: Al l labor force data are from Bureau of Labor S t a t i s t i c s reports suppl ied by state agencies. Only the unemployment rate data are 
seasonal ly adjusted. The Southeast data represent the total of the s i x s ta tes . 
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t t 2 I CONSTRUCTION 

12-month cumulative rate 

Nonresidential Bu i ld ing Permits 
Total Nonresidential 

I ndus t r i a l B ldgs. 
Off ices 
Stores 
Hosp i ta l s 
Schools 

SOUTHEAST i ^ H M H I H 
Nonresidential Bu i ld ing Permits 

Total Nonresidential 
Indust r ia l B ldgs. 
Of f ices 
Stores 
Hosp i ta l s 
Schools 

ANN 
MAY APR MAY % 
1988 1988 1987 CHG 

5 M i l . 
50,437 50,200 47,289 + 7 

7,143 7,232 8,250 -13 
13,045 12,985 13,840 - 6 
13,400 13,363 12,095 +11 
2,335 2,229 2,449 - 5 
1,081 1,092 1,192 - 9 

MAY 
1988 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami ly un i t s 
Mult i fami ly units 

Total Bu i ld ing Permits 
Value - $ M i l . 

995.6 

ANN 
APR MAY % 
1988 1987 CHG 

93,196 96,230 - 2 

1007.2 1069.4 - 7 
462.0 589.2 -22 

140,102 143,530 - 2 

5 M i l . 
7,751 7,780 7,787 - 0 

809 814 1,058 - 24 
1,869 1,911 1,868 + 0 
2,426 2,417 2,412 + 1 

507 495 416 + 22 
261 264 146 + 79 

Nonresidential Bu i ld ing Permits - $ M i l . 
Total Nonresidential 493 511 

Indust r ia l B ldgs. 23 22 
Of f ices 158 161 
Stores 175 189 
Hospita ls 16 16 
Schools 24 22 

67 
169 

Nonresidential Bu i ld ing Permits 
Total Nonresidential 

I ndus t r i a l B ldgs. 
Off ices 
Stores 
Hospita ls 
Schools 

Mi l . 
3,723 

361 
3,702 

369 
3,752 

399 
- 1 
- 10 

815 821 841 - 3 
1,062 

193 
1,057 

182 
1,154 

288 
- 8 
- 33 

95 96 34 +179 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami ly un i t s 
Mul t i fami ly units 

Total Bu i ld ing Permits 
Value - $ M i l . 

15,651 15,557 15,765 - 1 

201.9 202.4 205.4 - ? 
102.8 100.9 120.6 -15 

23,374 23,336 23,513 - 1 

Residential Bu i ld ing Permits 
- 14 Value - $ M i l . 606 601 667 - 9 
- 66 Residential Permits - Thous. 
- 7 S ing le - fami ly units 9.9 10.0 11.0 -10 
- 5 Mul t i fami ly un i t s 3.4 3.3 6.1 -44 
+ 23 Total Bu i ld ing Permits 
+ 14 Value - $ M i l . 1,099 1,112 1,237 - 11 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami l y units 
Mul t i fami ly un i t s 

Total Bu i ld ing Permits 
Value - $ M i l . 

8,968 8,944 8,772 + 2 

113.8 115.4 108.3 + 5 
71.4 70.9 78.3 - 9 

12,691 12,647 12,523 + 1 

Nonresidential Bu i ld ing Permits - $ M i l . 
Total Nonresidential 

I ndus t r i a l B ldgs . 
Off ices 
Stores 
Hospita ls 
Schools 

1,905 
244 

1,950 
245 

1,787 
310 

+ 7 
- 21 

545 
588 

580 
578 

446 
548 

+ 22 
+ 7 

123 123 20 +515 
101 103 42 +140 

Nonresidential Bu i ld ing Permits - $ M i l . 
Total Nonresidential 

I ndus t r i a l B ldgs. 
Off ices 
Stores 
Hospita ls 
Schools 

358 368 445 - 20 
15 16 37 - 58 
61 62 91 - 33 

157 161 135 + 16 
106 106 34 +212 

9 12 36 - 75 

Nonresidential Bu i ld ing Permits 
Total Nonresidential 

Indust r ia l B ldgs. 
Off ices 
Stores 
Hospita ls 
Schools 

$ M i l . 
'19 224 233 - 6 
29 28 22 + 32 
52 56 55 - 5 
61 63 81 - 25 
17 16 24 - 29 
13 12 8 + 63 

Nonresidential Bu i ld ing 
Total Nonresidential 

Indust r ia l B ldgs. 
Of f ices 
Stores 
Hosp i ta l s 
Schools 

Permits - $ M i l . 
1,054 1,024 1,001 + 5 

136 133 223 - 39 
239 231 267 - 10 
384 368 308 + 25 
53 52 37 + 43 
19 19 6 +217 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami ly un i t s 
Mult i fami ly un i t s 

Total Bui ld ing Permits 
Value - $ M i l . 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami l y un i t s 
Mul t i fami ly un i t s 

Total Bu i ld ing Permits 
Value - $ M i l . 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami l y un i t s 
Mult i fami ly un i t s 

Total Bui ld ing Permits 
Value - $ M i l . 

Residential Bu i ld ing Permits 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami l y un i t s 
Mult i fami ly units 

Total Bu i ld ing Permits 
Value - $ M i l . 

3,665 3,610 3,613 + 1 

45.5 46.8 49.5 - 8 
18.8 18.3 19.8 - 5 

5,570 5,560 5,400 + 3 

389 396 361 + 8 

6.1 6.4 7.3 -16 
0.5 0.5 1.7 - 71 

747 764 884 -15 

285 286 320 - 11 

4.7 4.8 5.3 - 11 
1.4 1.1 1.7 -18 

504 510 553 - 9 

.,738 1,719 1,915 - 9 

21.9 22.0 23.6 - 7 
7.2 6.8 13.0 -45 

1,763 2,743 2,916 - 5 

NOTES: Data suppl ied by the U.S. Bureau of the Census, Housing Units Authorized By Bu i ld ing Permits and Publ ic Contracts, C-40. 
Nonresidential data exclude the cost of construct ion for publ ic ly owned bu i ld ing s . The Southeast data represent the total of the 
s i x s ta tes . 
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CONSTRUCTION 

ANN ANN 
JUN HAY JUN % JUN HAY JUN % 

12-month cumulative rate 1988 1988 1987 CHG 1988 1988 1987 CHG 

Nonresidential Bu i ld ing Permits - 5 Mi 1. . Residential Bu i ld ing Permits 
Total Nonresidential 50,612 50,437 47,747 + 6 Value - $ M i l . 94,377 93,892 96,733 - 2 

Indust r ia l B ldgs. 7,323 7,143 8,127 - 10 Residential Permits - Thous. 
Off ices 12,773 13,045 14,071 - 9 S ing le - fami ly un i t s 992.1 995.6 1068.8 - 7 
Stores 13,679 13,400 12,230 + 12 Mul t i fami ly un i t s 462.5 460.6 572.1 - 19 
Hospita ls 2,315 2,335 2,531 - 8 Total Bu i ld ing Permits 
Schools 1,079 1,081 1,204 10 Value - $ M i l . 141,697 141,036 144,481 - 2 

Nonresidential Bu i ld ing Permits - ? Mi 1. Residential Bull " ng Termits 
Total Nonresidential 7,743 7,751 7,836 - 1 Value - $ M i l . 15,692 15,651 15,882 - 1 

Indust r ia l B ldgs. 777 809 1,050 - 26 Residential Permits - Thous. 
Off ices 1,891 1,869 1,833 + 3 S ing le - fami l y units 200.5 201.9 207.1 - 3 
Stores 2,469 2,426 2,428 + 2 Mul t i fami ly un i t s 106.0 102.8 115.0 - 8 
Hospita ls 484 507 436 + 11 Total Bui ld ing Permits 
Schools 237 261 . 174 + 36 Value - $ M i l . 23,406 23,374 23,567 - 1 

Nonresidential Bu i ld ing Permits - ! ™iT. Residential Bu i ld ing Permits 
Total Nonresidential 508 493 566 - 10 Value - $ M i l . 588 606 685 -14 

Indust r ia l B ldgs. 22 23 59 - 63 Residential Permits - Thous. 
Of f ices 175 158 166 + 5 S ing le - fami l y units 9.9 9.9 10.9 - 9 
Stores 177 175 185 - 4 Mul t i fami ly un i t s 2.8 3.4 6.5 -57 
Hospita ls 14 16 14 0 Total Bu i ld ing Permits 
Schools 18 24 26 - 31 Value - $ M i l . 1,097 1,099 1,252 -12 

Nonresidential BuTT3irig "Permits -
Total Nonresidential 

Indust r ia l B ldgs. 
Off ices 
Stores 
Hosp i ta l s 
Schools 

3,689 3,723 3,776 - 2 Value - $ M i l . 9,008 8,968 8,934 + 1 
333 361 426 - 22 Residential Permits - Thous. 
816 815 814 + 0 S ing le - fami l y un i t s 112.7 113.8 111.1 + 1 

1,062 1,062 1,167 - 9 Mu l t i fami ly units 74.9 71.4 73.4 + 2 
173 193 302 - 43 Total Bu i ld ing Permits 
97 95 36 +169 Value - $ M i l . 12,698 12,691 12,710 - 0 

NonresidehtTaTBuiTciing p e r S n t s - ^ m . Residentìà ITJù11 cfl ng Permits 
Total Nonresidential 1,916 1,905 1,792 + 7 Value - $ M i l . 3,682 3,665 3,555 + 4 

I ndus t r i a l B ldgs. 252 244 276 - 9 Residential Permits - Thous. 
3,665 3,555 + 4 

•Offices 551 545 440 + 25 S ing le - fami l y un i t s 45.3 45.5 48.9 - 7 
Stores 613 588 548 + 12 Mul t i fami ly un i t s 18.6 18.8 19.8 - 6 
Hosp i ta l s 124 123 20 +520 Total Bu i ld ing Permits 
Schools 83 101 60 + 38 Value - $ M i l . 5,599 5,570 5,346 + 5 

Total Nonresidential 354 358 453 - 22 
Indus t r i a l B ldgs. 22 15 37 - 40 
Off ices 60 61 92 - 35 
Stores 146 157 143 + 2 
Hospital s 105 106 34 +209 
Schools 9 9 35 - 74 

es ident ia l m n l d i n g 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami ly un i t s 
Mul t i fami ly un i t s 

Total Bu i ld ing Permits 
Value - $ M i l . 

385 389 480 -20 

5.9 6.1 7.4 -20 
0.9 0.5 1.7 -47 

739 747 894 -17 

Total Nonresidential 219 219 237 - 8 Value - $ M i l . 293 285 320 - 8 
I ndus t r i a l B ldgs. 23 29 31 - 26 Residential Permits - Thous. 
Off ices 54 52 55 - 2 S ing le - fami l y un i t s 4.7 4.7 5.3 -11 
Stores 64 61 75 - 15 Mul t i fami ly un i t s 1.8 1.4 1.5 +20 
Hospita ls 19 17 24 - 21 Total Bu i ld ing Permits 
Schools 13 13 9 + 44 Value - $ M i l . 512 504 558 - 8 

Total Nonresidential 
Indust r ia l B ldgs. 
Off ices 
Stores 
Hospital s 
Schools 

1,057 
124 
235 
407 
50 
17 

1,054 1,012 + 4 
136 221 - 44 
239 267 - 12 
384 311 + 31 
53 42 + 19 
19 8 +113 

ResTdentTaT 
Value - $ M i l . 

Residential Permits - Thous. 
S ing le - fami l y un i t s 
Mul t i fami ly units 

Total Bu i ld ing Permits 
Value - $ M i l . 

1,735 1,738 1,907 - 9 

22.1 21.9 23.4 - 6 
7.1 7.2 12.1 -41 

2,762 2,763 2,807 - 2 

NOTES: Data supplied by the U.S. Bureau of the Census, Housing Units Authorized By Bu i ld ing Permits and Public Contracts , C-40. 
Nonresidential data exclude the cost of construct ion for pub l i c l y owned bu i ld ing s . The Southeast data represent the total of the 
s i x s ta tes . 
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GENERAL 

LATEST 
DATA 

CURR 
PERIOD 

PREV 
PERIOD 

YEAR 
AGO 

ANN 
t 

CHG 
JULY 
1988 

JUNE 
1988 

JULY 
1987 

ANN 
Ï 

CHG 

Agr icu l ture 
+ 6 Prices Rec 'd by Farmers 

Index (1977=100) 142 137 129 +10 
B ro i l e r Placements (thous.) 92,563 94,804 90,647 + 2 

+ 3 Calf Pr ices ($ per cwt.) 85.00 86.70 80.70 + 5 
B ro i l e r Pr ices (t per l b . ) 42.10 36.70 8.10 +50 

+ 4 Soybean Prices ($ per bu.) 8.87 8.56 5.20 +71 
+28 + 1 B ro i l e r Feed Cost ($ per ton) (Q3)248 (Q2)181 (Q3)193 
+71 
+28 

Agr iculture 

Personal Income 
{$ b i l . - SAAR) 

Plane Pass. A r r . (thous.) 
Petroleum Prod, (thous.) 
Consumer Price Index 

1967=100 
Kilowatt Hours - m i l s . 
SOUTHEAST 
Personal Income 

($ b i l . - SAAR) 

Plane Pass. Arr . (thous.) 
Petroleum Prod, (thous.) 
Consumer Price Index 

1967=100 
JCilowatt Hours - m i l s . 

Ql 

MAY 

JUNE 
HAY 

3,884.3 3,855.2 3,652.5 

N.A. 
8,444.0 

353.5 

N.A. 
8 , 1 8 1 . 0 

352.0 
192.0 

N.A. 
8,237.0 

340.1 

Ql 480.0 475.1 447.2 + 7 

MAY 5,920.4 6,083.3 6,059.1 - 2 
MAY 1,310.0 1,319.0 1,426.0 - 8 

N.A. N.A. N.A. 
MAY 31.3 30.7 31.4 - 0 

Pr ices Rec 'd by Farmers 
Index (1977=100) 136 126 94 

B ro i l e r Placements (thous.) 39,638 40,539 37,388 
Calf Pr ices ($ per cwt.) 85.28 82.89 80.63 
B ro i l e r Pr ices ( i per l b . ) 42.15 34.86 26.21 
Soybean Prices ($ per bu.) 9.06 8.62 5.34 

_Broj ler Feed Cost ($ per ton) (03)226 (Q2)163 (Q3)18! 

+61 
+70 
+25 

Personal Income 
($ b i l . - SAAR) 

Plane Pass. A r r . (thous.) 
Petroleum Prod, (thous.) 
Consumer Price Index 

1967=100 
Kilowatt. Hours - m i l s . 

Ql 50.2 49.8 47.1 + 7 

MAY 
MAY 

175.0 
57.0 

158.9 
56.0 

182.0 
56.0 

- 4 
+ 2 

N.A. N.A. N.A. 
4.5 - 2 

N.A. 
4.5 - 2 

Agr icu l ture 
Farm Cash Receipts - $ m i l . 

Dates: JAN., MAY 
B ro i l e r Placements (thous.) 
Calf Pr ices ($ per cwt.) 
B ro i l e r Pr ices (£ per l b . ) 
Soybean Prices ($ per bu.) 

. B r o i l e r Feed Cost ($ per ton) 

946 724 +31 
14,177 14,681 13,024 + 9 
82.70 74.40 79.00 + 5 
40.00 35.00 25.00 +60 

9.45 8.85 5.29 +79 
+ 1/ 

Personal Income 
($ b i l . - SAAR) 

Plane Pass. Arr . (thous.) 
Petroleum Prod, (thous.) 
Consumer Price Index 

1977=100 MIAMI 
Kilowatt Hours - m i l s . 

MAY 
MAY 

193.0 190.9 177.4 + 9 

+ 3 
- 9 

+ 4 
+ 3 

Agricul ture 
Farm Cash Receipts - $ mi l . 

Dates: JAN., MAY 3,113 
B ro i l e r Placements (thous.) 2,409 2,426 
Cal f Pr ices ($ per cwt.) 95.80 96.70 
Bro i le r Pr ices (t per l b . ) 42.40 35.10 
Soybean Prices ($ per bu.) 9.45 8.85 

,Bro.i 1 er Feed Cost ($ per_tonl. 216 158 

2,830 +10 
2,430 - 1 
84.20 +14 
26.60 +60 
5.29 +79 

185 +17 

Personal Income 
($ b i l . - SAAR) Ql 

Plane Pass. Arr . (thous.) MAY 
Petroleum Prod, (thous.) 
Consumer Price Index 

1967=100 
Kilowatt Hours - m i l s . MAY 

91.6 

2,137.8 
N.A. 

5.4 

91.1 

2,095.9 
N.A. 

N.A. 
5.0 

85.3 

2,301.8 
N.A. 

N.A. 
5.6 

+ 7 

- 7 

- 4 

Agr icu l ture 
Farm Cash Receipts - $ mi l . 

Dates: JAN., MAY 1,034 
B ro i l e r Placements (thous.) 15,780 15,939 
Cal f Pr ices ($ per cwt.) 76.90 75.90 
B ro i l e r Pr ices ( i per l b . ) 42.50 34.00 
Soybean Pr ices ($ per bu.) 9.02 7.64 
Bro i le r Feed Cost '.58 

Agr icu l ture 
Farm Cash Receipts - $ mil 

Dates: JAN., MAY 
B ro i l e r Placements (thous.) 
Calf Pr ices ($ per cwt.) 
B ro i l e r Pr ices ( i per l b . ) 
Soybean Pr ices ($ per bu.] 

Feed. Cos t ( 5 

986 
14,951 
76.70 
25.50 
5.15 

185 

+ 5 

+67 
+75 
+17 

Personal Income 
($ b i l . - SAAR) Ql 52.5 

Plane Pass. A r r . (thous.) MAY 343.6 
Petroleum Prod, ( thous. ) MAY 1,157.0 
Consumer Price Index 

1967=100 N.A. 
Kilowatt Hours - mi l s , MAY 4.5 

51.9 

340.9 
1 , 1 6 6 . 0 

50.4 + 4 

346.7 
1 , 2 6 8 . 0 

N.A. 
4,7 

- 1 
- 9 

470 
N.A. 

91.00 
N.A. 

:1er Fi 

N.A. 
86.00 
N.A. 
'8.59 

185 

362 +30 
N.A. 

86.00 + 6 
N.A. 
5.46 +63 

165 +61 

Personal Income 
($ b i l . - SAAR) Ql 

Plane Pass. Arr . (thous.) MAY 
Petroleum Prod, (thous.) MAY 
Consumer Price Index 

1967=100 
Kilowatt Hours - m i l s . MAY 

27.8 

42.0 
75.0 

N.A. 
2.1 

27.3 

39.1 
75.0 

N.A. 
2.0 

26.6 

48.1 
79.0 

N.A. 
2.1 

Agr iculture 

Personal Income 
($ b i l . - SAAR) 

Plane Pass. Arr . (thous.) 
Petroleum Prod, (thous.) 
Consumer Price Index 

1967=100 
Kilowatt Hours - m i l s . 

+ 5 Farm Cash Receipts - $ mi l . 
Dates: JAN., MAY 692 

+13 B ro i l e r Placements (thous.) 7,272 7,493 6,982 + 4 
- 5 Calf Pr ices ($ per cwt.) 82.90 84.50 80.20 + 3 

B ro i le r Pr ices ( i per l b . ) 44.70 36.20 29.30 +53 

0 
Soybean Prices ($ per bu.) 8.84 8.87 5.37 +65 

0 
wMäi~ 1 e r F e e d i l * 4 D e r t o n ' 

266 185 165 +61 

Ql 64.9 64.1 60.4 

MAY 363.1 334.8 392.9 
N.A. N.A. N.A. 

N.A. N.A. N.A. 
MAY 5.3 5.5 5.2 

+ 7 
Agr icu l ture 

Farm Cash Receipts - $ m i l . 
Dates: JAN., MAY 741 665 +11 

8 B ro i le r Placements (thous.) N.A. N.A. N.A. 
+11 

Cal f Pr ices ($ per cwt.) 82.50 80.50 79.30 + 4 
B ro i l e r Pr ices ( i per l b . ) N.A. N.A. N.A. 
Soybean Prices ($ per bu.) 8.96 9.27 5.38 +67 

2 B ro i l e r Feed Cost ($ per ton) 261 197 208 +25 

NOTES: Personal Income data suppl ied by U.S. Department of Commerce. Taxable Sales are reported as a 12-month cumulative t o t a l . Plane 
Passenger A r r i v a l s are col lected from 26 a i r po r t s . Petroleum Production data suppl ied by U.S. Bureau of Mines. Consumer Price 
Index data supplied by Bureau of Labor S t a t i s t i c s . Agr icu l ture data supplied by U.S. Department of Agr icu l ture. Farm Cash 
Receipts data are reported as cumulative for the calendar year through the month shown. B ro i l e r placements are an average 
weekly rate. The Southeast data represent the total of the s i x s ta tes . N.A. = not ava i lab le . The annual percent change 
ca lcu lat ion i s based on most recent data over pr ior year. R = revised. 
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