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The Relationship between 
the S&P 500 Index 
and S&P 500 Index Futures Prices 

Ira G. Kawaller, Paul D. Koch, and Timothy W. Koch 

The Standard and Poor's 500 Index and the related index futures prices are influenced by their own histories, 
each other's movements, and current market information. This study explores the temporal relationship between 
these two important market indicators and measures the change in this relationship as futures expiration day 
approaches. 

The advent of markets for stock index futures 

and options has profoundly changed the nature 

of trading on stock exchanges. These markets 

offer investors flexibility in altering the com-

position of their portfolios and in timing their 

transactions. Futures and options markets also 

provide opportunities to hedge the risks in-

volved with holding diversified equity port-

folios. As a consequence, significant portions of 

cash market equity transactions are now tied to 

futures and options market activity. 

The effect of the stock index futures and 

options markets on traditional stock trading has 

aroused both the ire of critics and the acclaim of 

supporters. Critics allege that futures trading 

unduly influences the underlying equity mar-

kets, especially on days when futures contracts 

expire. For example, on various expiration days 

The authors are Director of the New York office of the 
Chicago Mercantile Exchange; Associate Professor of Fi-
nance at the University of Kansas and former visiting scholar 
at the Federal Reserve Bank of Atlanta; and Chair of Banking 
at the University of South Carolina, respectively. These views 
are the authors'and do not necessarily reflect those of the 
Chicago Mercantile Exchange, the Federal Reserve Bank of 
Atlanta, or the Federal Reserve System. A more comprehen-
sive description of this study, which reports the theoretical 
model and empirical results in detail, was published as 
"The Temporal Price Relationship between S&P500 Futures 
Prices and the S&P 500 Index," The Journal of Finance 

(December 1987). 

from 1984 to 1985, the stock markets closed with 

equity prices either rising or falling dramatically 

during the final hour of trading.1 The phenom-

enon of sharp price swings and the seeming 

relation to futures market activity has, especially 

in the wake of the October 19,1987, stock market 

crash, prompted various suggestions for mod-

ifying the design of the contracts to lessen their 

impact on the market.2 (For a related discussion, 

see this issue's Book Review by Peter A. Abken 

on p. 36.) 

Proponents of futures markets, on the other 

hand, do not view the final-day price swings as a 

problem, since the swings are generally tem-

porary and nonsystematic. In fact, proponents 

argue that such markets provide an important 

price discovery function and offer an alternative 

marketplace for adjusting equity exposure. The 

term price discovery function refers to the 

ability to use a certain market indicator—in this 

case, stock index futures—to forecast upcoming 

changes in the prices of securities. For the price 

discovery function to be most helpful, though, 

an investor must be able to determine when a 

change in the futures market will be reflected in 

the underlying market. 

This article addresses some basic questions 

that have a fundamental bearing on the debate 

between the critics and advocates of futures 

markets. Do intraday movements in the index 

futures price provide predictive information 
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about subsequent movements in the index, or 

do movements in the index presage futures 

price changes? Is the price relationship dif-

ferent on expiration days and the days leading 

up to expiration? 

Analysis of the Standard and Poor's (S&P) 500 

futures and the S&P 500 index can help answer 

these questions. This article shows that lags 

exist not only between movements in index 

futures prices and subsequent movements in 

the index, but also between the index and sub-

sequent index futures prices, though these lags 

are not symmetrical. The index lags behind the 

index futures price by up to 45 minutes, but the 

index futures price tends to trail the index only 

briefly. Examination of the lagged relationships 

on expiration days and the days prior to them 

indicates that the relationships are remark-

ably stable, implying that neither expiration day 

volatility nor the climate preceding these days 

interferes with the price discovery function that 

index futures seem to offer.3 

An Overview of the S&P 500 Index 
and Index Futures 

The S&P 500 stock index represents the 

market value of all outstanding common shares 

of 500 firms selected by Standard and Poor's. 

Prior to April 6,1988, this group always consisted 

of 400 industrials, 40 financial institutions, 40 

utilities, and 20 transportation firms.4 Though all 

of the shares are not traded on the New York 

Stock Exchange (NYSE), the cumulative market 

value equals approximately 80 percent of the 

aggregate value of NYSE-listed stocks. The 

index changes whenever the price and thus the 

cumulative market value of any underlying stock 

changes. 

An S&P 500 futures contract represents the 

purchase or sale of a hypothetical basket of the 

500 stocks underlying the S&P 500 index, set in a 

proportion consistent with the weights set by 

the index, with a market value equal to the 

futures price times a multiplier of 500. The 

futures price should be tied to the cost of invest-

ing in and carrying an S&P 500 look-alike basket 

of stocks until the expiration of the index future. 

The cost of carry incorporates transactions fees, 

taxes, and the expense of financing the invest-

ment, minus the dividends derived from the 

basket of stocks and any additional reinvest-

ment income. 

As a requirement for gaining access to the 

market, traders must post an initial margin 

deposit or collateral equal to a fraction of the 

futures contract market value (price x 500). 

Futures prices change intermittently through-

out each trading day, and at day's end traders 

must cover any losses when prices move against 

FEDERAL RESERVE BANK OF ATLANTA 
3 

Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



them. Alternatively, they may withdraw any prof-

it in excess of their initial margin requirement 

should prices move favorably During the period 

from which data for this study were drawn, con-

tracts expired on the third Fridays of March, 

June, September, and December, with the 

futures contracts marked to the closing index 

value at 4:15 p.m., Eastern time.5 

Basic Functions 

of Stock Index Futures 

Stock index futures typically serve three 

functions: trading, hedging, and arbitrage. First, 

traders can take speculative positions in futures 

to take advantage of anticipated broad market 

price movements. Second, hedging, which in-

volves the purchase or sale of index futures in 

anticipation of an intended cash market trade, 

compensates for adverse price moves in the 

cash market, and thus reduces aggregate risk. 

Simple hedges typically involve the purchase 

(sale) of an asset in the cash market and sale 

(purchase) of futures contracts on the same 

asset. As long as the cash-futures spread re-

mains the same and the costs of effecting and 

financing the transaction are covered, gains 

(losses) on the cash market purchase are coun-

tered by losses (gains) on the future. The investor 

thus may mitigate the risk of loss and the pos-

sibility of gain on the cash market purchase. 

Arbitrage is a third strategy served by stock 

index futures. It involves the simultaneous 

purchase and sale of stocks and futures and 

subsequently enables an investor to capture 

profits from realignments of relative prices 

following an apparent inconsistency in the 

index and the index futures price. When the 

index futures price moves outside the range 

determined by the cost of the look-alike basket 

and the cost of carry, arbitrage will tend to drive 

the futures price and the index toward their 

cost-of-carry relationship. If the actual futures 

price is higher than the cost of the look-alike 

basket and the cost of carry, the futures contract 

is overvalued, justifying the purchase of the 

look-alike basket of stocks and the simultane-

ous sale of the futures contract. If the futures 

price falls below the price of the look-alike 

portfolio plus the cost of carry, the futures con-

tract is undervalued, and the reverse trade 

would be profitable. In both cases, the arbitrage 

transactions realign the futures price and the 

index. 

Because physical delivery does not take 

place, the futures contract is said to be "settled 

in cash." Cash settlement is an important fea-

ture of stock index futures. An arbitrageur who 

has sold futures and bought the underlying bas-

ket of stocks does not deliver the basket of 

stocks to the investor who bought futures. 

Instead the arbitrageur must sell the basket of 

stocks. Any open futures positions are marked 

to the final settlement index calculation when 

the futures expire. Once the arbitrageur pays or 

receives the value of the price change from the , 

prior day, the position is closed. A common 

practice for arbitrageurs, however, is to trade 

large blocks of stocks or whole portfolios at 

prices tied to closing prices on the futures 

expiration days. As a result, these large volumes 

of orders late in the day have tended, on some 

occasions, to create at least temporary imbal-

ances in the cash equity markets. 

Movements in Futures Prices. Numerous 

studies have explained the price relationship 

between stock index futures and the underly-

ing stocks in terms of arbitrage behavior. Fu-

tures prices normally vary relative to stock 

prices within ranges that are not sufficient to 

trigger arbitrage. In fact, arbitrage opportunities 

are often not available. A number of scholars 

have attempted to identify and measure arbi-

trage trading boundaries.6 Their results indi-

cate that the futures to cash price differential, 

referred to as the basis, should fall within 

boundaries determined by the cost of carry. 

Because market interest rates have historically 

exceeded the dividend rate on common stocks, 

the "fair value" or theoretical stock index fu-

tures price normally exceeds the stock index.7 

Conventional wisdom among professional 

traders dictates that movements in the S&P 500 

futures price affect market expectations of sub-

sequent movements in cash prices. The futures 

price presumably embodies all available infor-

mation regarding events that will affect cash 

prices. Purchase or sale of index futures re-

quires one transaction, while purchase or sale of 

a look-alike portfolio generally involves 200 or 

more stocks and a minimum $5 million invest-

ment. Consequently, the index futures price is 
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likely to respond to new information more quick-

ly than cash market prices in general and, thus, 

more quickly than the S&P 500 index. This lag of 

the index behind the futures price results be-

cause the underlying stocks must be traded in 

order for the index to reflect a change in value. 

Since most index stocks do not trade each 

minute, the cash market responds to the new 

information with a lag.8 S&P 500 index move-

ments may similarly convey information about 

subsequent price variation in the futures con-

tract; however, the lag of the futures price 

behind the index is likely to be much shorter 

than the lag of the index behind the futures 

price. 

If new information on the health of the econ-

omy is bullish, a trader has the choice of buying 

either S&P 500 futures or the underlying stocks. 

While the futures trade can be effected im-

mediately with little up-front cash, actual stock 

purchases require a greater initial investment 

and may take longer to implement since they 

require a subsequent stock selection. This pref-

erence for index futures as a vehicle for specula-

tive transactions explains why changes in futures 

prices may lead changes in stock prices and the 

S&P 500 index. Futures prices may thus provide 

an indicator of forthcoming cash prices, which 

follow when investors who are unwilling or un-

able to use futures incorporate the same infor-

mation that led to changes in futures prices into 

their own cash market transactions. 

Changes in the S&P 500 index can also lead 

changes in the futures price, if the value of the 

index conveys information that affects futures 

prices. Futures traders are likely to incorporate 

recent changes in the index in their pricing 

decisions. For example, if the index declines 

because investors are selling stocks connected 

with options trading, the decline may induce a 

change in sentiment that is reflected in subse-

quent futures prices.9 

Potential lead and lag patterns between 

index futures and the index are complicated by 

two more possible relationships: the futures 

and the index may move together as new infor-

mation affects both index futures and cash 

market trades. Each measure may lead the 

other as market participants find clues about 

impending values of index futures and broad 

market movements in previous futures prices 

and broad cash market movements, respec-

Table 1. 
Possible Effects of Movements 

in the S&P 500 Index 
and S&P 500 Index Futuies 

Movement in the S&P 500 Index 

may be affected by may affect 

• prior index levels • upcoming index levels 

• current futures prices • upcoming futures prices 

• prior futures prices 

• other market 
information 

Movement in S&P 500 Index Futures Prices 

may be affected by may affect 

• prior futures prices • upcoming futures prices 

• current index levels • upcoming index levels 

• prior index levels 

• other market 
information 

tively. Technical analysts, or chartists, rely 

heavily on patterns of relationships between 

past and future values of series such as the S&P 

500. A summary of possible relationships be-

tween the S&P 500 index and S&P 500 futures 

prices is shown in Table I. 

Tests of the Intraday Relationship 
between S&P 500 Futures 
and the S&P 500 Index 

A complex set of potential relationships 

could exist between S&P 500 futures and the S&P 

500 index prices. Movements in each are thought 

to be influenced by the past and current move-

ments of both as well as by other market infor-

mation. The study reported on in this article 

tried to gauge the magnitude and variability of 

the relationships between the index and the 

futures by estimating distributed lags between 

the two prices. Distributed lags employ a method 

of weighting past data to determine their effects 

on the data under study. 
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The pattern of lags between index futures 

and the index may not be constant over time. 

While shifting patterns are conceivable through-

out the life of the futures contract, the focus of 

interest on expiration day effects begs the 

question of whether these temporal relation-

ships show any differentiation on those days. On 

expiration days, the traders' need to close 

positions may generate market imbalances that 

could conceivably overwhelm the mechanism 

by which new information influences index 

futures and cash market prices. An expiration-

day breakdown in this mechanism would di-

minish the benefits of the index futures mar-

ket—at least on expiration day—as a medium for 

discovery. 

The data are minute-by-minute prices of 

index futures contracts and the S&P 500 index 

on all trading days in 1984 and 1985. The Chicago 

Mercantile Exchange provided the data.10 Pair-

ing the reported index with the last index 

futures price quoted during the minute that the 

index appeared yielded 360 pairs of index and 

futures observations each day (six-hour trading 

day x 60 observations per hour). To judge 

whether the index futures-index relationship 

changes as the expiration day approaches, lags 

were estimated for six trading days in each quar-

ter beginning in the second quarter of 1984 and 

ending with the last quarter of 1985.'1 The days 

are 88,60, 30, and 14 days prior to expiration, 

1 day prior to expiration, and expiration day. 

These days were chosen to represent the ap-

proach of expiration and the effect of this 

approach on the index futures-index relation-

ship. 

The nature and extent of the lead/lag relation-

ships between index futures prices and the 

index were measured using a number of anal-

yses. First, a time series analysis was performed 

to study the movements of futures prices rela-

tive to prior futures prices. Next, the same 

method of analysis gauged movement of the 

S&P 500 index based on past index perfor-

mance. These time series analyses studied the 

minute-to-minute changes in both the index 

and the futures prices. The next step in the 

analysis was to construct a model to describe 

the dynamic intraday price relationships be-

tween the index and the futures prices. In this 

model, index movements depend on their own 

past movements, current and past movements 

in the futures price, and other relevant market 

information (see Table 1). Likewise, futures 

price movements are modeled to depend on 

their own past movements, current and past 

movements in the index, and other relevant 

market information.12 

Consistent evidence on both the form of the 

lag relationships and their stability over time 

emerges from these tests: first, the contem-

poraneous relationship between futures prices 

and the index is quite strong—dwarfing the 

lagged relationships. In fact, the futures and 

index move almost in lock step. Second, lags 

between index futures prices and the index are 

not symmetrical. The index lags behind the 

index futures price by up to 45 minutes, while 

the futures price lags behind the index only 

briefly if at all. This result supports the conten-

tion that index futures do, in fact, serve a price 

discovery function. Third, the lagged relation-

ships do not appreciably change as expiration 

day approaches or on expiration day itself. 

Different patterns of lagged relationships 

between S&P 500 futures and the S&P 500 index 

are given in Chart 1. It shows the distributed lag 

coefficients for two days in the fourth quarter of 

1984; results for other days in this contract 

period, as well as days in other contract periods, 

are quite similar. Typically, the first coefficient, 

which describes the contemporaneous relation-

ship, is the greatest, or one of the greatest, on 

each day. In the panels showing lags from fu-

tures to the index, relatively large and statis-

tically significant coefficients show up with lags 

as long as 45 minutes. Panels showing lags from 

the index to futures typically show the one-

minute lag as the largest coefficient and the only 

one that is significant. These results parallel 

evidence garnered from earlier time-series 

analyses.13 

Chart I also shows quite similar patterns in 

the distributed lag coefficients 88 days prior to 

expiration day and on expiration day. Coef-

ficients showing the lead from futures to the 

index continue to be mostly positive even on 

expiration day. They are significant or nearly 

significant through 20 to 30 minutes on each day, 

though the lag appears somewhat less on expi-

ration day. Other quarters record quite similar 

patterns. 
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Implications 

Evidence uncovered in the tests of lagged 

relationships between S&P 500 index futures 

prices and the S&P 500 index points to the 

usefulness of the futures as a predictor of broad 

equity market movements measured by the 

index. The S&P 500 futures price and underlying 

index evidently respond to market information 

simultaneously, and the index shows lags of up 

to 45 minutes behind the futures. Importantly, 

the magnitudes of the contemporaneous ef-

fects on different days are consistently much 

larger than the lagged effects. Thus, though the 

price discovery function has been demonstrat-

ed, the indications of forthcoming cash market 

changes provided by past futures prices are not 

sufficient to provide an exploitable trading 

strategy. 

Consistency in the lagged relationships over 

the days approaching expiration day and on 

expiration day also indicates that the pattern of 

lags between futures and the index is not dis-

turbed by the closing out of arbitrage positions. 

This consistency implies that index futures trad-

ing continues to make its contribution to price 

discovery, even on expiration days that tran-

spired without market activity restrictions. 
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Chart 1. 
Sample Distributed Lags for the 

S&P 500 Index and S&P 500 Index Futures Prices 

k 

5 10 15 20 25 30 35 40 45 

09/24/84: 88 days prior to expiration 

0 . 0 

-.5 

- 1 . 0 

5 10 15 20 25 30 35 40 45 

12/21/84: expiration day 

Chart 1 shows the relationship between minute-to-minute movements in the S&P 500 futures price and the S&P 500 index. 

The top graph in each set shows how past minute-to-minute movements in the futures price affect current movements in the 

index, and the bottom figure shows how past movements in the index affect current movements in the futures price. 

The vertical axis in each figure represents the magnitude of the minute-to-minute impacts of each value on the other. The 

horizontal axis charts the number of minute-to-minute lags incorporated into the model. For example, for k= 1 minute lag, the 

value plotted in the top graph shows the impact of the futures price change one minute earlier on the current index value. At 

the number '20' on the horizontal axis, the effect on the current index value of the futures price 20 minutes earlier is 

plotted. 

When the vertical lines within the graph fall between the two dotted horizontal lines, the magnitude of the distributed lag 

coefficient is less than twice its standard error, and thus is not statistically significant. When the vertical lines within the graph 

fall outside the dotted lines, the magnitude of the distributed lag coefficient is more than twice its standard error, and, thus, is 

statistically significant. 

When the vertical lines are concentrated in the positive portion of the figure (above 0.0), most of the lagged impacts of one 

price on the other are positive, that is, increases in one price are then followed by increases in the other price. 

When the vertical lines are concentrated in the negative portion of the figure (below 0.0), most of the lagged impacts of one 

price on the other are negative, that is, increases in one price are then followed by decreases in the other. 
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Notes 

1 The term "triple witching hour" was used to describe this 

trading period because the Chicago Mercantile Exchange's 

(CME) S&P 500 futures, the Chicago Board of Trade 

Options Exchange's (CBOE) S&P 100 options, and con-

tracts on individual stock options all expired on the third 

Fridays of March, June, September, and December. After 

March 1987, the final day of trading for S&P 500 futures was 

moved to the day prior. 
2The U.S. Securities and Exchange Commission, the Gov-

ernment Accounting Office, and the executive branch (the 

Brady Commission), as well as various exchange and 

private research groups, are currently studying the rela-

tion of price swings to futures market activity. 

^These results do not explain expiration day swings, nor do 

they suggest that such swings are desirable. 
4Standard and Poor's has recently announced that the 

composition of the S&P 500 will now be flexible. 
5Since this study, the final settlement procedures for S&P 

500 futures have changed. Contracts currently expire one 

business day prior to the third Friday of the contract 

month, with the final settlement price based on a special 

calculation of the Friday opening prices for each of the 500 

stocks. Upon expiration, one final cash adjustment is 

made to reflect the last day's gains or losses. 

Cornell and French (1983a, b); Figlewski (1984a, b) ; Modest 

and Sundaresan (1983); and Stoll and Whaley (1986). 
7The theoretical upper and lower bounds are discussed 

extensively in the literature. For example, see Stoll and 

Whaley (1986): 8-10, or Kawaller (1987): 447-49. 
8New information could affect a subset of index stocks dis-

proportionately relative to the entire stock market. In 

such cases, not all index stocks must be traded each 

minute for the index to adjust completely and quickly to 

new information. 
9ln options trading, an investor purchases the right to buy 

or sell a given security at a fixed strike price before a 

specific date in the future. If the investor does not exer-

cise this right before the date in the contract, the option 

expires and the option buyer forfeits the money. 
l 0At the time of this study, the index was available only 

each minute. Since then, index quotations have been 

calculated and disseminated at about 15-second in-

tervals. 
11 Prior to the June 1984 contract, S&P 500 futures expired on 

Thursdays. This article's sample is restricted to the last 

three contracts in 1984 and all contracts that expired in 

1985. Also note that futures trade for 15 minutes after the 

stock markets close. Quotes from these 15 minutes are 

not considered in this analysis. Finally, since Septem-

ber 30, 1985, quotes are available beginning at 8:30 a.m., 

but the analysis is restricted to the six hours (360 obser-

vations) from 9:01 a.m. and 3:00 p.m. so that the results 

can be compared across quarters. 

12ln the context of this model, zero restrictions are tested on 

the distributed lag coefficients, allowing, alternately, the 

contemporaneous coefficient and the coefficient at lag 

one minute to remain unconstrained. See Kawaller, Koch, 

and Koch (1987) for details. 
13The tests with no restrictions on the contemporaneous 

and first coefficients also confirm the longer lags from the 

futures to the index and the very short lag from the index 

to the futures. 
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Larry D. Wall 

Gauging optimum leverage ratios for a corporation or for an economy is difficult since no model exists to 
determine these levels. By considering past data on the debt of U.S. firms and comparing present corporate 
debt-to-equity ratios with those of companies in competing economies, the author investigates whether companies 
are overleveraged or underleveraged. 

Corporations fund their purchases of assets 

by issuing debt and stock, and by retaining their 

earnings. The use of debt by U.S. corporations 

may have important implications for individual 

firms and the economy. If debt levels are too 

low, companies' cost of funds may be overly 

high, implying that they are inefficiently man-

aged. If debtlevels are too high, the nation may 

be too vulnerable to severe economic down-

turns.1 

One can find arguments that U.S. corpora-

tions' debt ratios are too high and too low. The 

case for believing that ratios are at approx-

imately the correct level is based on the as-

sumption that, on average, the corporate sector 

operates in the most efficient manner possible. 

However, some observers note that debt ratios 

of U.S. corporations appear to be below the 

debt ratios of their major international com-

petitors, especially West German and Japanese 

firms. Richard R. Ellsworth (1983), for example, 

suggests that U.S. companies are underlever-

aged because their managers devote insuffi-

The author is a senior economist in the financial section of 
the Atlanta Fed's Research Department. He wishes to thank 
Sharon Fleming, Rob McDonough, Marilyn Shores, and 
Gretchen Lium for research assistance. 

cient consideration to financial strategy. Ellsworth 

contends that U.S. firms could cut their cost of 

capital and become more competitive if they 

relied to a greater extent on debt financing. 

Other observers including Henry Kaufman 

(1986), noting a substantial increase in leverage 

ratios since the end of World War II, typically 

argue that high debt levels could leave cor-

porations excessively vulnerable to failure dur-

ing a recession. As a result, a shock that might 

otherwise cause only a small downturn in the 

economy could cause a major recession. 

This article examines the arguments that U.S. 

corporations are either underleveraged or over-

leveraged. No model currently exists that allows 

an easy answer to the question of whether 

leverage ratios are at optimum levels for the firm 

or the economy. Therefore, researchers must 

rely on empirical comparisons of historical and 

international data. A comparison of U.S. debt 

ratios with those of foreign firms does not sup-

port the argument that American companies are 

underleveraged. Examination of the historical 

data provides some support for the contention 

that U.S. firms are more leveraged than they 

were in the past, but debt ratios calculated on 

the basis of book value accounting data sig-

nificantly overstate the magnitude of the in-

crease in debt ratios. 
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Determinants of 

Corporate Financing Policies 

Individual corporations choose debt levels 

based on the costs and benefits of leverage to 

the firm and its managers. This process may 

result in debt levels that are too high or too low. 

If a corporation's management focuses on its 

own gains and losses from leverage rather than 

the gains and losses to the corporation's share-

holders, debt levels may be too low. Alter-

natively, debt levels may be too high if cor-

porations do not consider the costs that debt 

can impose on society, such as an increase in the 

risk of recession. 

Corporations face competitive pressure to 

choose the level of debt that maximizes firm 

value. Failure to maintain this level may raise 

the company's cost of funds and reduce its 

ability to compete. Failure to maximize value 

may also prompt a takeover attempt by others 

who will issue the amount of debt that will max-

imize the company's value. One of the first 

rigorous analyses of the problem of firm debt 

levels concludes that, under certain restrictive 

assumptions, leverage will have no effect on 

firm value. In a seminal paper, Franco Modig-

liani and Merton H. Miller (1958) show that if a 

change in leverage merely redistributes cash 

flow between owners and creditors, then a com-

pany's leverage will not influence its overall 

value.2 Thus, to influence firm value, leverage 

must somehow alter the amount of cash flow 

returned from existing assets or investment in 

new assets. 

Cash Flow and Taxes. Subsequent research 

on corporate leverage elaborates on the 1958 

Modigliani and Miller model by analyzing the 

effect of leverage on operating cash flows and 

taxes. One way in which leverage will affect firm 

cash flows is shown in a subsequent paper by 

Modigliani and Miller (1963). They note that a 

firm can deduct interest payments, but not divi-

dend payments, from its taxes. If a company 

increases its leverage, more cash flow will go to 

investors and less will go to the government 

because the company will pay lower taxes. If the 

only influence on corporate debt ratios were 

corporate taxes, the researchers' elaboration 

suggests, firms would be almost exclusively 

debt-financed. 

Miller (1977) extends the analysis of taxes 

further to show that the incentive to use cor-

porate leverage is reduced by personal taxes. 

He suggests that for individuals tax rates on 

bond returns are greater than tax rates on 

returns to equity. Moreover, this difference 

increases as an individual's marginal tax bracket 

rises. Thus, in order to induce individuals in suc-

cessively higher tax brackets to purchase debt, 

the rate of return on corporate debt must 

increase as more is supplied. Accordingly, cor-

porations on the whole will continue to issue 

debt until the tax benefits from debt are elim-

inated, that is, until the tax rate on corporations 

issuing debt equals the tax rate paid by the 

marginal investor in new debt securities. At that 

point, changes in a firm's leverage will not 

influence its value because the marginal tax 

consequences of debt and equity will be equal. 

Benefits of leverage are reduced by individ-

ual taxes in a model developed by Harry De-

Angelo and Ronald W. Masulis (1980), but taxes 

nevertheless influence individual corporate 

debt ratios. Higher debt ratios provide an ad-

vantage by reducing corporate taxes, but these 

ratios also provide a disadvantage in that they 

raise the possibility that the firm will be unable 

to exploit other provisions of the tax code. For 

example, by both taking on added debt and 

investing in new equipment, a company could 

reduce taxable income by the amount of de-

preciation and interest. Yet doing so might 

lower corporate earnings below the company's 

depreciation and interest expense. In this case, 

the firm may have to defer part of its tax savings 

to a future year or face losing the tax write-offs 

permanently. Companies in this model increase 

their debt ratios until the marginal tax gains 

from higher leverage are offset by the marginal 

expected cost of losing other tax privileges. 

Costs of Financial Distress. A possible offset 

to the tax benefits of debt is that an increase in 

leverage can raise a corporation's probability of 

financial distress. lerold B. Warner (1977) ana-

lyzes direct bankruptcy costs for a sample of 

failed railroads and finds that the direct costs 

are a small percentage of firm value—2.7 per-

cent and 1.7 percent of total market value of 

traded securities for the largest corporations in 

his sample. His findings imply that the direct 

costs of bankruptcy are at most a minor determi-

nant of corporate leverage decisions. 
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Nevins Baxter (1967) argues that the costs of 

failure go beyond the direct costs of bankruptcy. 

Firms approaching bankruptcy may lose poten-

tial customers and suppliers, as well as higher 

quality workers and managers. These firms may 

also be unable to raise funds to exploit profit-

able investment opportunities. 

If bankruptcy costs were the only factor in-

fluencing leverage ratios, businesses would be 

financed entirely with equity. To the extent that 

businesses face both bankruptcy costs and tax 

advantages of debt, a mix of debt and equity is 

generally indicated.3 

Agency Costs. A fundamental problem with 

models which rely solely on income taxes to 

generate corporate issuance of debt is that cor-

porations used debt long before the adoption 

of income taxes. The application of agency 

theory to corporate finance by Michael C. Jensen 

and William H. Meckling (1976) provides a 

powerful tool for understanding corporate 

leverage. Agency theory recognizes that a cor-

poration's owners, managers, and creditors may 

be different parties with different interests. 

Owners or managers may take actions that 

increase their own utility at the expense of the 

other two parties. The overall value of the firm 

might be reduced as well. 

Managers in Jensen and Meckling's model 

earn pecuniary and nonpecuniary benefits, such 

as the size of their offices. For a manager who 

owns 100 percent of a firm, every dollar spent on 

nonpecuniary benefits reduces the manager's 

equity by one pretax dollar. However, if the 

manager owns 75 percent of the firm, each dollar 

spent on nonpecuniary benefits reduces the 

manager's return by 75 cents. Thus, managers 

who own 75 percent of their companies are more 

likely to spend on nonpecuniary benefits than 

those with 100 percent ownership. The costs of 

overspending on nonpecuniary benefits are 

ultimately borne by the owner-manager as po-

tential shareholders reduce the price they pay 

for new stock in recognition of management's 

increased incentive to spend on perks. 

Debt issues reduce the incentive for manag-

ers to spend resources on nonpecuniary bene-

fits. Since debt issues contain unconditional 

promises to pay, debtholders need not bear the 

costs of nonpecuniary benefits unless managers 

overspend on these benefits and drive the com-

pany to bankruptcy. 

Debt may also reduce management's incen-

tive to waste resources even if the firm issues 

outside equity. Jensen (1986) notes that both 

interest payments on debt and dividend pay-

ments on equity holdings reduce the resources 

available for nonpecuniary benefits to manage-

ment. However, while the firm must pay a 

market rate of interest on its debt, dividend 

payment need only be minimal. 

Although debt financing may encourage more 

efficient management of existing assets, busi-

nesses cannot replace all of their existing out-

side equity with debt. Stewart C. Myers (1977) 

shows that a conflict between shareholders and 

creditors can arise over the firm's investment 

policy. Investment in new projects with a posi-

tive net present value may benefit a company's 

creditors by reducing its probability of bank-

"If bankruptcy costs were the only fac-
tor influencing leverage ratios, busi-
nesses would be financed entirely with 
equity. To the extent that businesses 
face both bankruptcy costs and tax 
advantages of debt, a mix of debt and 
equity is generally indicated." 

ruptcy. The value that creditors receive comes at 

the expense of the firm's shareholders and may, 

for some projects, be so large that the project 

will not enhance shareholders' wealth. Busi-

nesses with excellent growth potential may 

choose to avoid the potential conflict by mini-

mizing debt levels. Michael S. Long and Ileen B. 

Malitz (1985) provide support for Myers' con-

clusion by showing that a firm's leverage is in-

versely related to its research and development 

(R&D) expenditures, since R&D is positively 

associated with growth opportunities. 

Agency theory takes account of conflicting 

interests of owners, creditors, and managers. It 

shows that recognition of these conflicts will 

influence owners' and creditors' valuation of a 

company in such a way that their willingness to 

finance will vary with the amount of leverage. 

Consequently, financing costs will be affected 
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by leverage and a leverage ratio that maximizes 

the company's value will exist. 

Costs of New Issues. An additional determi-

nant of corporate financing policies is the cost of 

new debt and equity issues. Myers (1984) sug-

gests that the costs of new issues—especially 

new equity issues—are so great that firms de-

velop a "pecking order" of sources of additional 

funds. In this model, firms will turn first to inter-

nally generated funds from operations. When 

internally generated funds are exhausted, the 

corporation will seek to issue additional debt. 

The company will issue equity if it decides to 

make investments that will cause it to exceed 

some maximum leverage ratio. Myers' model 

also notes that businesses may depart from 

their optimal leverage ratio for extended pe-

riods of time. 

"Summing up past research on what 
determines corporations' use of lever-
age, the key factors appear to be taxes, 
costs of fìnancial distress associated 
with higher debt, and the costs en-
tailed in the relationship among own-
ers, management; and creditors." 

Summing up past research on what deter-

mines corporations' use of leverage, the key fac-

tors appear to be taxes, costs of financial distress 

associated with higher debt, and the costs 

entailed in the relationship among owners, 

management, and creditors. In addition, opti-

mal leverage is likely to vary across industries, 

among firms within industries, and even across 

time for individual firms as changes occur in the 

tax code, the costs of operation, the investment 

opportunities available to the firm, and the 

market for corporate control. 

Why Corporations 

May Be Underleveraged 

Ellsworth (1983) contends that U.S. firms are 

sacrificing international competitiveness be-

cause they are underleveraged. He postulates 

that many firms are underleveraged because 

managers devote insufficient consideration to 

their firm's financial strategy. Many businesses 

let their desire to achieve or maintain a par-

ticular credit rating control the resources avail-

able for new investments. Ellsworth recommends 

that firms should re-evaluate their financial 

practices in light of new investment opportu-

nities. 

Another argument consistent with the hy-

pothesis that companies are underleveraged is 

that management may be more risk-averse than 

the firm's shareholders. Management may have 

developed firm-specific human capital that 

would be lost upon bankruptcy. In contrast, 

many shareholders own a diversified portfolio 

of stocks, and the portfolio's value would not be 

significantly influenced by the failure of any 

given business. Thus, even if an increase in 

leverage had a proportionate increase in both 

the managers' wealth and the value of the com-

pany's stock, management may be unwilling to 

assume additional risk. 

Management and shareholder interests might 

be better al igned if management compensation 

were tied to the performance of the corpora-

tion's common stock; however, this approach 

has its limits. Common stock prices are influ-

enced by a variety of factors that management 

cannot control. If managers' compensation de-

pended solely on the firm's stock price, man-

agers would demand compensation for the 

possibility that factors outside their control 

would reduce the firm's stock price. In an at-

tempt to forestall these demands, businesses 

instead typically provide a compensation pack-

age to management that includes payments 

which are independent of the company's stock 

price. 

The other common method of aligning man-

agement and shareholders' interest is through 

the market for corporate control. A firm may be 

acquired by new managers if a sufficiently large 

gap exists between the firm's current stock 

market value and its potential value. Until re-

cently, most takeovers occurred when large 

companies bought smaller ones. Large firms 

could increase the leverage of their existing 

operations to obtain acquisition funds without 

significantly reducing their credit ratings. How-

ever, smaller companies were generally unable 
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to borrow enough funds to acquire large firms. 

As a result, sufficiently large businesses were 

rarely taken over without the approval of the 

acquired firms' management. 

Now, with the development of original issue 

junk bonds, which are rated "speculative" by 

the rating agencies, smaller corporations can 

obtain the funds to acquire large, inefficient 

businesses and replace their management. 

Some large corporations have noted this threat 

and have—by increasing operational efficiency 

and the firm's debt level—sought to reduce 

their risk of being taken over. By increasing its 

debt level, such a firm would become unable to 

support any further increases in debt, thereby 

forcing potential acquirers to rely on equity 

financing. In either case, however, the likelihood 

that corporations are underleveraged is lower 

since both the proliferation of junk bonds and 

the development of counterstrategies tend to 

raise debt levels. 

Why Corporations 

May Be Overleveraged 

The development of the junk bond market 

may help reduce the concern of people who 

think corporations are underleveraged, but this 

development increases the concern of people 

who think corporations are already overlever-

aged. The junk bond market provides another 

mechanism for corporations to increase their 

debt levels beyond the socially optimal level. 

Some care must be taken in analyzing the 

costs of excessive leverage. Public policymakers 

need not consider the costs of failure suffered 

by people positioned to demand compensa-

tion for an overleveraged firm's greater risk of 

bankruptcy. For example, creditors and em-

ployees are two parties that are at risk in bank-

ruptcy but who can make a company recognize 

the costs of its leverage decisions. Creditors, for 

example, can demand that businesses which 

present a higher risk of loss or failure pay a 

higher interest rate. Workers can push for higher 

wages from financially weak companies or look 

for alternative employment. 

Not all parties, however, are able to influence 

a company's leverage decisions. Financial weak-

ness in the corporate sector could lead to a cut-

back in business activity which would weaken 

the macroeconomy. In his 1933 analysis of the 

interaction of debt and deflation, Irving Fisher 

contends that deflation raises the real value of 

debt and may cause companies to reduce their 

output and employment. The reduction in out-

put and employment further weakens the econ-

omy and leads to corporate failures, which in 

turn reduce output more and strengthen the 

forces of deflation. 

Jack Guttentag and Richard Herring (1984) 

provide another mechanism by which corporate 

weakness could affect the economy as a whole. 

In their model, investors (banks) are quite good 

at estimating project-specific risk, but they sys-

tematically underestimate the possibility of a >. 

major macroeconomic shock. Corporations re-

spond to this systematic error by reducing their 

capital ratios below those levels they would 

maintain if the true probability of major shocks 

were known. When a shock does occur, the value 

of collateral backing corporate loans declines. 

Banks respond by rationing, or restricting, cred-

it, which further slows macroeconomic activity. 

Concern about corporate bankruptcies be-

cause of excessive leverage may also adversely 

influence monetary policy. The Federal Reserve 

(1984) "attempts to ensure that growth in money 

and credit over the long run is sufficient to en-

courage growth in the economy in line with its 

potential and with reasonable price stability."4 

This policy objective may occasionally require 

restraining the growth of money in order to pre-

vent an excessive rate of price inflation. How-

ever, the Federal Reserve may be reluctant to 

follow appropriate anti-inflationary policies if 

they might cause a wave of corporate bank-

ruptcies that would weaken the economy even 

more. Furthermore, even if the Federal Reserve 

is confident that the macroeconomic conse-

quences of a disinflationary policy can be con-

trolled, failing corporations may attempt to 

exert political pressure on monetary policy. 

Another cost of leverage not fully borne by the 

firm is the expected costs of bankruptcy when a 

corporation successfully demands a govern-

ment bailout. The U.S. political system allows 

companies that have failed to appeal for public 

support. In almost all cases, nonfinancial firms 

are denied direct support for continuing oper-

ations, but in a few instances the government 

has provided assistance. 
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Thus, the effect of excessive corporate debt 

on government expenditures, the stability of 

the macroeconomy, and monetary policy all 

provide reasons for public concern about cor-

porate debt ratios. However, current tax policy 

provides the exact opposite incentive, favoring 

debt financing over the use of equity. 

Ideally, a theory could help determine the 

optimal leverage ratio for each corporation, but 

no such theory has been devised to date. Exist-

ing theory is not even sufficiently powerful to 

allow us to specify the value-maximizing capital 

level for individual corporations. Expanding the 

analysis to consider the social costs of leverage 

only complicates the problem. 

Are U.S. Corporations, 

in Fact, Underleveraged? 

The arguments that U.S. corporations are 

underleveraged are spurred in part by the prob-

lems the United States has had in competing in 

international markets. U.S. firms appear to have 

lower debt ratios than many of their foreign 

competitors. Do the higher debt ratios in for-

eign countries suggest that U.S. businesses 

are underleveraged? 

In comparing domestic leverage ratios with 

debt levels of West German and Japanese com-

panies, Ellsworth (1985) concludes that U.S. 

firms are indeed underleveraged. His research 

indicates that the relative reluctance of domes-

tic firms to use debt financing renders their cost 

of capital higher, lowering return on equity and 

reducing their ability to support rapid growth 

while maintaining a constant capital structure. 

The suggestion that Japanese corporations have 

a lower cost of capital is supported by Irwin 

Friend and Ichiro Tokutsu's (1987) findings. 

Their analysis also lends credence to the claim 

that the lower cost of capital resulted in part 

from the higher leverage ratios of Japanese cor-

porations. One limitation of Friend and Tokut-

su's results to the current situation is that they 

use average data from 1962 to 1984. Even if 

Japanese firms no longer have a funding cost 

advantage, Friend and Tokutsu's results could 

be obtained if Japanese corporations had a suf-

ficiently large advantage in the 1960s and 1970s. 

The analysis below considers two counter-

arguments to the contention that U.S. com-

panies are underleveraged relative to foreign 

firms, especially those in Japan and West Ger-

many. First, several studies find that, properly 

measured, U.S. leverage ratios are approx-

imately the same as those in Japan and West 

Germany. Second, any remaining differences in 

leverage can be explained by foreign financial 

systems that discourage firms from issuing equity 

and encourage them to borrow from banks. 

Measuring the Differences in Leverage 

Ratios. U.S. companies appear to have signifi-

cantly lower leverage ratios than Japanese and 

West German firms if the ratios are measured 

using unadjusted accounting data, but the 

appearance maybe misleading. Ellsworth finds 

that U.S. corporations have a ratio of total debt 

to total capital that is approximately one-half 

that of Japanese and West German firms. C.D. 

Elston's (1981) research calculates that the 

equity capital-to-asset ratio of manufacturers in 

Japan was approximately 21 percent, which 

compares with 35 percent to 40 percent for 

those in West Germany and 50 percent to 60 per-

cent for those in the United States. John D. 

Paulus (1986) compares debt-to-equity ratios 

for seven arbitrarily selected industries in the 

United States, West Germany, and Japan.5 He 

finds that the book values of the U.S. ratios are 

the lowest in all but three of fourteen possible 

cases. 

Statistical analysis of leverage ratios confirms 

simple examination of book data. Ravi Sarathy 

andSangitChatterjee (1984),using 1979 balance 

sheet data, compare balance sheet ratios for 

573 large Japanese firms and 368 large U.S. firms. 

A simple t-test, which gauges whether differ-

ences are merely a chance occurrence, showed 

that the sample of Japanese businesses has 

significantly lower equity-to-asset ratios. Allen 

Michel and Israel Shaked (1985) use a more 

sophisticated approach to compare a matched 

sample of 130 Japanese and 130 U.S. firms. Thir-

teen companies from ten industries in each 

country were selected, and two tests were used 

to compare differences in the two countries' 

capitalization ratios, which the researchers 

defined as "the ratio of equity to equity plus 

total debt." 6 Their results further bolster the 

hypothesis that Japanese firms are more high-

ly leveraged. 

W. Carl Kester (1986) conducts an even more 

sophisticated statistical analysis of U.S. and 
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Japanese debt ratios, one which takes into con-

sideration the fact that the profitability, risk, 

growth, and size of a corporation may also in-

fluence its use of debt financing. However, even 

after using regression analysis to adjust for all of 

these factors, he finds that U.S. firms have 

significantly lower debt-to-total asset ratios 

than Japanese corporations when the ratios are 

calculated with unadjusted accounting data. 

Unadjusted accounting data, however, may 

not paint a true picture in the case of Japanese 

firms. Elston points out several reasons that 

book values may understate Japanese equity: 

( 1 ) Japanese companies probably take more tax-

free deductions from earnings (and hence re-

tained earnings) than corporations in other 

countries, (2) large Japanese corporations tend 

to provide more trade financing to smaller cor-

porations than is typical in many countries, and 

(3) the difference between the marketvalue and 

the book value of the assets of Japanese cor-

porations is probably greater than comparable 

differences for foreign corporations.7 

Elston reports official Japanese estimates 

that the equity-to-assets ratio would have risen 

from 18 percent to 35 percent in 1967 if these 

three factors were included in the analysis. As 

he mentions, unofficial estimates of an adjusted 

equity-to-assets ratio ranged from 40 percent to 

50 percent in 1975. Stephen Bronte (1982) re-

ports that confidential analysis of adjusted 

leverage ratios by the Japanese Ministry of 

Finance and the Bank of Japan suggests that 

Japanese and U.S. firms both have stockholders' 

equity-to-total liabilities ratios of approx-

imately 2:3. Thus, correcting differences in ac-

counting data may eliminate most of the ap-

parent disparities in leverage ratios across 

countries. 

The problems with adjusting accounting data 

indicate that analysis of debt ratios using mar-

ket values might be more appropriate. When 

Paulus compares the ratios of debt to market 

values of equity for the same seven industries 

that he uses for book value comparisons, he 

finds that the ratios fall dramatically: West Ger-

many drops from 2.33 in book terms to 1.14 using 

marketvalue of equity; Japan declines from 3.63 

to 1.57. The U.S. figures are little changed, rising 

from 1.22 using book value to 1.25 using market 

value of equity. Paulus's figures may be some-

what deceptive in that he uses market values 

for equity but not for debt His analysis, neverthe-

less, casts serious doubt on simple com-

parisons of book values, especially since more 

sophisticated analysis appears to support his 

findings regarding market value leverage ratios. 

For example, Kester uses regression anal-

ysis to control for differences in profitability, risk, 

growth, and size between U.S. and Japanese 

firms. He concludes that businesses in these 

countries have similar market value debt ratios. 

Michel and Shaked also suggest that the overall 

market capitalization ratios of Japanese and 

American corporations appear to be similar.8 

However, they find evidence that the shape of 

the distributions of capitalization ratios is dif-

ferent.9 Specifically, Michel and Shaked find 

that the capitalization ratios of the Japanese 

sample contain more low-valued ratios than the 

'ICJorrecting differences in account-

ing data may eliminate most of the 

apparent disparities in leverage ratios 

across countries." 

sample of U.S. firms. Further doubt is cast on 

discounting ratio comparisons by the fact that 

the higher accounting leverage ratios have not 
resulted in substantially higher bankruptcy 

rates for Japanese and West German firms. 

Although Edward I. Altman (1984) finds that the 

Japanese failure rate may be somewhat higher 

than that of U.S. firms, he also notes that "just as 

we discovered in the comparison of Japanese 

and U.S.A. rates, the West Germany-U.S.A. ratios 

are quite similar."10 

Although West German and Japanese com-

panies have leverage ratios comparable to U.S. 

firms', they also operate in environments which 

give greater encouragement to debt. West Ger-

man and Japanese financial markets are thought 

to be far weaker than the U.S. markets, which are 

among the most developed in the world. Charles 

Smith and others (1987) contend that Japanese 
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corporations continue to avoid issuing all types 

of securities in Japan because new issues are 

"so red-tape-tied" by government policies. This 

bureaucracy has encouraged Japanese firms to 

rely on bank debt. W. Friedmann, D.H.A Ingram, 

and D.K. Miles (1984) also note that West Ger-

man governmental restrictions discourage small 

firms from becoming public limited companies— 

the only type of firm that can raise equity in the 

share markets. In particular, all public limited 

companies must allow their employees to 

nominate at least one-third of their supervisory 

board members. 

West German and Japanese corporations are 

also encouraged to have higher leverage ratios 

by financial systems that help reduce conflict 

between owners and creditors. Japanese and 

West German firms are able to issue more debt 

"West German and Japanese cor-
porations are also encouraged to have 
higher leverage ratios by financial sys-
tems that help reduce conflict be-
tween owners and creditors." 

because the agency costs associated with high 

debt levels are reduced by those nations' finan-

cial structures. Banks in Japan and West Ger-

many have historically been allowed to own 

stock in nonfinancial corporations and par-

ticipate in the management of companies. Such 

involvement reduces the incentive to transfer 

wealth from creditors to owners. Furthermore, 

when Japanese businesses issue debt to the 

market, they are generally required to provide 

collateral. Rene M. Stulz and Herb Johnson 

(1985) show that collateralized debt further 

reduces a company's incentive to attempt to 

transfer wealth to the owners. U.S. banks, in con-

trast, are severely limited in their ability to 

purchase the stock of nonfinancial corporations. 

Also, while U.S. corporations issue some col-

lateralized bonds, Kester notes that a majority 

of corporate debt is unsecured. 

The Japanese also encourage debt by reduc-

ing the costs of financial distress. Many Japa-

nese corporations are members of large in-

dustrial groups, or families of corporations, 

called keiretsu, in which stock ownership is con-

centrated in one or several parents. These 

groups typically include a major bank that pro-

vides most of the necessary banking services to 

the group." This ownership structure permits 

temporary financial problems to be met with 

assistance from other companies within the 

group. If a company should encounter substan-

tial financial difficulties, its bank will often take 

the lead in arranging new loans or a merger. If 

the firm becomes bankrupt, then the bank may 

subordinate its position to that of other creditors, 

eliminating the need for lengthy negotiations 

and reducing legal costs. 

Governmental guarantees can also reduce 

the costs of financial distress. Japanese com-

mercial banks have borrowed substantial sums 

from and remained in debt to the Bank of Japan 

for extended periods of time. The willingness of 

the Bank of Japan to allow extended borrowings, 

according to Sadahiko Suzuki and Richard W. 

Wright (1985), reduces banks' concern about 

liquidity crises and thus increases bank loans. 

Elston also suggests that implicit government 

guarantees have been provided to certain in-

dustries targeted for rapid growth. 

Thus, corporate leverage ratios in some for-

eign countries appear higher than those in the 

United States when measured in book value 

terms. However, the differences are eliminated 

when leverage is measured in market value 

terms. Moreover, some foreign countries have 

financial systems that are more supportive of 

debt financing. 

Analysis of Domestic 

Leverage Ratios through Time 

Aside from cross-national comparisons, anoth-

er way of analyzing leverage rates in the ab-

sence of theoretical specification of optimal 

leverage is to compare current levels with those 

from prior periods. If operating riskiness of cor-

porations is stable over time, an increase in 

leverage ratios suggests that corporations are 
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Chart 1. 
Book Value Debt-to-Equity Ratios for U.S. Nonfinancial Corporations 

(1948-84) 
Debt-to-Equity 

Ratio 

1948 1953 1958 1963 1968 1973 1978 1983 

Source: Calculated by the Federal Reserve Bank of Atlanta using data f rom Statistics of Income, Corporate Income Tax Returns, 
yearly issues, 1948-84, Internal Revenue Service, U.S. Department of the Treasury. 

becoming financially weaker, and a decrease 

implies greater strength. 

Historical Trends. Several methods for cal-

culating leverage ratios are available. The 

strongest case for concern about corporate debt 

levels arises from the analysis of leverage using 

book values for debt and equity. Using 1926-79 

data from the Internal Revenue Service's Statis-
tics of Income, Robert A. Taggart, Jr. (1984) exam-

ines the long-term debt-to-asset ratio for all 

nonfinancial U.S. corporations. Chart 1 presents 

the total debt-to-equity ratio from 1948 through 

1984 for all nonfinancial U.S. corporations and 

shows consistent increases in the book value 

ratio of debt to equity over the post-war period, 

with a maximum of 1.614 occurring in 1983.12 

Corporate leverage ratios are less troubling 

when measured using the market value of debt 

to the replacement cost of assets as a measure 

of leverage. Raymond W. Goldsmith and others 

(1963) examine replacement cost leverage ra-

tios from 1900 to 1958. Their results show that 

corporations had much higher debt ratios prior 

to World War II than after that war. George M. von 

Furstenberg (1977) examines the period from 

1952 to 1976 and finds that replacement cost 

leverage ratios rose between 1955 and 1965 but 

thereafter remained relatively stable. Roger H. 
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Chart 2. 
Market Value Debt-to-Equity Ratios for U.S. Nonfinancial Corporations 

(1948-85) 
Debt-to-Equity 

Ratio 

0.65 
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0.25 
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Source: Calculated by the Federal Reserve Bank of Atlanta using data f rom Statistics of Income, Corporation Income Tax Returns, 
yearly issues, 1948-85, Internal Revenue Service, U.S. Department of the Treasury; Composi te Average of Yields on Industrial 
Bonds, Moody's Industrial Manual 1986, vol. I (A-l); and Economic Report of the President, February 1986, Washington, D.C.: 
U.S. Government Printing Office. 

Gordon and Burton G. Malkiel ( 1981 ) extend von 

Furstenberg's calculations to 1978 and deter-

mine that replacement cost leverage ratios rose 

to their highest levels in 1977 and 1978. Paul 

Bennett and others (1985) examine replace-

ment cost leverage ratios over the period from 

1958 to 1984. They find that leverage increased 

over the period from 1958 to the mid-1960s, fluc-

tuated until 1973, and then plunged. In 1974, the 

replacement cost leverage ratio fell to the levels 

of the late 1950s and early 1960s and remained 

at low levels through 1984. Indeed, the lowest 

leverage ratios appear to have occurred in 1981. 

Debt ratios are also less threatening when 

leverage is measured by capitalizing dividend 

and interest payments by corporations at mar-

ket rates to obtain estimates of the market value 

of equity and debt. Daniel M. Holland and 

Stewart C. Myers (1979) use this approach to 

analyze leverage ratios over the period from 

1929 to 1981. They capitalize dividends using 

the dividend yield on Standard and Poor's Com-

posite Index and capitalize interest payments 

using Moody's Baa corporate bond rate. Debt-

to-equity ratios computed with a modified ver-

sion of their approach are presented in Chart 2; 
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dividends of all nonfinancial corporations from 

the IRS's Statistics of Income are capitalized at 

the rate of the Standard and Poor's 400 dividend 

yield, and interest of all nonfinancial corpo-

rations from the IRS's Statistics of Income is 

capitalized at the average yield for Moody's 

Industrial Composite Debt Index for each year.13 

Chart 2 shows that the debt-to-equity ratio in 

1985 was higher than during the 1960s. However, 

the 1985 ratio is in the same range as in the early 

1950s and early 1970s. Moreover, the 1985 ratio 

is well below the levels seen in the mid-1970s 

and early 1980s. 

Changes in Leverage and Changes in Risk. 

Changes in leverage ratios may not always de-

note changes in risk. Leverage ratios shift over 

time for a variety of reasons, with different 

implications for corporate financial conditions. 

For example, increased leverage resulting from 

a tax policy that is more favorable toward debt 

suggests reduced corporate financial strength. 

In contrast, increased leverage caused by a 

more stable macroeconomic environment may 

suggest no change in corporate strength. 

Based on the work done on determinants of 

corporate financing policies, Taggart (1984) 

delineates several factors that could influence 

leverage ratios over time: business risk, cor-

porate and personal taxes, inflation, federal 

government borrowing, and the ratio of internal 

funds to investment opportunities. Business 

risk influences leverage through its effect on a 

corporation's probability of bankruptcy. As 

business risk increases, companies may reduce 

their leverage to avoid increased bankruptcy 

risk. Taggart examines the effect of business risk 

by comparing changes in corporate debt-to-

asset ratios with the variability of returns for the 

Standard and Poor's composite stock index. He 

finds that ratios apparently plunged when busi-

ness risk increased during the Depression and 

rose with the reduction of risk in the period after 

World War II. 

Corporate and personal taxes influence 

leverage ratios through their effect on the after-

tax cost of debt and equity financing. To explore 

this relationship, Taggart compares changes in 

debt-to-asset ratios with a "debt incentive tax 

ratio," which proxies the relative taxes on debt 

and equity over the period from 1900 to 1980. A 

graph of the two ratios implies that they were 

unrelated, or even inversely related, prior to 

World War II and only marginally related there-

after. Furthermore, the incentive ratio, which 

has been relatively constant from 1950 to the 

end of his sample period, could not explain 

short-run variations in the ratio. However, re-

viewing the period 1935-82, Randall J. Pozdena 

(1987) finds that tax policy has a significant effect 

on aggregate corporate debt ratios.14 His re-

sults show that the corporate tax rate and rate 

on capital gains have a significantly positive 

effect. The personal tax rate and corporate non-

debt tax shields have a significantly negative 

effect on the ratio of liabilities to equity when 

measured in book terms.15 Pozdena's analysis is 

superior both in the variables used to proxy for 

taxes and the methodology it employs to evak 

uate the effect of taxes. 

Inflation can affect debt ratios by increasing 

the real tax advantages of debt financing. The 

inflation premium in nominal interest rates is 

primarily a return of the real principal of a loan. 

Thus, an increase in the inflation rate in effect 

allows a business to deduct from its taxable 

income more of the real principal of its loan. 

Taggart's graph of debt ratios and the change in 

the GNP deflator fails to reveal a close, positive 

relationship between movements in inflation 

rates and debt ratios. 

Federal government debt can influence cor-

porate leverage by conditioning investors' 

willingness to absorb corporate debt ratios. For 

example, government debt may influence lever-

age ratios if government and corporate debt are 

closer substitutes than government debt and 

corporate equities. Taggart finds "a strong 

inverse relationship" between government 

debt and corporate debt-to-asset ratios when 

the two are graphed over time. 

The ratio of internal funds generated to 

investment opportunities may be important in 

determining corporate debt ratios in the short 

run. Myers' pecking order implies that firms may 

depart from their optimal ratios for extended 

periods of time because of the costs of issuing 

new securities. However, Taggart does not pro-

vide empirical analysis of this effect because 

the pecking order theory does not suggest 

permanent deviations of optimal ratios from 

actual ratios. 

Another factor that may influence leverage 

ratios over time is found in Guttentag and 

Herring's (1984) contention that firms sys-
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tematically underestimate the probability of 

major shocks to the economy. In their model, 

individuals' subjective probability of a shock 

declines over time as they forget about the last 

shock. As a result, leverage ratios should have 

increased in the period since the Great Depres-

sion. The researchers do not provide any 

empirical evidence on this hypothesis. 

Recent Trends in Corporate Debt Ratios. 

Taggart's hypotheses, along with that of Gutten-

tag and Herring, can be jointly tested through 

linear regression analysis. Regression analysis 

relates the value of one dependent variable to 

the values of one or more independent vari-

ables. In the present study, separate regres-

sions are run for two definitions of leverage: the 

book value using the same definition as in 

Chart 1, and the market value using the same 

definition as in Chart 2. The independent 

variables are those considered by Taggart and 

Pozdena: 

+ 
BVDE = a0 + a, *GOVNF + a2*INFL 

+ 
+ a3*RISK + a4 *CORP + a5*INDIV 

+ 

+ a6*CGAIN + a7*SHLD + e, (1) 

+ 
MVDE = b0 + b, *GOVNF + b2*INFL 

+ 
+ b3 *R1SK + b4 *CORP + b5*INDIV 

+ 

+ b6*CGAIN + b/SHLD +e2, (2) 

where BVDE equals the book value debt-to-

equity ratio as described above; MVDE rep-

resents the market value debt-to-equity ratio as 

described above; GOVNF is the ratio of govern-

ment debt to total domestic nonfinancial debt; 

¡NFL is the percent change in the GNP deflator 

for each year; RISK equals the standard devia-

tion of monthly percentage changes in the price 

for Standard & Poor's Composite Index; CORP is 

the maximum tax rate on corporate income; 

INDIV is the maximum tax rate on the ordinary 

income of individuals; CGAIN equals the max-

imum tax rate on the capital gains of individuals; 

SHLD is a measure of the non-interest tax 

shields of corporations, defined as in Pozdena; 

and e , and e2 are random error terms. Models are 

estimated using annual data from 1948-84. 

The expected signs based on Taggart and 

Pozdena for each of the coefficients are over the 

variables. A "plus" sign indicates that an in-

crease in the variable is associated with an 

increase in leverage, and a "minus" sign indi-

cates an inverse relationship. The tax variables 

in the model are Pozdena's. The tax incentive 

variable discussed by Taggart was substituted 

for the tax variables Pozdena used, but those 

results are not reported because the coefficient 

on the tax incentive variable was not significant 

Table 1 presents the results of estimating 

both models. Each equation is estimated twice 

because a potential statistical problem called 

autocorrelation of the error terms was indicated 

by the first estimation. The corrected equations 

use the maximum likelihood ARI correction 

method in the computer package RATS.16 With 

the exception of the corrected market value 

equation, all equations are significant at the 

99 percent level of confidence, indicating the 

odds that the same results could have occurred 

by chance are only I in 100. The corrected 

market value equation was not significant, even 

at the 95 percent level. 

The results of the book value of debt-to-

equity estimation are not substantially changed 

by the correction. In both models, the coef-

ficients on the ratio of government to total non-

financial debt, corporate risk, inflation, and 

individual taxes are significant with the correct 

sign. The coefficient on the tax shield variable is 

significant with the wrong sign, and the coef-

ficients on the corporate tax rate and capital 

gains are insignificant. These results imply that 

government debt tends to crowd out corporate 

debt issues, that corporations reduce their 

leverage as their risk increases, and increases in 

the inflation rate are associated with an increase 

in leverage ratios measured in book terms. This 

set of results does not appear to suggest that 

taxes have a significant effect on corporate debt 

ratios. However, this study uses a shorter sam-

ple period, with less variability in tax rates than 

does Pozdena. 

The results of estimating the market value 

equation imply that none of the variables can 

explain movements in debt-to-equity ratios 

measured in market terms, perhaps because of 

the difficulty in measuring the market values of 

debt and equity. This outcome could also be 

obtained if changes in the ratio were due primar-
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Table 1. 
Regression Model Estimates Debt to Equity without the Trend Variable* 

(Annual Data, 1948-84) 

Book Book Value with Market Market Value with 
Value AR1 Correction Value AR1 Correction 

GOVNF -0.7057* -0.7606* 0.2678 0.0960 

(-2.93) (-2.90) (0.95) (0.25) 

INFL 0.0241* 0.0222* 0.0152 0.0045 

(3.33) (2.75) (1.81) (0.51) 

RISK -4.5074* -4.3858* -0.0483 0.7099 

(-4.26) (-4.18) (-0.04) (0.67) 

CORP 0.0951 0.0388 -0.1210 -0.1852 

(0.23) (0.08) (-0.25) (-0.30) 

INDIV -0.6255* -0.6035* -0.1102 -0.1985 

(-2.81) (-2.55) (-0.42) (-0.63) 

CGAIN -0.1356 -0.1404 0.5483 0.5985 

(-0.41) (-0.38) (1.41) (1.12) 

SHLD -2.1376* -2.1333* -0.4629 -0.3309 

(-7.84) (-7.40) (-1.46) (-0.85) 

Constant 3.3134* 3.3408* 0.5572 0.6110 

(13.09) (12.43) (1.89) (1.67) 

rho 0.1010 0.4186* 

(0.4643) (2.15) 

F-STAT (7,29) 172.9* 137.8* 6.756* 2.170 

R-Square 0.977 0.977 0.620 0.647 

Durbin-Watson 1.80 1.57 

t t-statistics in parentheses 

* Indicates significance at the 95 percent level (two-tailed for t-statistics) 

ily to changes in the market value of equity that 

are not expected by corporate managers. 

As Guttentag and Herring contend, corpo-

rations' willingness to assume debt may have 

increased over this time period. A simple way of 

testing this hypothesis is to add a time trend 

variable to the models. If corporations are will-

ing to assume more debt as memories of the 

Depression fade, then the coefficient on the 

time trend should be positive. The revised 

models simply add a trend variable, TREND, to 

equations (1) and (2). TREND represents a time 

trend which begins with a value of one in 1948, 

increases by one per year, and has an expected 

coefficient value greater than zero. The expect-

ed signs of each of the coefficients are the same 

as before. The results of estimating the subse-

quent equations are presented in Table 2. 

Autocorrelation of the residuals may be rejec-

ted at the 95 percent level in the book value 

equation but not for the market value equation. 

Thus, the market value equation is also esti-

mated using a correction. All equations are 

significant at the 95 percent confidence level. 

The coefficient on the trend variable is sig-

nificantly positive in the book value equation, 

suggesting that corporate debt ratios have risen 

through time. The coefficients on the risk and 

inflation variables are also significant with the 

correct sign. The coefficient on the ratio of 

government debt to total nonfinancial debt 

changed signs and is significantly greater than 

zero. This ratio is highly correlated with the 

trend variable and apparently is serving as a 
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Table 2. 
Regression Model Estimates 

Debt to Equity 
with the Trend Variable* 

(Annual Data, 1948-84) 

Book 

Value 
Market 

Value 

Market Value 

with AR1 

Correction 

GOVNF 0.9371* 1.4151* 1.4402* 

(2.63) (2.67) (2.73) 

INFL 0.0197* 0.0121 0.0126 

(3.74) (1.54) (1-5) 

RISK -2.3617* 1.4502 1.4506 

(-2.74) (1.13) (1.12) 

CORP 0.1507 -0.0821 -0.0861 

(0.50) (-0.18) (-0.20) 

INDIV -0.3918* 0.0530 0.0617 

(-2.36) (0.21) (0.25) 

CGAIN 0.6986* 1.1309* 1.1357* 

(-2.43) (2.64) (2.69) 

SHLD -0.5628 0.6369 0.6581 

(-1.58) (1.20) (1.23) 

TREND 0.0297* 0.0207* 0.0211* 

(5.29) (2.48) (2.53) 

Constant 0.6096 -1.3310 -1.3698 

(1.12) (-1.64) (-1.69) 

rho -0.3386 

(-0.16) 

F-STAT 295.5* 7.72* 8.17* 

R-Square 0.988 0.688 0.688 

Durbin-

Watson 2.33 1.94 

t t-statistics in parentheses 
* Indicates significance at the 95 percent level (two-

tailed for t-statistics) 

proxy for the trend variable in Table 1. All of the 

tax variables in Table 2 have the correct sign, 

and the coefficients on the individual tax rate 

and capital gains rate are significant. Overall, 

these results are more supportive of the tax 

hypotheses than those in Table 1. 

The correction does not significantly affect 

the results of the market value debt-to-equity 

ratios in Table 2. Three variables have signifi-

cant coefficients in the market value of the debt-

to-equity model, the ratio of government debt 

to total nonfinancial debt, the trend variable, 

and the tax rate on capital gains. The coefficient 

on the ratio of government to total nonfinancial 

debt has the wrong sign, but the coefficients on 

the trend variable and on the capital gains vari-

able have the correct signs. These results are 

less strong than those for the book value ratios, 

perhaps because of the difficulties in measuring 

market values or perhaps because managers, 

failing to predict changes in market value or 

regarding the changes as transitory, do not fully 

adjust to changes in market values. 

Overall, the analysis of the determinants of 

domestic leverage ratios over time supports the 

hypothesis that debt-to-equity ratios are in-

creasing as managers forget the difficulties of 

the Depression. The results also suggest that 

debt-to-equity ratios measured in book terms 

are a positive function of inflation rates and a 

negative function of the riskiness of cor-

porations. Some support is also provided for 

the hypothesis that taxes have had a significant 

effect on corporate debt-to-equity ratios, espe-

cially when they are measured in book terms. 

Summaiy. Corporate leverage ratios are some-

what higher than they have been during certain 

prior periods. When leverage is measured in 

book value terms, the increase in leverage is 

disturbing. However, if leverage is measured in 

replacement cost or market value terms, then 

current debt ratios do not appear to be un-

usually high. Regression analysis supports the 

belief that leverage ratios measured in book 

and market value terms are positively related to 

a time trend. Leverage ratios measured in book 

terms are positively related to the inflation rate 

and negatively related to the amount of risk cor-

porations are willing to assume. Some support 

is also found for theories which contend that 

taxes have a significant effect on corporate 

leverage. 

The positive relationship between leverage 

ratios and the time trend is the most troubling 

result because of its implication that cor-

porations may be weakening their financial 

structure as memories of the Depression fade. 

However, the trend variable may be subject to 

multiple interpretations since a number of 

potential leverage determinants that are not 

modeled, such as technology, may be cor-

related with the time trend. 
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Conclusion and Policy Implications 

The results of this study of debt-to-equity 

ratios of nonfinancial corporations in the United 

States suggest that a variety of factors may 

influence corporate leverage ratios and that 

theory is not yet able to identify optimal ratios, 

either for individual corporations or for non-

financial corporations in the aggregate. Lever-

age ratios appear to be somewhat higher than 

they have been in the past, but they are un-

usually high only when measured using the least 

reliable indicator, book value. However, regres-

sion analysis controlling for the influence of cer-

tain other factors indicates that U.S. corporations 

have tended to increase their leverage during 

the post-war period. 

Some studies suggest that U.S. corporations 

are underleveraged relative to their foreign 

competitors, but others contend that when 

leverage is measured using market values, the 

differences are insignificant. Regardless of rela-

tive leverage ratios, foreign countries do not 

have significantly higher failure rates than the 

United States. Moreover, the market structure, 

tax policy, and regulation in some foreign coun-

tries tend to provide more support for high debt 

levels than in the United States. One policy 

implication of such cross-national comparisons 

concerns banking and is discussed in the ac-

companying box. 

The results of this study are limited in at least 

two important ways. First, most of the analysis 

focuses on aggregate debt ratios of the entire 

corporate sector, whereas, for many purposes, 

the debt ratios of individual corporations are 

important.17 Second, the empirical examination 

of domestic leverage ratios is constrained by 

available data to the period prior to 1984, 

although market value debt-to-equity ratios are * 

presented for 1985. This study does not con-

sider any changes in leverage after 1985. 

Overall, the results do not reinforce the con-

tention that U.S. firms are underleveraged and 

provide only weak support for the argument that 

U.S. firms are overleveraged. 
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Would Relaxing the Line between Banking and 

Nonfinancial Companies Help Firms Support More Debt? 

The experience of corporations headquartered 

in foreign countries could b e seen as encourage-

ment for the United States to remove restrictions 

on banks' affiliation with nonfinancial corporations. 

Bank ownership of stock may he lp reduce the 

agency costs of deb t financing and reduce the 

costs of distress when a firm encounters financial 

problems. Thus, bank ownership could promote 

efficient management and allow some businesses 

to operate with higher deb t levels. 

However, bank ownership of the stock of non-

financial corporations raises a variety of issues in 

addit ion to the effect of such ownership on non-

f inancia l f irms' f inancia l pol icy. The Un i t ed 

States has restricted bank ownership of nonfinan-

cial corporations for a variety of reasons including 

(1} possible conflicts of interest at commercial 

banks, (2) the potential for overconcentration in 

banks of economic and political power, and (3) the 

desire to avoid extension of the federal safety net, 

intended to protect banks, to nonfinancial cor-

porations. 

Bank ownership of corporate stock is be ing re-

evaluated in Japan and West Germany. The Jap-

anese are moving to restrict the ownership ties 

between banks and other corporations by requir-

ing a reduction in bank ownership of other cor-

porations to 5 percent In West Germany, com-

mercial bank ownership of nonbank compan ies 

has been criticized, though a commission estab-

lished to investigate this issue found most of the 

criticisms unsubstantiated.1 

Relaxing U.S. restrictions on bank stock owner-

sh ip may also fail to p roduce higher leverage 

ratios here. Japanese and West German com-

panies do not have significantly higher deb t ratios 

when market values, rather than book values, are 

used. Major U.S. corporations have been steadily 

reducing their reliance on commercial bank loans, 

partly because the information advantage that 

banks once he ld has been e roded and partly 

because regulatory restrictions such as reserve 

requirements raise the relative cost of bank loans. 

Merely relaxing the restrictions on banks' owner-

ship of nonfinancial corporations' stock is unlikely 

to reverse this trend. 

Moreover, Japanese corporat ions appear also 

to b e reduc ing their re l iance on b ank deb t . 

Charles Smith and others (1987) report that while 

bank lending accounted for an average 84 percent of 

corporate financing in 1970-74, the average sl ipped 

to 60 percent between 1980 and 1984 and in 1984 

d ropped to 44 percent. In contrast, equity ac-

counted for 36 percent of financing in 1985, ap-

proximately doub l e its share in the 1970s. W. Carl 

Kester (1986) suggests that the reduction in bank 

lending may b e occurring because more of the 

growth in Japanese corporations is concentrated 

in firms that are not keiretsu members. He also 

impl ies that the change in financing policy may be 

an at tempt by Japanese managers to maximize 

their own utility rather than shareholder value. In 

particular, Kester notes that heavy d eb t burdens 

impose tight controls that managers may wish to 

avoid. Smith and others provide a different jus-

tification for the change in financial policy, not inga 

Bank of Japan study which states that the diver-

sification of funding sources may have cut the cost 

of raising funds from 6.4 percent in 1980 to 6.2 per-

cent in J 985. 

Thus, bank affiliation with nonfinancial corpo-

rations may not provide significant advantages to 

t he nonf inancia l sector.2 Corporat ions in the 

United States are moving toward market-based 

financing and reducing their reliance on banks. 

Relaxing U.S. restrictions on bank affiliation with 

nonbanks may not reverse the current trend. 

¡1 
'See Krummel (1980). 
2Nash (1987) discusses arguments suggesting that the 

mixing of banking and commerce would produce sig-

nificant advantages for the commercial banking system. 

The issues raised in that report are beyond the scope of 

this study. ; 
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Notes 

'A corporation's reliance on debt financing is typically 

measured as the percentage of funds obtained through 

debt. Firms that rely heavily on debt may be said to have a 

high debt-to-equity ratio or a high debt-to-total asset 
ratio or a low equity-to-asset ratio. Firms with high debt 

levels are also said to have high financial leverage. This 

study will refer to all three ratios and the term financial 
leverage in discussing debt levels. 

2For example, suppose a firm issues debt and uses the pro-

ceeds to repurchase part of its outstanding equity. This 

issuance and repurchase would increase the firm's total 

interest payments to creditors and reduce the earnings 

available for dividends. 

^ e e Haugen and Senbet (1978, 1988) for analysis suggest-

ing that bankruptcy costs are irrelevant to corporate 

leverage decisions. 

^ e e the Board of Governors of the Federal Reserve System 

(1984): I. 
5The seven industries are chemicals, steel, data process-

ing, electrical and electronics, machinery and engineer-

ing, automobiles, and airlines. 
6The Mann-Whitney U test and the Kolmogorov-Smirnov 

Two-Sample test 
7The discrepancy between book and market values is 

especially great for land values. A Japanese index of 

industrial land prices rose from 100 in 1955 to 3,288 in 

March 1981; see Elston (1981): 515. 

8Market capitalization ratios were tested for the period 

1977-81 using the nonparametric Mann-Whitney U tests. 

^The Kolmogorov-Smirnov Two-Sample test. 
,0See Altman (1984): 177. 
11 However, companies belonging to groups tend to borrow 

only approximately 20 percent of their total needs at the 

group's bank. 
12Adding to the concern about book value leverage ratios 

are Tetlow's (1986) findings that Canadian book value 

leverage ratios declined after 1982. 
l3The S&P 400 Index was chosen to isolate the behavior of 

industrial dividends from those of financial, utility, and 

transportation firms. 
14Pozdena also examines the relative issuance of debt and 

equity and the issuance of junk bonds over the period 

from 1908 to 1985. 
1 ''The only independent variable in Pozdena's model that is 

not tax-related is the inflation rate. The nondebt-related " 

tax shields include the depletion and depreciation al-

lowances and the investment tax credit. According to 

DeAngelo and Masulis, these are tax shields that may be 

lost or reduced in value if the firm has excessive lever-

age. 
l6The Durbin-Watson statistic for both equations is in the 

inconclusive range. 
17See Titman and Wessels (1988) for a recent examination of 

cross-sectional differences in corporate leverage. 
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The Southeastern Forest Industry 
after the Tax Reform Act of 1986 

W. Gene Wilson 

Forestry is a major economic activity in the 

Southeast, and its potential importance is even 

greater because of the future expansion pos-

sibilities, especially in the pulp and paper seg-

ment of the industry. In recent years the forest 

industry has been subject to many new forces 

that affect its future development. Particularly 

important among these forces are the 1986 Tax 

Reform Act, the Conservation Reserve Program, 

and the behavior of the dollar. This article con-

siders the performance of the southeastern 

forest industry in the wake of the new tax pro-

visions. 

Like most new tax legislation, the Tax Reform 

Act of 1986 led to fears about its potential nega-

tive impacts, particularly in capital-intensive 

industries—such as forestry—that are depen-

dent on a resource produced over several years. 

Changes in capital gains taxation were con-

sidered especially important to the forest in-

dustry because of the possible impact on tree 

planting and reforestation and, in turn, on the 

supply of pulpwood and lumber. Another con-

cern was that the loss of the investment tax 

The author is an assistant economist in the regional section 
of the Atlanta Fed's Research Department. 

credit would make the cost of investing in the 

industry more expensive and thus possibly re-

duce capital expenditures. In view of the fact 

that the declining dollar and the recently im-

posed Canadian export tax on lumber have 

strengthened demand for U.S. forestry prod-

ucts, supply constraints could bode ill for 

prices. 

To foresters' relief, the final form of the 1986 

Tax Reform Act and business conditions since 

1986 have tended to lessen the original ap-

prehensiveness. As booming domestic and ex-

port markets pushed the pulp and paper 

industry to near-capacity production and ren-

dered the lumber market robust as well, sub-

stantial new investment in mills and related 

processing facilities has been occurring. While it 

cannot yet be determined if tree plantings by 

private owners have declined, the creation of 

the Conservation Reserve Program will appar-

ently help to offset any drop. In addition, the tax 

reform legislation itself has so far proved much 

less formidable than had perhaps been ex-

pected. However, these factors have not guar-

anteed future success for foresters. Before 

examining the forest industry, though, an ex-

planation of its structure and economic impact, 

particularly in the Southeast, might be helpful. 
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Structure of the Forest Industry 

The forest industry is composed of a wide 

variety of companies that make products rang-

ing from lumber and wafer board to pulp for 

making paper. Essentially this industry can be 

divided into two sections: forest products, 
which consists of pulp, paperboard, paper, and 

similar products; and wood products, which 

includes lumber, plywood, and other building 

products. 

Forest Products. The term forest products 
refers basically to pulp. Whether derived from 

wood or other materials such as wastepaper or 

used rags, pulp is the material from which paper 

and related products are made. The pulp, paper, 

and board industry is composed of approx-

imately 6,500 establishments and employs 

roughly 670,000 people nationwide. For the 

entire industry, total sales are estimated at 

$75 billion. 

Pulp and paper production has become in-

creasingly concentrated in the South near abun-

dant reserves of southern pine, which bears the 

long fibers preferred for making heavy duty 

paper and board. As a result, more than 50 per-

cent of U.S. pulp and paper production now 

occurs south of the Mason-Dixon line, continu-

ing an industry relocation that has been under-

way for several years and for various reasons. 

The South's large supply of commercial forest-

land and more rapid tree growth certainly are 

two major factors. Also influencing the trend 

have been lower costs for labor and resources 

and an infrastructure suited to forest industries. 

In 1987, total wood pulp production in the 

United States reached an estimated 60 million 

tons, some 85 percent of which is consumed by 

the forest industry in making paper (see Table 1). 

Pulp production is directly linked to the de-

mand for paper products. For paper companies, 

increased exports and higher domestic demand 

made 1987 an outstanding year. The production 

capacity utilization of paper and paperboard 

manufacturers approached 96 percent, and paper 

profits surged.1 The forest products industry 

earned a record $4.6 billion on paper operations 

last year as production of paper and paperboard 

rose 4.5 percent from 1986.2 This year production 

of paper and paperboard may set another record 

as a weaker dollar, greater paper consumption, 

and energy prices, still well belowlevels of a few 

years ago, continue to improve prospects. 

In addition to strong domestic demand for 

pulp and paper, the dollar's depreciation augurs 

well for pulp and paper exports, particularly to 

Japan, which absorbs one-fifth of the U.S. pulp 

sold abroad, and to West Germany. Japan, West 

Germany, Mexico, and South Korea together 

receive half of U.S. pulp exports. The potential 

for increased U.S. export of pulp may also im-

prove as various countries—for example, Taiwan-

expand their paper industries. 

However, whether U.S. producers can effec-

tively compete with expanding production from 

a number of countries, primarily in Latin America, 

remains to be seen. Notwithstanding the dol-

lar's substantial decline over the past three 

years, the U.S. pulp and paper industry is facing 

intense global competitive pressures, largely 

from countries whose currencies have appreci-

ated relatively little vis-a-vis the dollar. Finland, 

the leading force in process technology, is mak-

ing progress in reducing energy, labor, and 

chemical inputs per ton of paper produced. 

Table 1. 
Pulpwood Production 

(billion cubic feet) 

U.S. South* 

Volume Volume Percent of U.S. 

1950 2.7 1.6 59 

1955 4.0 2.4 60 

1960 5.1 3.0 59 

1965 6.7 3.9 58 

1970 9.0 5.4 60 

1975 8.8 5.4 61 

1980 11.3 7.0 62 

1983 11.3 7.2 64 

1986 11.7 7.9 68 

1987 12.0 8.3 69 

* South includes the states of Alabama, Arkansas, Flor-
ida, Georgia, Kentucky, Louisiana, Maryland, Mis-
sissippi, North Carolina, Oklahoma, South Carolina, 
Tennessee, Texas, and Virginia. 

Source: Pulpwood Statistics, American Pulpwood Association, 

June 1986. Data for 1986 and 1987 were provided 

directly by the American Pulpwood Association. 
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Canada, one of the lowest cost producers, is 

gaining market share against almost all com-

petitors. Brazil, a long-term strategic threat, is 

increasing exports at about 40 percent a year, 

albeit from a small base, whereas the industry 

worldwide is growing at an average rate of 1.5 

percent per year. 

Lumber and Related Products. Demand for 

wood products used in construction rose 6 per-

cent last year as both lumber and plywood sales 

flourished. Roughly one-third of this country's 

lumber output is produced in the South. From 

1975 to 1987, southern pine lumber production 

almost doubled, rising from 600 million cubic 

feet to approximately 1 billion cubic feet. The 

value of annual production at recent prices is 

over $2 billion for southeastern timber owners. 

Industries involved in producing wood prod-

ucts for construction have not generally enjoyed 

the prosperity of forest product industries. Fol-

lowing a substantial recovery in 1983, con-

ditions deteriorated in 1984 and 1985. The 

industry just returned to profitability in 1987. 

The mixed conditions in the lumber industry 

result from fluctuating housing demand in the 

United States, the export-dampening effects of 

the high value of the dollar in 1984 and 1985, and 

increased competition from Canadian imports. 

Last year, though, the cheaper dollar, ample 

demand from builders, and the effect of Can-

ada's export tariff on relative lumber prices 

helped to create a prosperous year for U.S. 

producers. 

This recent prosperity must be viewed in con-

text, though. Improved technology, along with 

import competition, created a surfeit of lumber 

earlier in this decade. Consequently a substan-

tial amount of industry restructuring has occurred. 

In particular, a significant amount of productive 

sawmill capacity has been discontinued. 

U.S. lumber and logs should continue to be 

competitive in world markets owing to the lower 

dollar. Domestic prospects for lumber are 

somewhat dimmer, though, as residential con-

struction has decelerated from its pace earlier 

in the expansion. Although the remodeling 

market is consuming larger amounts of lumber 

than previously, that market is closely related to 

current economic conditions and can change 

course quickly. It is also much smaller than the 

market for new homes, apartments, and con-

dominiums. 

Forestry in the South 

The Southeast is a major manufacturer of 

pulp and paper. Georgia leads the nation in pro-

duction of pulp, paper, and pulpwood, while 

Alabama is a close second in pulpwood output. 

With manypapermillscapitalized atnearly$500 

mill ion and sawmills at $1 million to $25 million, 

Georgia's 16 paper mills and 250 sawmills rep-

resent a major industry investment. In recent 

years, Georgia and Alabama have supplied 

about one-third of the approximately 7 billion 

cubic feet of pulpwood annually produced in 

the Southeast. Moreover, some industry sources 

indicate that room for expansion still exists 

throughout the region. Indeed, one study con-

cluded that expansion of forest industries in 

Alabama could create more economic growth 

than comparable expansion anywhere else in 

the state's manufacturing sector.3 

Southeastern forests seem a likely source for 

the nation's future pulpwood needs. In the 

1960s, in a major industry shift to the Southeast, 

roughly 2 million acres were purchased for the 

purpose of growing trees. In the last decade, 

southeastern forest industries continued to add 

approximately one-quarter million acres to their 

land holdings. As a region, the South possesses 

more commercial forestland than any other area 

in the country, though a greater share of com-

mercial forestland in the Southeast is owned by 

nonindustrial private owners. 

Because of substantial demand for wood prod-

ucts, southeastern foresters are constantly 

investing in reforestation and searching for ways 

to improve productivity. In recent years, how-

ever, the future timber supply of the Southeast 

and the nation has become a constant concern. 

In this context, it is important to consider 

whether the 1986 Tax Reform Act provides disin-

centives for investment in the future of the 

forest industry. 

The Tax Reform Act of 1986 

and Its Impact on the Forest Industry 

The Tax Reform Act of 1986 is a highly complex 

piece of legislation that made numerous changes 
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in then-existing tax laws. The law was intended 

to simplify the tax code and make it more effi-

cient while being revenue-neutral. Major areas 

of interest in the act are: (1) individual and cor-

porate tax rates, (2) the investment tax credit, 

(3) treatment of capital gains, and (4) deductions 

for various development costs. With regard to 

the forest industry, most tax changes fell into 

two separate categories: changes that affected 

commercial producers such as paper companies 

and lumber manufacturers, and, perhaps more 

important, changes that impacted the suppliers 

of timber—largely non-industrial private owners. 

The tax law change that will probably have the 

greatest effect on timber supply, the basic 

resource of the forest industry, is the elimina-

tion of preferential treatment for capital gains. 

The proceeds from the sal e of or the val ue of cut 

timber will no longer qualify for the long-term 

capital gains deduction, that is, the exclusion of 

60 percent of capital gains from taxation. As a 

result, the income the owner receives from sell-

ing timber is nowtaxed as ordinary income. Prior 

to the change, timber revenue of sole propri-

etors could be taxed at no higher than the max-

imum effective rate of 20 percent (40 percent 

taxable gain times 50 percent maximum tax 

rate). For instance, under the old law, a timber 

owner who earned $10,000 from timber sales 

could have excluded 60 percent ($6,000) from 

taxation as a long-term capital gain. The remain-

ing 40 percent ($4,000) would be taxed at the 

appropriate tax rate for the owner's income tax 

bracket. Assuming the maximum tax bracket of 

50 percent, the tax obligation would have been 

$2,000 (50 percent of $4,000). Consequently, the 

effective tax rate on all timber revenue earned 

was at most 20 percent. 

The tax act's effect on individuals is relatively 

modest. With the new law, capital gains tax rates 

for individuals now match ordinary income tax 

rates with a cap of 28 percent. Using the pre-

vious example, at the maximum rate of 28 per-

cent, the tax obligation on $10,000 of timber 

revenue would be $2,800. (Of course, for those 

individuals in still lower income tax brackets, 

the effective rate would also be lower.) This 

change essentially raises the overall tax burden 

and lowers the after-tax returns from investing 

in timber. The effect, however, will vary relative 

to each person's circumstances. At least par-

tially offsetting the impact of changes in capital 

gains taxation, moreover, are increases in ex-

emptions and the standard deduction. 

The impact of the 1986 Tax Reform Act on cor-

porations might be greater. Under the old law, a 

corporation earning $100,000 from timber rev-

enue could also exclude 60 percent or $60,000 

from taxation. The remaining 40 percent would 

be taxed at a rate of 28 percent, generating a tax 

obligation of $11,200. Under the new law, the 

entire $100,000 would be taxed at a rate of 28 

percent, creating taxes of $28,000. 

While the change in the capital gains tax is of 

the greatest interest and possibly has the most 

effect on foresters, another area of concern dur-

ing development of the new tax legislation was 

the investment tax credit. Though this credit 

was eliminated for general business invest-

ment, the Act in its final form left unchanged the 

investment tax credit for timber investment. 

The impact is thus confined to industrial invest-

ment in paper mills and other manufacturing 

facilities. 

Even here, however, the loss of the invest-

ment tax credit seems far from dramatic. In-

deed, despite the absence of the investment 

tax credit, papermakers are likely to add ca-

pacity at a faster rate over the next three years 

than they did over the past ten. In 1988, capital 

spending is expected to increase 25 percent as 

prospects remain favorable for the industry.4 

The conclusion can be drawn that, while tax 

policy can influence industries, overall business 

conditions remain the final influence on in-

vestment. 

Costs associated with growing timber con-

tinue to be deductible just as they were before 

passage of the 1986 Tax Reform Act. Timber is 

excepted from the requirement that costs be 

capitalized. In addition, the provision allowing 

taxpayers to amortize reforestation expen-

ditures over a period of 84 months was not 

changed by the 1986 act. This provision remains 

applicable to not more than $10,000 of expen-

ditures in any year. 

Aside from the limited nature of tax reform 

vis-a-vis the forest products industry, the impact 

of tax changes may be at least partially offset by 

various other considerations. For instance, the 

weight that timber owners give to changes in tax 

laws may be tempered by the frequency of 

change in such laws. Tax laws commonly under-

go substantial alteration over a period of three 
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or four years. Thus, people who are concerned 

about a product that will not be harvested for at 

least 15 years can be reasonably certain that tax 

regulations will change more than once be-

tween planting and harvest. The possibility of 

future, more favorable changes, may further 

mitigate the Act's negative effects. 

The Conservation Reserve Program 

Is there potential for greatly increasing the 

productivity of forestland and consequently 

raising total after-tax revenue despite higher 

taxation? For most Georgia timber owners, im-

proving forest management would be one of the 

most profitable investments available.5 Timber 

production on unmanaged acreage is expected 

to yield only about 40 percent of what could be 

achieved with intensive land management. 

One possibly important factor in offsetting 

future timber shortages is the recent develop-

ment of the Conservation Reserve Program, 

which could serve to increase the supply of 

forests in the South. Under this program, land-

owners receive an annual payment for idling farm 

land on a long-term basis. At present, over 

5 million acres nationally have been accepted 

into the program; the goal over the next few 

years is to engage 40 million acres in the Conser-

vation Reserve Program. While not all the acre-

age will be planted in trees (grass is the other 

option), 90 percent of Georgia's farmers en-

rolled in the program prefer trees. Perhaps as 

much as 75 percent of the trees planted in this 

program will be in southern states. The greater 

interest in trees in the South reflects the marginal 

productivity for crop production of much of the 

idled acreage, the faster growing cycle for trees 

in the South, and the existence of industries 

with substantial demand for timber. 

At least one-eighth of the land entering this 

program is mandated by law to be planted in 

trees. With a range of 40-45 million acres es-

tablished for the Conservation Reserve Pro-

gram, a minimum of 5 million acres will be 

planted in trees from 1986 to 1990, making the 

Conservation Reserve Program one of the most 

ambitious tree planting programs ever estab-

lished. If 5 million additional acres of trees are 

indeed planted on diverted cropland, even-

tually an additional 31.5 billion cubic feet of 

wood will result over the life of the planting. 

That figure represents enough wood to supply 

the nation's total forest and wood product 

needs for two years. Whether the Conservation 

Reserve Program will result in a net increase in 

reforestation cannot yet be determined, but 

this program should certainly offset at least par-

tially any negative impact of tax changes. 

Forestry Outlook 

The ultimate economic well-being of the 

forest industry hinges more on the uncertainties , 

of supply than on demand, which is more pre-

dictable. Demand for paper, lumber, and myriad 

other wood products appears to be favorable 

over the long run. The degree to which the 

industry can meet market demand is limited by 

the availability of the basic resource, timber. If 

reforestation occurs at the rate needed and 

modern timber management practices are 

adopted, the future timber supply can be in-

creased significantly. 

Recent trends in planting and harvesting of 

trees provide little good news, though. For 

example, in 1986,61 Georgia counties were har-

vesting more pine timber than they were grow-

ing. Despite setting records for tree planting in 

the mid-1980s, Georgia continues to experience 

a net loss of timberland. In this decade, an 

average 100,000 acres of pine forests have been 

lost each year. 

On privately owned land, less than 35 percent 

of the timberland is replanted after harvest. 

Considering that 64 percent of Georgia's com-

mercial forests are privately owned, these fig-

ures do not have good future implications. 

Changes in tax laws may have little negative 

impact on tree planting, but they also provide 

little assistance from a fiscal perspective in 

alleviating the potential timber shortage. Sucha 

shortage seems likely, given the predominance 

of private forest land tenure arrangements in 

the Southeast and the low ratio of reforestation 

on such property. 

The 1986 tax legislation's importance rests 

not on what the act did as much as what it did not 

do. The Tax Reform Act of 1986 may prove to be a 

modest damper on forestry investment that 
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provides no additional encouragement to re-

plant forests and make other needed invest-

ments. The overall effect of the law may not 

significantly lessen timber supply in the future, 

especially with the Conservation Reserve Pro-

gram in existence, but the Tax Reform Act of 

1986 certainly will not assist in saving the timber 

supply from what appears to be a growing 

shortage. 

Notes 

'Anderson (1988): 922. 
2Levine (1988): 125. 

^Trenchi and Flick (1982): 22. 
4Seskin and Sullivan (1987): 16. 
5Because Georgia is such a major part of the forest industry, 

the remainder of this article uses the Georgia forest indus-

try as an example on the assumption that developments 

in this state are broadly representative of the industry 

nationally Forestry in Georgia—as measured by sales-

comprises an $8 billion-plus industry that employs ap-

proximately 80,000 people. The annual timber harvest is 

valued atroughly$400 million. For every dollar of these tim-

ber sales, the state's manufacturers produce final prod-

ucts worth more than ten dollars. For each dollar of income 

received from timber sales, other Georgians earn an 

additional six dollars transporting, processing, or market-

ing timber or timber products (Montgomery and Chaffin, 

1982,7). On its own, Georgia would rank in the top ten of the 

world's leading producers of pulp, paper, and paper-

board. 
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Book Review 
Stock Market Activity in October 1987: 
The Brady, CFTC, and SEC Reports 

Peter A. Abken 

To what extent did the October 19,1987, stock 

market crash result from a malfunctioning of 

market mechanisms? Analysts have grappled 

with this question since last fall; the answer is 

crucial to the development of future regulatory 

policies for financial markets. 

Three particularly influential reports focus on 

the functioning of market mechanisms during 

October 1987 and propose ways to avoid a 

recurrence of such financial turmoil. These 

reports are the Reports of the Presidential Task 
Force on Market Mechanisms (the "Brady re-

port"), the Final Report on Stock Index Futures 
and Cash Market Activity during October 1987 to 
the U.S. Commodity Futures Trading Commis-
sion (the "CFTC report"), and The October 1987 
Market Break (the Securities and Exchange 

Commission |SEC| report). The following review 

concentrates on two major questions addressed 

in each of these studies: (1) what role did pro-

gram trading play in the market decline, and 

(2) what, if anything, should be done about pro-

gram trading? 

This review focuses on the trading activity on 

two of the most important financial exchanges: 

the New York Stock Exchange (NYSE), where 

most of the stocks for major corporations are 

The reviewer, a specialist in futures and options markets, is 
an economist in the financial section of the Atlanta Fed's 
Research Department. 

traded, and the Chicago Mercantile Exchange 

(CME), where the S&P 500 futures contract is 

traded. (More information on the S&P 500 fu-

tures can be found in this issue in the article by 

Kawaller, Koch, and Koch, "The Relationship 

between the S&P 500 Index and S&P 500 Index 

Futures Prices," p. 2.) 

The NYSE and CME use two different market-

making systems to facilitate transactions be-

tween buyer and seller. The NYSE is organized 

as a dealer market in which specialist firms are 

obligated to "make a market" in stocks that the 

exchange assigns to those companies. Their 

market-making responsibilities entail risk be-

cause the firms must take the opposite side of a 

transaction at a price close to the last transacted 

price if no one else will do so. The specialist is 

charged with maintaining an orderly market, 

which requires holding an inventory of stock, 

thus exposing the firm to price risk. Unlike the 

NYSE, the floor traders on the CME are not 

obligated to take positions in futures contracts; 

these traders act as brokers, matching buyer 

and seller. However, they also take positions in 

futures contracts, albeit briefly, to profit from 

price fluctuations caused by imbalances in buy 

and sell orders. In this respect, CME floor traders 

provide liquidity to the futures markets. 

For markets in which price expectations are 

not changing sharply, the provision of liquidity 

enables stocks or futures contracts to be bought 

or sold with low transactions costs and fast 
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execution at prices near the last transacted 

prices. What happens in these markets when 

broad-based uncertainty about price expec-

tations is present, as in mid-October? Much of 

the controversy surrounding program trading— 

the institutional trading of all stocks in a pro-

gram or index on which options or futures are 

traded—centers on the adequacy of market 

liquidity to accommodate trading when prices 

are changing rapidly.1 Two relatively new pro-

gram trading strategies at the heart of the 

debate over market function or dysfunction are 

stock-index arbitrage and portfolio insurance. 

Considered both singly and jointly, they are 

widely alleged to have exacerbated, and per-

haps precipitated, the stock market collapse on 

Monday, October 19. 

Despite background research and exhaustive 

reconstructions of events, the Brady Commis-

sion, the SEC, and the CFTC arrive at conflicting 

conclusions regarding the culpability of pro-

gram trading. The Brady and SEC reports find 

program trading, and particularly portfolio in-

surance, significantly involved in both elevating 

market uncertainty as well as directly and in-

directly driving stock prices lower than they 

would have fallen otherwise. The CFTC report, 

on the other hand, concludes that the crash 

resulted entirely from a massive change in 

investor price expectations, and the claim that 

program trading contributed significantly to the 

market break is unsubstantiated. Each of the 

reports details the mechanics of program trad-

ing. A brief overview here will lay the ground-

work for a later discussion of the sources of 

disagreement among the market reports. Also, 

the November/December 1987 Economic Re-
view included "An Introduction to Portfolio 

Insurance," which gives a thorough discussion of 

that topic, as well as references on stock-index 

arbitrage. 

A Review of 
Program Trading Strategies 

Stock-index arbitrage is the simpler of the 

two basic varieties of program trading. Stock-

index arbitrageurs attempt to make riskless 

profits by exploiting price discrepancies be-

tween the S&P 500 index and S&P 500 futures 

prices. The flow of transactions on the CME and 

NYSE will generally be different, often driving 

index and futures prices away from their ap-

propriate price relationship, known as the basis. 
For example, a negative basis, in which the 

futures price is below the index, indicates a 

price misalignment, provided all component 

stocks are being actively traded. 

The activity of arbitrageurs tends to align 

stock and index prices. Arbitrageurs buy futures 

when futures prices are relatively low and simul-

taneously sell the stocks underlying the index 

when stock prices are relatively high, and vice 

versa. The arbitrageurs are said to be perfectly 

hedged because their return depends only on 

the relative movement of the futures vis-a-vis 

the index prices, not on the absolute change in 

their price levels. Their buy or sell orders for the 

component stocks are sent to the specialists via 

the NYSE's DOT (Designated Order Turnaround) 

system. Separate buy or sell orders for hun-

dreds of S&P component stocks (not necessarily 

all stocks in the index) are routed to the special-

ists on the NYSE floor and are usually executed 

within minutes. Rapid execution is critical, for 

otherwise the arbitrageur is exposed to changes 

in the absolute price level of the index, not just 

the relative difference between the index and 

the index futures price. During volatile markets, 

the flow of arbitrage orders channeled almost 

instantly to specialists through the DOT system 

can be extremely heavy, leading to order im-

balances that the specialists must try to absorb. 

Portfolio insurance strategies involve sys-

tematic adjustments to a portfolio, typically an 

index portfolio, to limit its exposure to stock 

market fluctuations. The object of the strategy is 

to guarantee a prespecified rate of return on a 

portfolio over some predetermined time period. 

The strategy places part of a portfolio in "cash," 

that is, Treasury bills, and the remainder in 

equity. As the market rises, the equity compo-

nent is increased by selling Treasury bills. When 

the market falls, portfolio managers increase 

the cash component. The same division of a 

portfolio into equity and cash components can 

be achieved using an equity portfolio and index 

futures contracts. By selling (going short) an 

appropriate number of index futures and hold-

ing the underlying stocks, any fraction of the 

equity portfol io can be converted into a hedged 

position that is equivalent to cash. In recent 
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years, most portfolio insurance has been imple-

mented this way because the transactions costs 

of using futures are generally lower. It is impor-

tant to bear in mind that portfolio insurance is a 

reactive, not speculative, trading technique: as 

the market declines, futures are sold ; as it rises, 

futures are bought. 

The Reports' Findings 

Before the mid-October decline, many ana-

lysts were concerned about the potentially de-

stabilizing interaction between index arbitrage 

and portfolio insurance trading. The SEC and 

CFTC reports discuss concerns about a so-

called cascade scenario that was originally 

described in an SEC report following a sharp 

market decline in September 1986. The sce-

nario begins with a decline in futures prices, for 

fundamental or other reasons, that triggers 

stock-index arbitrage. Arbitrage selling, in turn, 

depresses stock prices and affects the futures 

market via portfolio insurance futures selling in 

response to the stock market decline. Further 

arbitrage is induced, which in addition to set-

ting off more portfolio insurance futures selling 

might also lead to stop-loss selling of individual 

stocks, liquidations due to margin calls, and so 

forth. The cycle intensifies and culminates with 

a market collapse. 

After October 19, the cascade scenario, in one 

form or another, showed up in media accounts 

of the crash.2 Each of the reports considers the 

interaction of portfolio insurance, and stock 

index futures trading generally, with stock index 

arbitrage. Much of the analysis in the CFTC 

report is devoted to disproving the cascade 

hypothesis. 

The main differences between the Brady and 

SEC reports compared to the CFTC report re-

garding the role of program trading in the crash 

stem from the emphasis they place on psy-

chological factors. Two important examples will 

be considered below. The different conclusions 

are especially striking in comparing the SEC and 

CFTC reports because the analyses in both 

reports were based on two shared data bases: 

(1) the special CFTC/SEC survey of the trading 

activity, particularly involving index arbitrage 

and portfolio insurance, of 16 firms that were 

major participants in both the stock and index 

futures markets in mid-October and (2) the 

CFTC's daily large-trader position reports on 

futures activity, which do not explicitly identify 

program trading. Staff interviews with key mar-

ket participants during the mid-October period 

also supplemented the survey information. 

Whether explicit or implicit, assumptions 

regarding the impact of extreme price volatility 

also contributed greatly to shaping each report's 

eventual conclusions and recommendations. 

The SEC report states that "li|n conducting our 

analysis, we have adopted the fundamental 

assumption that extreme price volatility, such as 

occurred during the market break, is undesir-

able" (p. xi). They justify their viewpoint by ' 

pointing out that volatility reduces market li-

quidity, makes the provision of market-making 

'The main differences between the 
Brady and SEC reports compared to 
the CFTC report regarding the role of 
program trading in the crash stem 
from the emphasis they place on psy-
chological factors." 

services more costly and less efficient, and 

weakens investor confidence in equity invest-

ments. All of these adverse effects may ulti-

mately reduce the rate of capital formation in 

the long run. Although not directly stated, the 

Brady report basically takes the same view of 

volatility. Their focus on market mechanisms is 

motivated by the "unusual frailty" that markets 

demonstrated in mid-October; individual mar-

kets suffered from an "illusion of liquidity." The 

CFTC report discusses episodes of short-term, 

technical pressures on stock or futures prices 

(that is, strained market liquidity), but, unlike 

the other reports, does not consider their 

potentially disruptive effects. To the CFTC, 

extreme volatility is a neutral consequence of 

extreme changes in market expectations. 

The reports substantially agree on the fun-

damentals that appear to have set off the steep 
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decline in stock prices during the week before 

October 19. These factors were: (1) a merchan-

dise trade deficit figure for August that showed 

less improvement than the market expected, 

(2) a continued depreciation of the dollar, 

(3) sharply higher short- and long-term interest 

rates, and (4) prospective tax legislation in Con-

gress that would increase the costs of financing 

takeover activity. From Wednesday, October 14, 

to Friday, October 16, the Dow Jones Industrial 

Average (DJIA) closing changes from the pre-

vious day were -95, -58, and -108, respectively; 

the broader market indexes experienced sim-

ilar large declines. Volume was extremely heavy 

and index arbitrage and portfolio insurance 

activity were likewise at a high level, although 

markets were not strained to the breaking point 

as they would be early in the following week. 

"The reports substantially agree on the 
fundamentals that appear to have set 
off the steep decline in stock prices 
during the week before October 19." 

Each report gives blow-by-blow details of in-

traday events in the various financial markets for 

these three days and those of the following 

week. 

The October 14-16 period is of particular in-

terest because the index arbitrage link be-

tween the CME and NYSE was functioning. Here 

the CFTC saw events differently from the Brady 

Commission and the SEC. Consider the then-

record market decline on Friday, October 16. 

The CFTC report found that portfolio hedge 

activity, which includes portfolio insurance 

futures selling, was more or less evenly dis-

tributed throughout the day, with the greatest 

concentration of futures selling before 2:30 p.m. 

Index arbitrage sales were executed during the 

day in relatively concentrated intervals, espe-

cially toward the end of the day. At this time, 

though, part of the arbitrage was related to the 

expirations of some futures and options con-

tracts (during the so-called "witching hour"). 

In analyzing the day's trading, the CFTC con-

cluded that "neither the magnitudes nor the 

timing of this trading on October 16 is indicative 

of any significant interaction between portfolio 

hedging and index arbitrage sell programs" 

(p. 78). Neither the SEC report nor the Brady 

report focuses on portfolio insurance trading in 

terms of the cascade scenario. The SEC report 

states in a footnote that "this |cascade| scenario 

is far more simplistic than the multitude of fac-

tors influencing trading during the October 

market break. Nevertheless, the effects of fu-

tures selling on the stock market is relevant to 

what occurred" (p. 3-11). The Brady report also 

finds that during these days before October 19, 

"heavy arbitrage activity was most often coinci-

dent with substantial intraday stock market 

moves" (p. 29). This finding is not inconsistent 

with the CFTC report; the CFTC was not spe-

cifically concerned about index arbitrage-

induced market volatility (see CFTC report, 

p. 79). 

The Brady report goes further, asserting that 

"the market's decline (from Wednesday to 

Friday! created a huge overhang of selling 

pressure—enough to crush the equity markets 

in the following week" (p. 29). This overhang was 

concentrated within two groups of sellers: port-

folio insurers and a few mutual fund groups 

needing to fulfill customer redemption orders. 

The Brady report maintains that on Friday, 

October 16, many market participants were on 

edge over the threat of continued selling pres-

sure. 

According to the Brady report, a number of 

aggressive "trading-oriented" institutions com-

pounded the selling pressures by anticipating 

the reactive selling of the portfolio insurers and 

mutual funds and, concomitantly, selling ahead 

of them before further market declines. Of the 

$12 billion in stock that portfolio insurers 

needed to sell to meet the directives of their 

programs that week, only one-third had actually 

been sold, according to the Brady report. Both 

the CFTC report (p. 81) and SEC report (p. 3-12) 

mention the existence of an overhang of selling 

pressure, but neither give it the same emphasis 

as the Brady report. 

Selling pressure during the NYSE opening 

on Monday, October 19, was in fact enormous. 
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Selling by institutional investors was the most 

significant factor, particularly at the opening. In-

dex arbitrage selling was also prominent at the 

opening, although the CFTC states (pp. 91-92) 

that even during the morning, index arbitrage 

did not attain the concentrated levels of the 

previous week. Gross selling of S&P 500 futures 

for portfolio hedging purposes attained a rec-

ord level of 20 percent of CME volume for the 

day; 80 percent of that hedge selling can be 

attributed specifically to portfolio insurance 

strategies (CFTC report, p. 93). Furthermore, one 

major pension fund, the largest portfolio insur-

ance practitioner in the stock or futures markets, 

supplemented its futures sales with very large, 

periodic program sales of stock on the NYSE up 

until 2:00 p.m. 

Each report documents how selling pressure 

was so powerful that the markets became con-

gested. On the NYSE, in particular, the spe-

cialists were overwhelmed with sell orders. The 

imbalances led to late openings for many com-

ponent stocks of the S&P 500 and to trading 

halts designed to give specialists time to work 

out these order imbalances. The reported fu-

tures basis was negative (that is, the futures 

price was below the index price) because the 

computation of the index value included many 

stock prices that were not current due to the dis-

ruptions in trading. The specialists' buying 

power was strained and liquidity dried up. The 

transactions costs of trading futures rose tre-

mendously, making it difficult to match bids 

with offers. By early afternoon, the index arbi-

trage link between the exchanges was effectively 

severed because index arbitrage had become 

too risky, despite its apparent profitability. 

Trade execution times were highly uncertain. At 

this point in the early afternoon, as the Brady 

report puts it, both stock and futures markets 

went into freefall. The DJIA was down 508 points 

by the close; the broader indexes were likewise 

down by record amounts. 

The Brady report comes close to describing 

the sequence of events on Monday in terms of 

the cascade scenario: "Portfolio insurers sold in 

the futures market, forcing prices down. The 

downward price pressure in the futures market 

was then transmitted to the stock market by 

index arbitrage and diverted portfolio insur-

ance (stockl sales. While index arbitrageurs may 

not have accounted for a substantial part of total 

daily volume, they were particularly active dur-

ing the day at times of substantial price move-

ments ITJhey were the transmission mech-

anism for the pressures initiated by other 

institutions" (p. 42). 

The SEC report emphasizes the timing of 

portfolio insurance and index arbitrage sales on 

Monday: "The periodic sell pressure from 

portfolio insurance related programs and more 

concentrated arbitrage sell programs some-

times hit the NYSE simultaneously" (p. A-29); 

"|t|he impact of the portfolio insurance stock 

selling combined with the impact of index arbi-

trage trading was the dominating force in the 

stock market during certain periods" (p. 3-12). 

The CFTC report, in considering trading dur- -

ing the morning of October 19 before the arbi-

trage link broke down, found that "periods of 

"Each report documents how selling 
pressure was so powerful that the 
markets became congested. On the 
NYSE, in particular; the specialists 
were overwhelmed with sell orders." 

high volume portfolio hedge sales in S&P 500 

futures do not correspond with the periods of 

price weakness, nor do periods of low volume of 

such sales correspond with price recoveries" 

(p. 93). The report concludes that "the analysis 

of intraday trading does not support the conten-

tion that on October 19 the stock market fell as 

fast and as far as it did because of a continuously 

intensifying interaction between index arbi-

trage stock sales and portfolio insurance selling 

in the futures market" (p. 96). 

The foregoing conclusions regarding the 

impact of program trading highlight the dif-

ference in interpretation of events on Octo-

ber 19. The intraday pattern of futures and stock 

price movements and their apparent correla-

tion with intraday variations in trading of the 

various market participants does not in itself 

give convincing, clear-cut evidence about the 
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role of program trading. In each of the reports 

the method of analysis of the survey data basi-

cally amounted to an evaluation of the correla-

tion of price movements with trading activity and 

evidently involved much subjective judgment. 

Psychological Effects on the Market. In addi-

tion to studying the effects of program trading, 

the SEC and the Brady Commission go further to 

incorporate their evaluation of market psychol-

ogy as a factor in explaining the market break. 

An important example involving psychological 

judgments concerns what the Brady report 

termed the "billboard" effect As mentioned 

above, on the morning of October 19, the futures 

price was at a large discount to the index be-

cause many NYSE stocks were not trading. Was 

this a real or spurious discount? If real, the 

futures billboard would lead market par-

"T/ie Brady Commission makes the 
most sweeping, comprehensive recom-
mendations for changing the way mar-
kets work and how they are regulat-
edf." 

ticipants to expect index arbitrage to drive stock 

prices lower. Buyers might be deterred from 

entering the stock market, and specialists might 

be hesitant to take the buy side just when the 

billboard is advertising a drop in the market. 

The CFTC report contains a section that cor-

rects the value of the S&P 500 index for the so-

called non-trading effect, something market 

participants had to do implicitly or explicitly. On 

Monday morning, the CFTC finds, the index arbi-

trage link was keeping futures and index prices 

aligned, and therefore the discount was spu-

rious.3 The CFTC believes it improbable that 

sophisticated broker/dealers "who conduct the 

majority of index arbitrage transactions [would 

respondl with massive futures/stock arbitrage 

programs to an illusory discount of the futures" 

(p. 19). In marked contrast, the Brady report 

gives the following account: "Ironically, the 

large discount on Monday morning was illu-

sory Although the index arbitrageurs clearly 

knew that many stocks had not yet opened |on 

Monday morningj, they nevertheless believed 

that a large discount existed. This belief led the 

index arbitrageurs to conclude that the market 

was headed much lower " (p. 111-20). This 

excerpt illustrates the emphasis that the Brady 

report places on psychological assessments 

about what market participants thought was 

happening and what motivated them to act. 

The Brady report's account of arbitrageur 

actions on Monday morning does not have a 

parallel account in the SEC report's detailed 

intraday market chronologies. Evidently, the 

Brady Commission based its evaluation of the 

billboard effect and other matters on interviews 

of market participants after the crash. The SEC 

also relied on interviews, although the SEC was 

more circumspect in their conclusions derived 

from such information. In contrast, the CFTC re-

port downplays psychological factors influenc-

ing investor and market-maker behavior, con-

centrating instead on analyzing questions using 

the available data: intraday price movements, 

trading volume, trader positions, and so on. 

While the impact of investors' perceptions and 

fears on market activity is hard to determine, 

such evaluation appears to be an important and 

relevant part of the explanation for the mid-

October decline. Though the Brady report empha-

sizes the importance of psychological factors—for 

example, the overhang and billboard effects— 

the report in some instances states judgments 

and conclusions with a certitude that seems 

inappropriate. The SEC report generally gives a 

more satisfactory account and analysis of mar-

ket events because the report acknowledges 

the uncertainties that temper its conclusions. 

The Reports' Recommendations 

The recommendations of each of the reports 

are more difficult to compare than their anal-

yses of the markets. The Brady Commission, the 

SEC, and the CFTC had different scopes and 

jurisdictions. The Brady Commission makes the 

most sweeping, comprehensive recommen-

dations for changing the way markets work and 

how they are regulated. The CFTC, at the other 
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extreme, makes suggestions that involve the 

fewest changes, particularly to the regulatory 

structure. 

The Brady Commission would like one agency 

to oversee intermarket issues. That responsi-

bility, in their estimation, could perhaps best be 

carried out by the Federal Reserve. After the 

release of its report, the SEC expressed interest 

in taking over regulatory jurisdiction of stock-

index futures trading, while, not surprisingly, the 

CFTC strongly argues against such a reallocation 

of responsibilities. In their respective reports, 

both the SEC and the CFTC suggest ways to 

improve interagency coordination, which, on 

the whole, they believed functioned well during 

the October crisis. 

The Brady Commission recommends unifying 

clearing and credit mechanisms, which nearly 

disintegrated on October 20. Here, too, both the 

SEC and the CFTC call for more moderate 

refinements to the system. All reports agree that 

market surveillance and market information 

should be improved, especially in identifying 

customer trades and their timing. 

The Brady Commission's proposal for "circuit-

breaker" mechanisms such as price limits on 

futures and temporary trading halts on indi-

vidual stocks are more or less consistent with 

positions taken by the CFTC and the SEC. To be 

effective, such circuit breakers need to be coor-

dinated among markets. The Brady Commission 

and the SEC consider the "harmonizing" (the 

Brady Commission's term) of margin require-

ments across markets to be a useful step toward 

reducing price volatility. The CFTC emphatically 

rejects proposals to raise sharply the margins 

required on futures contracts. This divergence 

of views reflects, in part, differing assessments 

of what happened last October. The CFTC re-

gards margin on futures as a performance bond 

to limit credit exposures, not as an extension of 

credit. They are not as concerned about intraday 

price volatility, nor do they believe that program 

trading is a significant source of that volatility. 

Although the Brady Commission and the SEC 

recognize the distinct functions of margin on 

stock and futures, both groups also are con-

cerned about the concentration, size, and fre-

quency of program-related trades and their 

impact on market liquidity. 

To alleviate some of the liquidity strains that 

program trading may cause, the SEC recom-

mends that the NYSE allow one or more well-

capitalized specialists to trade market baskets ' 

of stocks. In their opinion, this market basket 

trading would add an additional layer of li-

quidity that would be more effective in damp-

ening the price impacts of program trades than 

simply increasing the capital of specialists in 

individual stocks. This proposal, which had 

been discussed by academics and others be-

fore the crash, is a good example of a relatively 

small refinement of market mechanisms that 

has the promise of doing much for market 

liquidity and stability. 

The appropriate course of action in the wake 

of the October 1987 market break still remains 

to be decided, and the various recommen-

dations continue to stir controversy. In light of 

the uncertainties, incremental reforms appear 

to be prudent. Legislators and regulators 

should not rush to restructure either the market 

mechanisms or the regulatory system without 

much more compelling evidence that such 

changes would help markets and society at 

large. 

Notes 

1 John Dowries and Jordan Elliot Goodman, Dictionary of 
Finance and Investment Terms, 2nd. ed. New York: 

Barrons, 1987, 311. 
2Two examples are Anise C. Wallace, "A Suspect in Market's 

Plunge," New York Times, November 30,1987; and George 

Melloan, "The Market Meltdown Made Phelan a Prophet," 

Wall Street tournai, October 26, 1987. 

^ h e SEC did a similar analysis that is consistent with the 

CFTC's conclusion. See SEC, p. 2-13, footnote 49. 
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| A Review of the Reports' Basic Findings 

m 

m 
2 
2 Diagnoses Recommendations Other Comments 

o 
-n > Role of Program For Limits on For Regulation 

£ Trading in Crash Market Activity 

SEC Significantly involved in elevat- Price limits on futures. Improve interagency Sees cascade scenario as oversimplified, but 

ing market uncertainty and driv-

ing stock prices lower than they 

would have fallen otherwise. 

Temporary trading halts for in-

dividual stocks. 

Make margin requirements more 

uniform. 

coordination. concludes futures trading did contribute to 

the crash. 

Moderate refinement of clearing and credit 

mechanisms recommended. 

Improve market surveillance and information. 

Allow a well-capitalized specialist to trade 

market baskets of stocks. 

CFTC Not a significant factor in the Price limits on futures. Improve interagency Disputes cascade scenario. 

crash. 
Do not sharply raise margins 

required on futures contracts. 

coordination. 
Moderate refinement of clearing and credit 

mechanisms recommended. 

Improve market surveillance and information. 

Use intraday margin settlements. 

| Brady Significantly involved in elevat- Price limits on futures. One agency, perhaps the Emphasizes overhang of selling pressure 

ing market uncertainty and driv-

ing stock prices lower than they 

would have fallen otherwise. 

Temporary trading halts for in-

dividual stocks. 

Make margin requirements more 

uniform. 

Emphasize restraints on trad-

ing coordinated across markets. 

Fed, to oversee inter-

market issues. 

from October 14-16 and other psychological 

factors. 

Unification of clearing and credit mechanisms 

recommended. 

Improve market surveillance and information. 
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1 FINANCE 

i r . l r l r l . . 

$ Billions 

MAR 
1988 

FEB 
1988 

JAN(r) 
1988 

MAR 
1987 

FEB 
1987 

JAN 
1987 

ANN. 
I 

CHG.(*) 

Commercial Bank D e p o s i t s „ , jff-yw 1 [ , 7 5 2 , 0 9 2 1 , 7 8 6 , 6 3 4 1 , 6 4 0 , 7 8 2 Ì , 6 4 3 , 2 6 6 i , 7 0 9 , 6 7 3 + 8 

Demand 3 4 9 , 7 2 4 3 5 1 , 3 9 2 3 9 1 , 0 5 5 3 5 1 , 0 7 4 3 5 8 , 4 4 4 4 2 8 , 6 4 4 - 0 

NOW 1 6 7 , 8 3 5 1 6 2 , 5 6 5 1 6 6 , 5 3 9 1 4 7 , 9 9 1 1 4 5 , 7 9 5 1 5 2 , 8 0 8 + 1 3 

S a v i n g s 5 1 5 , 0 0 6 5 0 9 , 3 5 8 5 0 9 , 2 7 0 5 0 6 , 1 5 0 5 0 4 , 3 2 7 5 0 7 , 6 8 9 + 2 

Time 7 7 7 , 2 9 6 7 6 5 , 3 1 6 7 6 1 , 4 6 6 6 7 5 , 3 4 7 6 7 3 , 9 7 1 6 7 5 , 0 8 1 + 1 5 

Commercial B a n k D e p o s i t s 2 1 5 , 0 7 5 2 1 1 , 8 7 4 2 1 3 , 7 4 3 1 9 6 , b 9 1 1 9 b , 1 4 / 1 9 9 , 1 4 9 + 9 

Demand 

B a n k D e p o s i t s 

4 1 , 0 3 1 3 9 , 9 0 1 4 3 , 3 1 2 3 9 , 6 6 1 3 9 , 3 0 8 4 5 , 5 3 1 + 3 

NOW 2 3 , 9 7 0 2 3 , 0 8 6 2 3 , 3 3 5 2 1 , 0 6 1 2 0 , 6 4 0 2 1 , 3 1 7 +14 

S a v i n g s 5 7 , 7 6 7 5 7 , 1 9 6 5 7 , 2 4 5 5 7 , 6 4 7 5 6 , 9 7 6 5 6 , 6 8 6 + 0 

Time 9 6 , 8 5 3 9 5 , 6 1 5 9 4 , 7 0 8 8 2 , 5 7 1 8 2 , 2 3 7 8 1 , 7 7 2 + 1 7 

Conmerci al Bank D e p o s i t s 2 1 , 9 2 6 2 1 , 4 5 7 2 1 , 4 7 6 1 9 , 8 4 0 1 9 , 5 6 3 2 0 , 0 3 4 +11 

Demand 

Bank D e p o s i t s 

4 , 1 2 3 4 , 0 1 2 4 , 2 6 5 3 , 9 6 5 3 , 9 6 6 4 , 5 5 4 + 4 

NOW 2 , 4 5 3 2 , 3 4 4 2 , 3 7 4 2 , 0 5 5 2 , 0 0 9 2 , 1 0 3 + 1 9 

S a v i n g s 4 , 8 1 6 4 , 7 2 0 4 , 7 0 8 4 , 5 6 7 4 , 3 3 5 4 , 2 6 6 + 5 

Time 

P l f K T D A 

1 1 , 0 7 1 1 0 , 7 9 0 1 0 , 6 2 1 9 , 7 4 4 9 , 6 6 3 9 , 7 0 6 +14 

Commercial B a n k D e p o s i t s 8 5 , 1 8 1 8 3 , 6 9 6 8 4 , 3 9 6 7 6 , 8 7 6 7 6 , 1 3 9 7 7 , 6 0 3 +11 

Demand 

B a n k D e p o s i t s 

1 6 , 0 6 5 1 5 , 4 8 0 1 6 , 6 4 7 1 5 , 4 9 7 1 5 , 1 9 4 1 7 , 6 6 3 + 4 

NOW 1 0 , 8 3 1 1 0 , 3 6 2 1 0 , 5 1 1 9 , 4 4 9 9 , 2 5 4 9 , 5 3 9 +15 

S a v i n g s 2 7 , 2 3 6 2 6 , 9 4 0 2 7 , 0 1 7 2 6 , 9 2 8 2 6 , 6 2 7 2 6 , 5 4 9 + 1 

Time 3 2 , 7 8 7 3 2 , 4 5 4 3 2 , 1 3 9 2 6 , 7 7 1 2 6 , 8 6 6 2 6 , 6 0 7 + 2 2 

Commercial Bank D e p o s i t s 3 4 , 4 5 3 3 4 , 1 0 1 3 4 , 7 4 4 3 0 , 9 9 7 3 0 , 7 8 8 

Wmm^Êm. 
3 1 , 9 6 7 

• M M 

+11 

Demand 

Bank D e p o s i t s 

8 , 5 3 7 8 , 3 9 8 9 , 2 3 4 8 , 2 1 7 8 , 1 6 4 9 , 5 1 6 + 4 

NOW 3 , 3 4 3 3 , 2 7 5 3 , 3 1 6 2 , 9 7 9 2 , 9 5 7 3 , 0 7 2 + 1 2 

S a v i n g s 9 , 0 1 5 8 , 9 7 2 8 , 9 3 9 9 , 1 1 9 9 , 0 8 0 9 , 1 3 0 - 1 

T i m e 1 5 , 0 8 7 1 4 , 9 8 6 1 4 , 9 1 1 1 2 , 1 4 1 1 1 , 8 8 1 1 1 , 9 9 2 +24 

Commercial B a n k D e p o s i t s 

H H M M i 

2 8 , 2 5 9 2 8 , 1 2 8 2 8 , 2 7 1 2 7 , 3 8 6 2 7 , 5 5 6 2 7 , 6 6 3 + 3 

Demand 

B a n k D e p o s i t s 

5 , 0 4 1 4 , 9 0 8 5 , 2 7 1 4 , 9 2 3 4 , 9 4 9 5 , 5 5 3 + 2 

NOW 2 , 4 2 6 2 , 4 9 7 2 , 5 1 0 2 , 1 7 2 2 , 2 1 0 2 , 2 2 6 + 1 2 

S a v i n g s 8 , 0 2 4 7 , 9 7 9 7 , 9 5 6 7 , 9 4 8 7 , 9 2 7 7 , 7 2 9 + 1 

Time 1 3 , 2 2 4 1 3 , 0 9 1 1 3 , 0 5 8 1 2 , 7 7 9 1 2 , 8 6 3 1 2 , 7 5 6 

^ssmsmmim 
+ 3 

mi®msm 
Commercial 

Demand 

NOW 

S a v i n g s 

T i m e 

1 4 , 9 2 8 

2 , 3 1 0 

1 , 5 8 0 

2 , 9 2 2 

8 , 4 4 2 

1 4 , 6 1 4 1 4 , 5 6 0 1 3 , 8 1 2 1 3 , 6 5 9 1 3 , 6 4 5 + 8 

2 , 2 6 6 2 , 4 5 4 2 , 3 0 7 2 , 3 2 7 2 , 6 0 9 + 0 

1 , 4 7 3 1 , 4 3 4 1 , 4 1 1 1 , 3 2 0 1 , 3 2 7 + 1 2 

2 , 8 7 8 2 , 8 6 7 3 , 0 9 3 3 , 0 6 8 3 , 0 1 3 - 6 

8 , 2 4 7 8 , 0 8 1 7 , 2 9 5 7 , 2 4 1 7 , 0 5 8 + 1 6 

Commercial Bank D e p o s i t 

Demand 

NOW 

S a v i n g s 

Time 

3 0 , 3 2 8 

4 , 9 5 5 

3 , 3 3 7 

5 , 7 5 4 

1 6 , 2 4 2 

2 9 , 8 7 8 

4 , 8 3 7 

3 , 1 3 5 

5 , 7 0 7 

1 6 , 0 4 7 

3 0 , 2 9 

5 , 4 4 1 

3 , 1 9 0 

5 , 7 5 8 

1 5 , 8 9 8 

2 7 , 6 8 0 

4 , 7 5 2 

2 , 9 9 5 

5 , 9 9 2 

1 3 , 8 4 1 

2 7 , 4 4 2 

4 , 7 0 8 

2 , 8 9 0 

5 , 9 3 9 

1 3 , 7 2 3 

2 8 , 2 3 7 

5 , 6 3 6 

3 , 0 5 0 

5 , 9 9 9 

1 3 , 6 5 3 

+10 
+ 4 

+11 
- 4 

+ 1 7 

NOTES: 

All deposit data are extracted from the Federal R e s e r v e Report o f Transaction A c c o u n t s , other Deposits and Vault Cash 

( F R 2 9 0 0 ) , and are reported for t h e a v e r a g e o f the w e e k ending the 1st M o n d a y o f the m o n t h . M o s t r e c e n t d a t a , reported 

institutions with o v e r $ 3 0 million in deposits and $ 3 . 2 million o f reserve requ irements as o f D e c e m b e r 1 9 8 7 , represents 9 5 « 

o f deposits in the six state a r e a . T h e major d i f ferences b e t w e e n this report and t h e "call report" are s i z e , t h e t r e a t m e n t o f 

interbank deposits, and the t r e a t m e n t o f float. T h e total deposit data generated from the Report o f Transaction A c c o u n t s 

el iminates interbank deposits by reporting the n e t o f deposits " d u e to " a n d " d u e f r o m " other depository institutions. The 

R e p o r t o f Transaction A c c o u n t s subtracts cash in process o f collection from d e m a n d deposits , while the call report does 

not. T h e Southeast data represent the total o f t h e six states . Subcategories w e r e chosen o n a selective basis and do n o t 

add to total, 

r - revised 

* - Most r e c e n t month vs . year-ago m o n t h . 
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FINANCE 

$ B i l l i o n s 

H A Y ( p ) 
1988 

APR 
1988 

MAR 
1988 

HAY 
1987 

APR 
1987 

MAR 
1987 

ANN. 
t 

C H G . ( * ) 

Commercial Bank D e p o s i t s 

Demand 

NOW 

S a v i n g s 

Time 

1 , 7 7 9 , 3 1 0 1 , 7 9 2 , 6 6 3 1 , 7 7 1 , 2 2 9 

3 5 8 , 8 6 6 3 5 7 , 7 5 2 3 4 9 , 7 2 4 

1 7 0 , 3 7 6 1 7 0 , 7 8 2 1 6 7 , 8 3 5 

5 1 3 , 4 0 0 5 2 0 , 3 6 1 5 1 5 , 0 0 6 

7 8 0 , 4 3 5 7 7 9 , 9 4 0 7 7 7 , 2 9 6 

Coiwnercial B a n k D e p o s i t s 

Demand 

NOW 

S a v i n g s 

Time 

1 , 6 6 0 , 3 3 1 1 , 6 7 7 , 9 4 2 1 , 6 4 0 , 7 8 2 + 7 

3 5 1 , 2 3 7 3 5 8 , 9 9 4 3 5 1 , 0 7 4 + 2 

1 5 2 , 8 5 0 1 5 9 , 2 1 6 1 4 7 , 9 9 1 +11 

5 0 9 , 1 1 9 5 1 7 , 5 1 1 5 0 6 , 1 5 0 + 1 

6 7 8 , 9 0 0 6 7 6 , 6 7 0 6 7 5 , 3 4 7 +15 

2 1 5 , 9 8 3 2 1 7 , 7 9 1 2 1 5 , 0 7 5 1 9 9 , 0 6 0 2 0 1 , 5 8 4 1 9 6 , 5 9 1 + 9 

4 1 , 0 4 5 4 1 , 8 6 6 4 1 , 0 3 1 4 0 , 3 5 0 4 1 , 4 9 1 3 9 , 6 6 1 + 2 

2 3 , 7 2 1 2 4 , 1 9 7 2 3 , 9 7 0 2 1 , 7 5 9 2 2 , 6 3 3 2 1 , 0 6 1 + 9 

5 7 , 9 5 9 5 8 , 8 9 1 5 7 , 7 6 7 5 7 , 6 4 3 5 8 , 8 1 3 5 7 , 6 4 7 + 1 

9 7 , 5 3 8 9 7 , 0 6 6 9 6 , 8 5 3 8 3 , 0 1 6 8 2 , 5 8 8 8 2 , 5 7 1 + 1 7 

Commercial Bank D e p o s i t s 2 1 , 9 1 4 2 2 , 2 5 5 2 1 , 9 2 6 1 9 , 9 5 4 2 0 , 2 6 5 1 9 , 8 4 0 + 1 0 

Demand 3 , 9 9 9 4 , 1 9 3 4 , 1 2 3 4 , 0 2 5 4 , 0 9 2 3 , 9 6 5 - 1 

NOW 2 , 5 2 3 2 , 4 9 9 2 , 4 5 3 2 , 1 0 2 2 , 1 5 8 2 , 0 5 5 + 2 0 

S a v i n g s 4 , 8 1 3 4 , 9 0 6 4 , 8 1 6 4 , 5 7 9 4 , 6 5 8 4 , 5 6 7 + 5 

Time 

F L O R I D A | 

1 1 , 0 5 7 1 1 , 1 5 4 1 1 , 0 7 1 9 , 7 0 0 9 , 7 3 8 9 , 7 4 4 +14 

Commercial Bank D e p o s i t s 8 5 , 2 9 2 8 6 , 2 0 1 8 5 , 1 8 1 7 7 , 6 5 2 7 9 , 0 4 3 7 6 , 8 7 6 + 1 0 

Demand 1 6 , 0 8 1 1 6 , 3 6 6 1 6 , 0 6 5 1 5 , 8 2 5 1 6 , 4 2 0 1 5 , 4 9 7 + 2 

NOW 1 0 , 7 2 8 1 0 , 9 7 4 1 0 , 8 3 1 9 , 9 1 7 1 0 , 3 6 4 9 , 4 4 9 + 8 

S a v i n g s 2 7 , 1 3 7 2 7 , 6 1 2 2 7 , 2 3 6 2 6 , 9 8 0 2 7 , 4 7 6 2 6 , 9 2 8 + 1 

T i m e 3 3 , 0 4 9 3 2 , 8 6 7 3 2 , 7 8 7 2 6 , 5 2 3 2 6 , 5 5 2 2 6 , 7 7 1 + 2 5 

Coirmercial Bank D e p o s i t s 

Demand 

NOW 

S a v i n g s 

T i m e 

C o m n e r c i a l B a n k D e p o s i t 

Demand 

NOW 

S a v i n g s 

T i m e 

Commercial Bank D e p o s i t s 3 5 , 2 6 7 3 5 , 1 9 1 3 4 , 4 5 3 3 1 , 8 2 7 3 1 , 8 4 2 3 0 , 9 9 7 +11 

Demand 

Bank D e p o s i t s 

8 , 6 6 8 8 , 8 6 5 8 , 5 3 7 8 , 3 0 3 8 , 4 6 0 8 , 2 1 7 + 4 

NOW 3 , 3 1 0 3 , 3 7 7 3 , 3 4 3 3 , 0 7 7 3 , 1 8 2 2 , 9 7 9 + 8 

S a v i n g s 9 , 1 8 9 9 , 3 4 1 9 , 0 1 5 8 , 9 6 3 9 , 2 2 5 9 , 1 1 9 + 3 

T i m e 1 5 , 5 8 4 1 5 , 1 6 5 1 5 , 0 8 7 1 2 , 7 3 0 1 2 , 3 2 1 1 2 , 1 4 1 + 2 2 

Commercial Bank D e p o s i t s 2 8 , 0 8 9 2 8 , 3 6 6 2 8 , 2 5 9 2 7 , 4 0 4 2 7 , 7 5 8 2 7 , 3 8 6 ' " + 2 

Demand 5 , 0 0 2 4 , 9 8 7 5 , 0 4 1 4 , 9 3 1 5 , 0 3 5 4 , 9 2 3 + 1 

NOW 2 , 3 9 2 2 , 4 3 4 2 , 4 2 6 2 , 2 2 1 2 , 2 9 9 2 , 1 7 2 + 8 

S a v i n g s 8 , 0 3 2 8 , 1 4 6 8 , 0 2 4 7 , 9 8 0 8 , 1 1 6 7 , 9 4 8 + 1 

T i m e 1 3 , 0 6 9 1 3 , 1 4 4 1 3 , 2 2 4 1 2 , 6 2 6 1 2 , 6 6 3 1 2 , 7 7 9 + 4 

1 5 , 0 5 4 

2 , 3 5 0 

1 , 5 3 6 

2 , 9 7 2 

8 , 4 7 2 

1 5 , 1 2 4 

2 , 3 9 3 

1 , 5 8 5 

2 , 9 9 2 

8 , 4 5 4 

1 4 , 9 2 8 

2 , 3 1 0 

1 , 5 8 0 

2 , 9 2 2 

8 , 4 4 2 

1 4 , 0 3 4 

2 , 3 3 8 

1 , 4 0 0 

3 , 1 0 2 

7 , 4 1 6 

1 4 , 1 8 8 

2 , 4 7 3 

1 , 4 6 6 

3 , 1 6 1 

7 , 3 5 0 

1 3 , 8 1 2 

2 , 3 0 7 

1 , 4 1 1 

3 , 0 9 3 

7 , 2 9 5 

3 0 , 3 6 7 

4 , 9 4 5 

3 , 2 3 2 

5 , 8 1 6 

1 6 , 3 0 7 

3 0 , 6 5 4 

5 , 0 6 2 

3 , 3 2 8 

5 , 8 9 4 

1 6 , 2 8 2 

WÊÊËÊÊÊÊSÊÊB. 
3 0 , 3 2 8 

4 , 9 5 5 

3 , 3 3 7 

5 , 7 5 4 

1 6 , 2 4 2 

2 8 , 1 8 9 

4 , 9 2 8 

3 , 0 4 2 

6 , 0 3 9 

1 4 , 0 2 1 

2 8 , 4 8 8 

5 , 0 1 1 

3 , 1 6 4 

6 , 1 7 7 

1 3 , 9 6 4 

2 7 , 6 8 0 

4 , 7 5 2 

2 , 9 9 5 

5 , 9 9 2 

1 3 , 8 4 1 

+ 7 

+ 1 

+10 
- 4 

+14 

+ 8 

+ 0 

+ 6 

- 4 

+16 

NOTES: 

All deposit data are extracted from the Federal R e s e r v e R e p o r t o f Transaction A c c o u n t s , other Deposits and Vault Cash 

( F R 2 9 0 0 ) , and are reported for t h e a v e r a g e o f the w e e k ending t h e 1st M o n d a y o f t h e m o n t h . H o s t r e c e n t d a t a , reported 

institutions with o v e r $ 3 0 million in deposits and $ 3 . 2 million o f reserve requ irements as o f D e c e m b e r 1 9 8 7 , represents 95 % 

o f deposits in t h e six state a r e a . T h e m a j o r d i f ferences b e t w e e n this report a n d the "call report " a re s i z e , t h e t r e a t m e n t o f 

interbank deposits , and the t r e a t m e n t o f f loat . T h e total deposit data generated from the R e p o r t o f Transaction A c c o u n t s 

el iminates interbank deposits b y reporting t h e n e t o f deposits " d u e to " a n d " d u e f r o m " other depository institutions. T h e 

Report o f Transact ion A c c o u n t s subtracts cash in process o f collection f rom d e m a n d deposits, while the call report does 

not . T h e Southeast data represent t h e total o f the six states . Subcategories w e r e c h o s e n o n a selective basis and do n o t 

add to total , 

p - preliminary 

* - Most r e c e n t m o n t h vs . year-ago m o n t h . 
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EMPLOYMENT 

ANN. 

MAR FEB MAR % 

1 9 8 8 1 9 8 8 1 9 8 7 CHG 

ANN . 

MAR FEB MAR % 

1 9 8 8 1 9 8 8 1 9 8 7 CHG 

C i v i l i a n L a b o r F o r c e - t h o u s . 1 1 9 , 9 5 7 1 1 9 , 9 4 2 1 1 8 , 3 5 3 + 1 

T o t a l Employed - t h o u s . 1 1 2 , 8 6 7 1 1 2 , 4 6 0 1 1 0 , 2 2 9 + 2 

T o t a l Unemployed - t h o u s . 7 , 0 9 0 7 , 4 8 2 8 , 1 2 4 -13 

Unemployment R a t e - % SA 5 . 6 5 . 7 6 . 5 

M f g . A v g . W k l y . Hours 4 0 . 9 4 0 . 7 4 0 . 9 0 

M f g . A v g . W k l y . E a r n . - $ 4 1 2 4 0 4 4 0 3 + 2 

Nonfarm Employment - t h o u s . 8 4 . , 3 7 9 8 3 , , 6 64 8 1 . , 5 6 5 + 3 

M a n u f a c t u r i n g 1 9 . , 3 1 9 1 9 , , 287 18 . , 8 9 7 + 2 

C o n s t r u c t i o n 4 , , 8 0 2 4 , , 6 3 2 4 . , b 9 9 + 4 

T r a d e 2 4 . , 1 9 0 2 3 , , 6 53 2 3 . , 4 6 1 + 3 

Government 1 7 . , 6 8 9 1 7 , , 5 7 5 17 . , 3 1 0 + 2 

S e r v i c e s 2 4 . , 8 4 2 2 4 , , 5 8 5 23 . , / 2 3 + 5 

F i n . , I n s . & Real E s t . 6 . , 6 6 4 6 , , 6 23 6 . , 4 7 8 + 3 

T r a n s . , Com. & P u b . U t i l . b . , 4 6 2 b , , 4 3 8 5 . , 2 / 5 + 4 

C i v i l i a n L a b o r F o r c e - t h o u s . 1 6 , 3 9 7 1 6 , 3 4 9 1 5 , 1 3 4 + 8 Nonfarm Employment - t h o u s . 1 3 , 8 1 5 1 3 , 7 4 7 13 , 3 2 0 + 4 

Total Employed - t h o u s . 1 5 , 3 6 0 1 5 , 2 1 9 1 4 , 8 7 2 + 3 M a n u f a c t u r i n g 2 , 3 6 4 2 , 3 5 9 2 , 3 2 2 + 2 

Total U n e m p l o y e d - t h o u s . 1 , 0 6 5 1 , 1 3 1 1 , 2 5 0 -15 C o n s t r u c t i o n 7 7 6 7 6 8 7 5 5 + 3 Total U n e m p l o y e d - t h o u s . 

T r a d e 3 , 3 8 3 3 , 3 6 3 3 , 3 1 3 + 2 

Unemployment R a t e - % SA 6 . 3 6 . 5 7 . 5 Government 2 , 4 2 7 2 , 4 1 6 2 , 3 5 3 + 3 Unemployment R a t e - % SA 

S e r v i c e s 3 , 1 1 0 3 , 0 8 4 2 , 9 4 7 + 6 

M f g . A v g . W k l y . H o u r s 4 1 . 8 4 1 . 8 4 1 . 7 + 0 F i n . , I n s . & Real E s t . 8 2 0 8 1 8 7 9 1 + 4 

M f g . A v g . W k l y . E a r n . - $ 375 3 7 3 3 7 0 + 1 T r a n s . , Com. & P u b . U t i l . 7 5 8 7 5 7 7 3 8 + 3 

C i v i l i a n L a b o r Force - t h o u s . 1 , 8 5 1 1 , 8 7 3 1 , 8 6 5 - 1 N o n f a r m Employment - t h o u s . 1 , 5 1 5 1 , 5 1 1 1 , 4 7 3 + 3 

T o t a l Employed - t h o u s . 1 , 7 4 1 1 , 7 2 9 1 , 6 9 8 + 3 M a n u f a c t u r i n g 3 7 2 371 356 + 4 

T o t a l Unemployed - t h o u s . 137 1 4 4 168 - 2 8 C o n s t r u c t i o n 7 3 7 2 7 1 + 3 T o t a l Unemployed - t h o u s . 

T r a d e 3 3 2 3 3 2 3 2 2 + 3 

Unemployment R a t e - % SA 6 . 8 6 . 0 8 . 4 Government 3 0 5 3 0 5 3 0 1 + 1 

S e r v i c e s 281 2 7 8 2 7 0 - 7 

M f g . A v g . W k l y . Hours 4 1 . 0 4 0 . 8 4 0 . 9 + 0 F i n . , I n s . & Real E s t . 7 0 7 0 7 0 0 

M f g . A v g . W k l y . E a r n . - $ 3 6 8 3 6 6 3 5 6 + 3 T r a n s . , Com. & P u b . U t i l . 7 2 7 2 7 2 0 

C i v i l i a n L a b o r F o r c e - t h o u s . 6 , 0 4 5 5 , 9 5 9 4 , 8 2 3 +25 Nonfarm Employment - t h o u s . 5 , 1 0 0 5 , 0 6 2 4 , 8 2 3 + 6 

T o t a l Employed - t h o u s . 5 , 7 5 8 5 , 6 6 1 5 , 4 9 8 + 5 M a n u f a c t u r i n g 5 4 2 5 4 3 5 2 8 + 3 

T o t a l Unemployed - t h o u s . 2 8 7 2 9 8 3 1 2 - 8 C o n s t r u c t i o n 346 3 4 6 337 + 3 T o t a l Unemployed - t h o u s . 

T r a d e 1 , 3 9 7 1 , 3 8 3 1 , 3 1 3 + 6 

Unemployment R a t e - % SA 4 . 9 5 . 3 5 . 6 Government 7 8 0 7 7 4 7 3 7 + 6 

S e r v i c e s 1 , 3 9 6 1 , 3 8 0 1 , 2 9 6 - 8 

M f g . A v g . W k l y . H o u r s 4 4 . 4 4 6 . 0 4 5 . 6 - 3 F i n . , I n s . & Real E s t . 3 7 0 3 6 8 3 5 4 + 5 

M f g . A v g . W k l y . E a r n . - $ 3 9 2 3 9 8 4 0 2 - 2 T r a n s . , Com. & P u b . U t i l . 2 6 0 2 5 9 2 5 3 + 3 

WM 
C i v i l i a n L a b o r F o r c e - t h o u s . 3 , 0 6 7 3 , 0 5 7 3 , 0 1 2 + 2 Nonfarm Employment - t h o u s . 2 , 7 8 4 2 , 7 7 7 2 , 7 2 6 + 2 

T o t a l Employed - t h o u s . 2 , 8 8 8 2 , 8 7 4 2 , 8 3 3 + 2 M a n u f a c t u r i n g 5 7 3 5 7 3 5 6 4 + 2 

T o t a l U n e m p l o y e d - t h o u s . 1 7 9 184 1 7 9 0 C o n s t r u c t i o n 148 146 147 + 1 T o t a l U n e m p l o y e d - t h o u s . 

T r a d e 6 8 9 6 8 8 6 8 1 + 1 

Unemployment R a t e - % SA 5 . 8 5 . 7 5 . 9 Government 4 9 0 4 8 7 4 7 6 + 3 Unemployment R a t e - % SA 

S e r v i c e s 5 4 6 5 4 6 5 2 6 + 4 

M f g . A v g . W k l y . Hours 4 1 . 4 4 1 . 6 4 1 . 0 + 1 F i n . , I n s . 8 Real E s t . 156 155 1 5 2 + 3 

M f g . A v g . W k l y . E a r n . - $ 3 5 6 3 5 6 345 + 3 T r a n s . , Com. & P u b . U t i l . 1 75 174 171 + 2 

C i v i l i a n L a b o r F o r c e - t h o u s . 1 , 9 0 0 1 , 9 1 0 1 , 9 6 6 - 3 

T o t a l Employed - t h o u s . 1 , 6 7 8 1 , 6 7 6 1 , 6 9 0 - 1 

T o t a l Unemployed - t h o u s . 2 2 3 2 3 8 2 7 6 - 1 9 

Unemployment R a t e - % SA 1 1 . 3 1 1 . 7 1 3 . 6 

M f g . A v g . W k l y . Hours 4 2 . 3 4 1 . 9 4 1 . 8 + 1 

M f g . A v g . W k l y . E a r n . - $ 4 5 6 4 5 4 4 5 8 - 0 

Nonfarm Employment - t h o u s . 1 , 4 9 5 1 , 4 9 0 1 , 4 6 5 + 2 

M a n u f a c t u r i n g 167 1 6 6 1 5 9 + 1 

C o n s t r u c t i o n 7 9 77 7 9 0 

T r a d e 3 6 2 3 6 3 356 + 2 

Government 3 1 5 3 1 4 3 1 5 0 

S e r v i c e s 3 2 8 327 3 1 4 + 4 

F i n . , I n s . 8 Real E s t . 8 5 8 5 84 + 1 

T r a n s . , Com. & P u b . U t i l . 1 0 4 1 0 4 1 0 3 + 1 

C i v i l i a n L a b o r F o r c e - t h o u s . 

T o t a l Employed - t h o u s . 

T o t a l Unemployed - t h o u s . 

Unemployment R a t e - % SA 

M f g . A v g . W k l y . H o u r s 

M f g . A v g . W k l y . E a r n . - $ 

1 , 1 5 9 1 , 1 6 9 1 , 1 5 3 + 1 N o n f a r m Employment - t h o u s . 8 8 0 8 7 7 8 5 0 + 4 

1 , 0 5 9 1 , 0 5 5 1 , 0 1 5 + 4 M a n u f a c t u r i n g 2 3 3 2 3 3 2 1 4 + 4 

1 0 0 114 1 3 8 -28 C o n s t r u c t i o n 33 33 31 + 6 

T r a d e 1 8 6 1 8 5 1 8 0 + 3 

8 . 2 8 . 9 1 1 . 3 Government 1 9 9 1 9 9 1 9 3 + 3 

S e r v i c e s 141 1 4 0 137 + 3 

4 0 . 0 3 9 . 5 3 9 . 9 + 2 F i n . , I n s . & Real E s t . 3 9 3 9 38 + 3 

3 1 0 307 3 0 3 + 2 T r a n s . , Com. 8 P u b . U t i l . 4 3 4 2 4 1 + 5 

C i v i l i a n L a b o r Force - t h o u s . 2 , 3 7 5 2 , 3 8 1 2 , 3 1 5 + 3 

T o t a l Employed - t h o u s . 2 , 2 3 6 2 , 2 2 4 2 , 1 3 8 + 5 

T o t a l Unemployed - t h o u s . 1 3 9 157 1 7 7 -21 

Unemployment R a t e - % SA 5 . 6 5 . 7 6 . 5 

M f g . A v g . W k l y . Hours 4 2 . 1 4 1 . 0 4 1 . 1 + 2 

M f g . A v g . W k l y . E a r n . - $ 3 7 3 3 6 2 361 + 3 

Nonfarm Employment - t h o u s . 

M a n u f a c t u r i n g 

C o n s t r u c t i o n 

T r a d e 

Government 

S e r v i c e s 

F i n . , I n s . 8 Real E s t . 

T r a n s . , Com. & P u b . U t i l . 

2 , 0 4 1 2 , 0 2 9 1 , 9 7 8 + 3 

4 9 8 4 9 9 4 9 4 + 1 

105 105 93 + 1 3 

4 7 3 477 461 + 3 

3 3 7 3 3 9 3 3 0 + 2 

4 1 3 4 1 7 4 0 2 + 3 

101 101 94 + 7 

105 105 9 9 + 6 

NOTES: All l a b o r f o r c e d a t a a r e from Bureau o f L a b o r S t a t i s t i c s r e p o r t s s u p p l i e d by s t a t e a g e n c i e s . 

O n l y the unemployment r a t e data a r e s e a s o n a l l y a d j u s t e d . 

The S o u t h e a s t d a t a r e p r e s e n t the t o t a l o f t h e s i x s t a t e s . 
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ü GENERAL 

L A T E S T CURR. 

DATA PERIOD 

P R E V . 

P E R I O D 

ANN . 

YEAR % 

AGO CHG. 

APR 

1 9 8 8 

M A R ( R ) 

1 9 8 8 

Personal Income 

( $ b i l . - SAAR) 

P l a n e P a s s . A r r . ( t h o u s . ) 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t H o u r s - m i l s . 

3 , 8 4 4 . 8 3 , 7 4 9 . 3 3 , 5 8 9 . 2 + 7 

A g r i c u l t u r e 

P r i c e s R e c ' d b y Farmers 

MAR 

MAR 

JAN 

N . A . 

8 , 1 8 7 . 0 

3 4 9 . 0 

2 2 5 . 1 

N . A . 

8 , 2 4 0 . 0 

3 4 7 . 4 

2 0 5 . 0 

N . A . 

8 , 4 3 3 . 0 

3 3 5 . 9 

2 0 9 . 7 

ANN. 

APR % 

1 9 8 7 CHG . 

I n d e x ( 1 9 7 7 = 1 0 0 ) 1 3 0 1 3 0 1 2 7 + 2 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 9 4 , 2 1 4 9 4 , 0 1 4 9 1 , 5 0 7 + 3 

- 3 C a l f P r i c e s ( $ per c w t . ) 9 5 . 2 0 9 2 . 3 0 7 5 . 1 0 + 2 7 

B r o i l e r P r i c e s U p e r l b . ) 2 8 . 0 0 2 7 . 5 0 2 9 . 6 0 - 5 
+ 4 S o y b e a n P r i c e s ( $ per b u . ) 6 . 3 6 5 . 9 3 4 . 9 0 + 3 0 

+ 7 B r o i l e r Feed C o s t ( $ per t o n ) ( Q 2 ) 1 8 1 ( Q D 1 9 5 ( Q 2 ) 1 8 9 - 4 

Personal Income 

( $ b i l . - S A A R ) 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t Hours - m i l s . 

Q4 4 6 8 . 1 4 6 5 . 7 4 3 9 . 0 

MAR N . A . 5 , 7 5 2 . 1 6 , 7 1 2 . 9 

MAR 1 , 3 0 9 . 0 1 , 3 2 5 . 0 1 , 4 2 4 . 0 

N . A . N . A . N . A . 

JAN 3 5 . 1 3 1 . 2 3 3 . 1 

+ 7 

A g r i c u l t u r e 

P r i c e s R e c ' d by Farmers 

I n d e x ( 1 9 7 7 = 1 0 0 ) 117 115 1 1 3 + 4 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 4 0 , 0 4 1 3 9 , 8 1 9 3 7 , 8 9 7 + 6 

- 8 C a l f P r i c e s ( $ per c w t . ) 9 6 . 3 4 9 1 . 0 7 7 2 . 7 3 + 3 ? 

B r o i l e r P r i c e s (£ p e r l b . ) 2 6 . 2 7 2 5 . 7 7 2 7 . 6 7 - 5 

Soybean P r i c e s ( $ per b u . ) 6 . 6 1 6 . 1 6 5 . 0 4 +31 

+ 6 B r o i l e r Feed C o s t ( $ p e r t o n ) ( Q 2 ) 1 6 3 ( Q l ) 1 9 0 ( Q 2 ) 1 7 3 - 6 

P e r s o n a l Income 

( $ b i l . - SAAR) 

P l a n e P a s s . A r r . ( t h o u s . 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t H o u r s - m i l s . 

Q4 4 9 . 2 4 8 . 6 4 6 . 4 + 6 

MAR 1 8 1 . 3 1 4 4 . 4 1 8 5 . 2 - 3 

MAR 5 4 . 0 5 5 . 0 5 5 . 0 - 2 

N . A . N . A . N . A . 

JAN 5 . 0 4 . 4 4 . 6 + 9 

A g r i c u l t u r e 

Farm Cash R e c e i p t s - $ m i l . 

D a t e s : J A N . , JAN 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 

C a l f P r i c e s ( $ per c w t . ) 

B r o i l e r P r i c e s ( i per l b . ) 

S o y b e a n P r i c e s ( $ per b u . ) 

B r o i l e r Feed C o s t ( $ per t o n ) 

157 153 + 3 

1 4 , 5 1 7 1 4 , 4 9 8 1 3 , 2 2 8 + 10 

1 0 0 . 0 0 9 1 . 8 0 7 1 . 8 0 + 3 9 

2 6 . 0 0 2 5 . 5 0 2 7 . 0 0 - 4 

6 . 5 1 6 . 1 3 5 . 0 3 + 2 9 

1 5 8 1 9 4 1 7 7 -11 

P e r s o n a l Income 

( $ b i l . - SAAR) 

P l a n e P a s s . A r r . ( t h o u s . ] 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 7 7 = 1 0 0 MIAMI 

K i l o w a t t H o u r s - m i l s . 

A g r i c u l t u r e 

Q4 1 8 9 . 7 1 8 5 . 1 1 7 4 . 3 + 9 Farm Cash R e c e i p t s - $ m i l . 

MAR 

D a t e s : J A N . , J A N . 6 2 2 5 8 4 + 6 
MAR N . A . 3 , 1 1 2 . 0 3 , 5 1 2 . 1 B r o i l e r P l a c e m e n t s ( t h o u s .) 2 , 4 0 5 2 , 5 5 8 2 , 4 0 2 + 0 
MAR 1 9 . 0 2 2 . 0 2 3 . 0 - 1 3 C a l f P r i c e s ( $ p e r c w t . 1 0 5 . 0 0 1 0 0 . 0 0 7 6 . 3 0 + 3 8 MAR JAN MAR B r o i l e r P r i c e s (tf per l b . ) 2 6 . 6 0 2 6 . 1 0 2 8 . 0 0 - 5 

JAN 

1 8 5 . 5 1 8 4 . 6 1 7 8 . 4 + 4 S o y b e a n P r i c e s ( $ per b u . ) 6 . 5 1 6 . 1 3 5 . 0 3 + 2 9 
JAN 1 0 . 0 9 . 2 9 . 4 + 6 B r o i l e r Feed C o s t ( $ p e r t o n ) 158 1 9 4 177 -11 

Personal Income 

( $ b i l . - S A A R ) Q4 

P l a n e P a s s . A r r . ( t h o u s . ) MAR 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t Hours - m i l s . JAN 

8 8 . 6 9 0 . 4 8 4 . 1 + 5 Farm Cash R e c e i p t s - $ m i l . 

D a t e s : J A N . , J A N . 2 1 0 201 + 5 
2 , 1 9 9 . 6 1 , 8 6 4 . 4 2 , 3 0 8 . 9 - 5 B r o i l e r P l a c e m e n t s ( t h o u s . 1 5 , 7 7 0 1 5 , 4 9 1 1 5 , 1 6 9 + 4 

N . A . N . A . N . A . C a l f P r i c e s ( $ per c w t . ) 9 3 . 0 0 8 6 . 1 0 7 0 . 2 0 + 3 2 

N . A . 

B r o i l e r P r i c e s ( i p e r l b . ) 2 5 . 5 0 2 5 . 0 0 2 7 . 0 0 - 6 
N . A . N . A . N . A . S o y b e a n P r i c e s ( $ per b u . ) 6 . 6 1 6 . 0 3 5 . 0 4 +31 

6 . 0 5 . 4 5 . 6 + 7 B r o i l e r Feed Cost ( $ per t o n ) 158 194 127 -11 

Personal Income 

( $ b i l . - S A A R ) 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t Hours - m i l s . 

Q4 5 1 . 4 5 0 . 7 4 9 . 8 + 3 

MAR 3 2 9 . 4 3 0 7 . 5 3 8 2 . 4 - 1 4 

MAR 1 , 1 6 3 . 0 1 , 1 7 4 . 0 1 , 2 6 6 . 0 - 8 

N . A . N . A . N . A . 

JAN 4 . 9 4 . 3 4 . 8 + 2 

A g r i c u l t u r e 

Farm Cash R e c e i p t s - $ m i l . 

D a t e s : J A N . , J A N . 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 

C a l f P r i c e s ( $ per c w t . ) 

B r o i l e r P r i c e s ( i p e r l b . ) 

S o y b e a n P r i c e s ( $ per b u . ) 

B r o i l e r Feed Cost ( $ p e r t o n ) 

158 I l l + 4 2 

N . A . N . A . N . A . 

9 3 . 0 0 9 2 . 0 0 7 2 . 5 0 + 2 8 

N . A . N . A . N . A . 

6 . 6 5 6 . 3 0 5 . 0 6 +31 

185 N . A . 1 5 9 + 1 6 

Personal Income 

( $ b i l . - S A A R ) 

P l a n e P a s s . A r r . ( t h o u s . ) 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t H o u r s - m i l s . 

Q4 2 6 . 9 2 7 . 2 2 5 . 5 + 5 

MAR 4 5 . 3 3 5 . 1 3 8 . 5 + 1 8 

MAR 7 3 . 0 7 4 . 0 8 0 . 0 - 9 

N . A . N . A . N . A . 

JAN 2 . 4 2 . 1 2 . 3 - 4 

A g r i c u l t u r e 

Farm Cash R e c e i p t s - $ m i l . 

D a t e s : J A N . , J A N . 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 

C a l f P r i c e s ( $ per c w t . ) 

B r o i l e r P r i c e s ( i per l b . ) 

S o y b e a n P r i c e s ( $ per b u . ) 

B r o i l e r Feed Cost ( $ p e r t o n ) 

2 0 8 1 4 9 + 4 0 

7 , 3 5 0 7 , 2 5 9 7 , 0 4 7 + 4 

9 3 . 7 0 9 2 . 3 0 7 4 . 2 0 + 2 6 

2 8 . 2 0 2 7 . 7 0 3 0 . 1 0 - 6 

6 . 6 3 6 . 1 0 5 . 0 5 +31 

185 1 7 5 1 5 9 + 1 6 

1 7 7 151 + 1 7 

N . A . N . A . N . A . 

9 0 . 7 0 8 3 . 1 0 7 0 . 5 0 + 2 9 

N . A . N . A . N . A . 

6 . 1 8 6 . 6 0 5 . 0 1 + 2 3 

197 N . A . 2 0 5 - 4 

Personal Income 

( $ b i l . - S A A R ) 

P l a n e P a s s . A r r . ( t h o u s . ) 

P e t r o l e u m P r o d , ( t h o u s . ) 

Consumer P r i c e I n d e x 

1 9 6 7 = 1 0 0 

K i l o w a t t Hours - m i l s . 

Q4 6 2 . 3 6 3 . 7 5 8 . 9 + 6 

MAR 3 5 8 . 2 2 8 8 . 7 2 8 5 . 8 + 2 5 

N . A . N . A . N . A . 

N . A . N . A . N . A . 

JAN 6 . 8 5 . 8 6 . 4 + 6 

A g r i c u l t u r e 

Farm Cash R e c e i p t s - $ m i l . 

D a t e s : J A N . , JAN 

B r o i l e r P l a c e m e n t s ( t h o u s . ) 

C a l f P r i c e s ( $ p e r c w t . ) 

B r o i l e r P r i c e s (tf per l b . ) 

S o y b e a n P r i c e s ( $ per b u . ) 

B r o i l e r F e e d Cost ( $ p e r t o n ) 

NOTES: P ersonal Income d a t a s u p p l i e d by U . S . Department o f Commerce . T a x a b l e S a l e s a r e r e p o r t e d as a 12-month c u m u l a t i v e t o t a l . P l a n e 

P a s s e n g e r A r r i v a l s are c o l l e c t e d from 2 6 a i r p o r t s . P e t r o l e u m P r o d u c t i o n d a t a s u p p l i e d by U . S . B u r e a u o f M i n e s . Consumer P r i c e I n d e x data 

s u p p l i e d by B u r e a u o f L a b o r S t a t i s t i c s . A g r i c u l t u r e d a t a s u p p l i e d by U . S . D e p a r t m e n t o f A g r i c u l t u r e . Farm Cash R e c e i p t s d a t a are r e p o r t e d 

as c u m u l a t i v e f o r the c a l e n d a r y e a r t h r o u g h the month s h o w n . B r o i l e r p l a c e m e n t s a r e an a v e r a g e w e e k l y r a t e . The S o u t h e a s t d a t a r e p r e s e n t 

the t o t a l o f t h e s i x s t a t e s . N . A . = not a v a i l a b l e . The annual p e r c e n t c h a n g e c a l c u l a t i o n i s b a s e d on most r e c e n t d a t a o v e r p r i o r year 

R = r e v i s e d . 
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CONSTRUCTION 

A N N . ANN . 

MAR FEB MAR % MAR FEB MAR Ï 

1 9 8 8 1 9 8 8 1 9 8 7 CHG . 1 9 8 8 1 9 8 8 1 9 8 7 CHG . 

( 12-month c u m u l a t i v e r a t e ) 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - f M i i . R e s i d e n t i a l B u i l d i n g P e r m i t s 

9 6 , 6 4 0 T o t a l N o n r e s i d e n t i a l 5 0 , 5 9 6 5 0 , 4 4 7 4 7 , 0 2 0 + 8 V a l u e - $ M i l . 9 3 , 6 4 2 9 3 , 6 7 6 9 6 , 6 4 0 - 3 

I n d u s t r i a l B l d g s . 7 , 2 7 5 7 , 2 6 4 8 . 4 2 4 + 0 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 1 3 , 3 5 7 1 3 , 2 9 7 1 3 , 5 9 9 - 2 S i n g l e - f a m i l y u n i t s 1 , 0 0 7 . 0 1 , 0 1 0 . 7 1 , 0 8 8 . 8 - 8 

S t o r e s 1 3 , 1 6 9 1 3 , 0 7 6 1 2 , 0 1 4 + 1 0 M u l t i f a m i l y u n i t s 4 6 7 . 9 4 7 6 . 4 6 2 6 . 8 - 2 5 

Hospi tal s 2 , 2 6 6 2 , 3 5 6 2 , 5 7 1 - 1 2 Total B u i l d i n g P e r m i t s 

S c h o o l s 1 , 1 3 1 1 , 0 8 9 1 , 1 5 4 - 2 V a l u e - $ M i l . 1 4 0 , 9 4 4 1 4 0 , 8 2 9 1 4 3 , 6 7 2 - 2 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - $ M i l . Residential Building Hermits 
1 5 , 7 6 3 - 1 Total N o n r e s i d e n t i a l 7 , 7 6 3 7 , 7 2 9 7 , 8 6 5 - 1 V a l u e - $ M i l . 1 5 , 6 7 7 1 5 , 6 4 8 1 5 , 7 6 3 - 1 

I n d u s t r i a l B l d g s . 8 6 7 8 4 9 1 , 1 2 0 - 2 3 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 1 , 8 5 3 1 , 7 5 5 1 , 8 5 8 - 0 S i n g l e - f a m i l y u n i t s 2 0 5 . 4 2 0 1 . 1 2 0 7 . 1 - 1 

S t o r e s 2 , 4 2 0 2 , 4 3 9 2 , 3 9 5 + 1 M u l t i f a m i l y u n i t s 1 0 2 . 0 1 0 2 . 5 1 2 6 . 1 - 2 0 

H o s p i t a l s 4 8 3 5 2 3 4 7 2 + 2 Total B u i l d i n g P e r m i t s 

S c h o o l s 2 7 4 2 7 4 151 + 8 1 V a l u e - $ M i l . 2 3 , 4 1 1 2 3 , 3 4 9 2 3 , 4 7 7 - 0 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - $ M i l . R e s i d e n t i a l B u i l d i n g P e r m i t s 

6 2 7 6 7 1 
Total N o n r e s i d e n t i a l 511 5 0 7 5 8 8 - 13 V a l u e - $ M i l . 6 1 9 6 2 7 6 7 1 - 8 

I n d u s t r i a l B l d g s . 30 2 9 6 5 - 5 4 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 1 5 8 160 1 7 6 - 1 0 S i n g l e - f a m i l y u n i t s 1 0 . 0 1 0 . 2 1 1 . 5 + 7 

S t o r e s 1 8 6 1 8 2 182 + 2 M u l t i f a m i l y u n i t s 3 . 9 3 . 9 6 . 5 - 4 0 

H o s p i t a l s 16 16 1 9 - 16 T o t a l B u i l d i n g P e r m i t s 

S c h o o l s 2 9 31 16 + 8 1 V a l u e - $ M i l . 1 , 1 3 1 1 , 1 3 4 1 , 2 5 9 - 1 0 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - $ M i l . R e s i d e n t i a l B u i l d i n g P e r m i t s 

T o t a l N o n r e s i d e n t i a l 3 , 7 2 2 3 , 7 7 6 3 , 8 5 4 - 3 V a l u e - $ M i l . 9 , 0 2 9 9 , 0 3 8 8 , 6 3 0 + 5 

I n d u s t r i a l B l d g s . 3 8 7 3 5 8 4 1 7 - 7 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 8 0 8 7 9 3 8 8 2 - 8 S i n g l e - f a m i l y u n i t s 1 1 5 . 4 1 1 0 . 3 1 0 7 . 7 + 7 

S t o r e s 1 , 0 9 8 1 , 1 2 2 1 , 1 5 5 - 5 M u l t i f a m i l y u n i t s 7 1 . 5 7 2 . 7 8 0 . 9 - 1 2 

H o s p i t a l s 1 7 3 2 1 9 3 1 2 - 4 5 Total B u i l d i n g P e r m i t s 

S c h o o l s 95 95 3 7 + 1 5 4 V a l u e - $ M i l . 1 2 , 7 5 1 1 2 , 8 1 4 1 2 , 4 8 4 + 2 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - $ M i l . 

T o t a l N o n r e s i d e n t i a l 1 , 8 2 0 

I n d u s t r i a l B l d g s . 2 6 4 

O f f i c e s 5 2 6 

S t o r e s 5 6 5 

H o s p i t a l s 1 2 4 

S c h o o l s 1 0 4 

R e s i d e n t i a l B u i l d i n g P e r m i t s 

1,813 1,761 + 3 V a l u e - $ M i l . 3,599 3,527 3,724 - 3 

266 350 - 25 R e s i d e n t i a l P e r m i t s - T h o u s . 

454 407 + 29 S i n g l e - f a m i l y u n i t s 

CO
 

ID
 

«3- 47.0 51.2 - 9 

565 541 + 4 M u l t i f a m i l y u n i t s 17.6 16.2 21.7 -19 

122 20 +520 T o t a l B u i l d i n g P e r m i t s 

104 41 +154 V a l u e - $ M i l . 5,491 5,340 5,485 + 0 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s - $ Mil . R e s i d e n t i a l B u i l d i n g P e r m i t s 

4 1 1 5 2 1 - 2 3 
Total N o n r e s i d e n t i a l 3 8 6 3 9 8 4 5 9 - 16 V a l u e - $ M i l . 4 0 1 4 1 1 5 2 1 - 2 3 

I n d u s t r i a l B l d g s . 12 13 41 - 7 1 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 63 6 5 1 0 2 - 3 8 S i n g l e - f a m i l y u n i t s 6 . 4 6 . 6 7 . 8 - 1 8 

S t o r e s 1 6 3 1 6 9 135 + 21 M u l t i f a m i l y u n i t s 0 . 5 0 . 5 2 . 0 - 7 5 

H o s p i t a l s 106 104 3 9 + 1 7 2 T o t a l B u i l d i n g P e r m i t s 

S c h o o l s 14 14 41 - 6 6 V a l u e - $ M i l . 7 8 7 8 0 9 941 -16 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s -- $ M i l . R e s i d e n t i a l B u i l d i n g P e r m i t s 

3 2 8 - 1 2 Total N o n r e s i d e n t i a l 2 1 5 2 1 7 2 3 4 - 8 V a l u e - $ M i l . 2 8 8 2 9 4 3 2 8 - 1 2 

I n d u s t r i a l B l d g s . 2 7 25 23 + 17 R e s i d e n t i a l P e r m i t s - T h o u s . 

O f f i c e s 51 5 2 56 - 9 S i n g l e - f a m i l y u n i t s 4 . 8 4 . 9 5 . 4 -11 

S t o r e s 6 2 6 2 7 8 - 21 M u l t i f a m i l y u n i t s 0 . 9 1 . 0 1 . 8 - 5 0 

H o s p i t a l s 1 6 1 8 2 3 - 3 0 Total B u i l d i n g P e r m i t s 

S c h o o l s 13 13 7 + 8 6 V a l u e - $ M i l . 5 0 3 5 1 0 5 6 1 - 1 0 

N o n r e s i d e n t i a l B u i l d i n g P e r m i t s -

Total N o n r e s i d e n t i a l 

I n d u s t r i a l B l d g s . 

O f f i c e s 

S t o r e s 

H o s p i t a l s 

S c h o o l s 

1 , 0 3 8 1 , 0 1 8 9 7 0 + 7 

147 158 2 2 4 - 3 4 

2 4 6 2 3 1 2 3 5 + 5 

347 3 3 9 3 0 4 + 14 

4 7 4 5 5 9 - 2 0 

18 17 9 + 1 0 0 

R e s i d e n t i a l B u i l d i n g P e r m i t s 

V a l u e - $ M i l . 

R e s i d e n t i a l P e r m i t s - T h o u s . 

S i n g l e - f a m i l y u n i t s 

M u l t i f a m i l y u n i t s 

T o t a l B u i l d i n g P e r m i t s 

V a l u e - $ M i l . 

1 , 7 4 0 1 , 7 5 3 1 , 8 8 9 - 8 

2 2 . 0 2 2 . 1 2 3 . 5 - 6 

7 . 7 8 . 2 1 3 . 2 - 4 2 

2 , 7 4 9 2 , 7 4 2 2 , 7 4 7 + 0 

NOTES: Data s u p p l i e d by t h e U . S . B u r e a u o f the C e n s u s , H o u s i n g U n i t s A u t h o r i z e d By B u i l d i n g P e r m i t s and P u b l i c C o n t r a c t s , C - 4 0 . 

N o n r e s i d e n t i a l data e x c l u d e t h e c o s t o f c o n s t r u c t i o n f o r p u b l i c l y owned b u i l d i n g s . The S o u t h e a s t d a t a r e p r e s e n t the t o t a l o f the s i x 

s t a t e s . 
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Newsletters To Keep You Up-To-Date 

Name. 

Address. 

City, State, Zip. 

T h e Federal Reserve 

Bank of Atlanta is pleased 

to announce a family of 

three newsletters de-

signed to provide timely 

information on a variety of 

topics. Economic Insight, 
the bank's existing news-

letter, has been renamed 

Economics Update, but 

will continue to feature 

economic trends and 

policy issues, as well as 

synopses of recent Atlanta 

Fed research on these 

topics. Financial Update, a 

new quarterly publication, 

will offer articles on 

developments in the 

payments system and is-

sues pertaining to bank 

supervision and regulation. 

The new Regional Update 
newsletter, also issued 

quarterly, will cover 

economic conditions in 

the Sixth Federal Reserve 

District as a whole and 

monitor developments in 

the region's important 

industries. 

If you would like to 

receive a free subscription 

to one, two, or all three of 

these newsletters, please 

fill out the coupon below 

and mail to: 

Federal Reserve Bank of Atlanta 

Public Information Department 

104 Marietta Street, N.W. 

Atlanta, Georgia 30303-2713 

Note: If you are already a subscriber to Economic Insight, your name will automatically be put on 
the mailing list for Economics Update. You do not need to resubscribe. 

r — 

• p 
lease add my name to the subscription list(s) of the newsletter(s) checked below. 

1 
lease add my name to the subscription list(s) of the newsletter(s) checked below. 

[ H Economics Update Q Financial Update • Regional Update 
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