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Labor Month In Review

The June Review

The health care business and health
economics are fertile fields for special
cases and unconventional results. Bill
Goodman chronicles the factors in-
fluencing hospital employment and
finds that such forces as the demo-
graphics of aging and the march of
technology may have more to say about
the level of hospital employment than
does the business cycle.

Shirley Tsai and Lucilla Tan examine
how differently than other consumer
units Asian households spend their
money on food. They find Asian
households have higher levels of
spending on fresh fruits and vegetables,
rice, and seafood and lower levels of
spending on oils and dairy products.

Christopher J. O’Leary outlines the
impact of changing administrative
procedures on recipients’ compliance
with job search and receipt of reem-
ployment services. These, in turn, may
impact the duration of unemployment
and the unemployment rate.

Daniel H. Weinberg explains the
income measures in the Annual Social
and Economic Supplement to the
Current Population Survey.

Richard Bavier tests the impact of the
treatment of medical spending by
individuals when determining their
poverty status.

Lawrence H. Leith contributes a first-
person report on economic dynamism in
China.

Veterans and unemployment

In August 2005, the unemployment rate
for all veterans of the U.S. Armed Forces
was 3.9 percent. The rate for non-
veterans was 4.7 percent. The unem-
ployment rate among the 3.9 million
veterans of the Gulf War-era (service
from August 1990 forward) was 5.2
percent. Young Gulf War-era veterans,
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those 18 to 24 years old, had a higher
unemployment rate (18.7 percent) than
young nonveterans (9.9 percent). Older
Gulf War-era veterans (25 to 54 years
old) had an unemployment rate very
similar to their nonveteran peers—
about 4 percent,

The survey of veterans was con-
ducted for the Bureau of Labor Statistics
by the U.S. Census Bureau as a special
supplement to the August 2005 Current
Population Survey. The 2005 supple-
ment was co-sponsored by the U.S.
Department of Veterans Affairs and the
U.S. Department of Labor’s Veterans
Employment and Training Service. The
2005 supplement is the first that
separately identifies Gulf War-era
veterans. To learn more, see “Employ-
ment Situation of Veterans: August
2005,” UsDL 06-897.

A century well spent

The material well-being of families in the
United States improved dramatically
during the 20th century, as demonstrated
by the change over time in the percentage
of expenditures allocated for food,
clothing, and housing. In 1901, the
average U.S. family devoted 79.8 percent
of its spending to these necessities, while
families in New York City spent 80.3
percent, and families in Boston allocated
86.0 percent. By 2002-03, allocations on
necessities had been reduced sub-
stantially; for U.S. families to 50.1 percent
of spending, for New York City families to
56.7 percent, and for Boston families to
53.8 percent.

The continued and significant decline
over the past century in the share of
expenditures allocated for food perhaps
best reflects improved living standards.
In 1901, U.S. households allotted 42.5
percent of their expenditures for food;
by 2002-03, food’s share of spending had
dropped to just 13.1 percent. For New York
City households, the expenditure share

had declined from 43.7 percent to 13.9
percent; for Boston households, the
decline was from 41.7 percent to 13.5
percent.

Find out more in /00 Years of U.S.
Consumer Spending: Data for the
Nation, New York City, and Boston, BLS
Report 991. This report offers a new ap-
proach to the use of Consumer Expend-
iture Survey data. Normally, the survey
presents an in-depth look at American
households at a specific point in time,
the reference period being a calendar
year. Authors Michael L. Dolfman and
Denis M. McSweeney, after warning
readers of the methodological difficulties,
use consumer expenditure data over time
and draw on information from decennial
census reports to present a 100-year
history of significant changes in consumer
spending, economic status, and family
demographics.

Earnings in big occupations

Among occupations with more than 2
million workers in May 2005, registered
nurses had the highest average hourly
earnings—$27.35. For other large occu-
pations, average hourly earnings ranged
from $7.48 for combined food prepar-
ation and serving workers (including
fast food) to $14.27 for customer service
representatives. Other occupations with
more than 2 million workers were retail
salespersons; cashiers; general office
clerks; laborers and freight, stock, and
material movers; waiters and waitresses;
and janitors and cleaners, except maids

and housekeeping cleaners. O

Communications regarding the Monthly
Labor Review may be sent to the Editor-
in-Chief at the addresses on the inside
front cover. News releases discussed
above are available at:

www.bls.gov/bls/newsrels.htm
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Employment in hospitals:
unconventional patterns over time

Numbers of jobs in hospitals are affected

by a variety of special influences,

the industry does not conform to the business cycle

mployment in hospitals is subject to
Einﬂuences that are not related to the busi-

ness cycle and responds to the business
cycle in an unusual way. The trends of employment
in hospitals therefore contrast with those of total
employment, especially during cyclical downturns.
Apart from the effect of the business cycle, demo-
graphic and technological changes influence hospital
job growth in both upward and downward directions.
In relation to the business cycle, job growth in hos-
pitals is greater when gross domestic product (GDP)
is weak, when unemployment is high, and when
overall hiring declines. This article first takes up
influences other than the business cycle and then
explains the countercyclical pattern of growth in
employment. One cyclical influence in particular—
variations in the labor shortage in the industry—is
examined in detail.

In this article, the Current Employment Statistics
survey' is the primary source of statistics repre-
senting employment. Two particular time series
from the survey are emphasized. One represents
employment in all hospitals, including private and
Federal, State, and local government establish-
ments.” The other represents employment just in
privately owned general medical and surgical
hospitals (NAICS 6221). The latter series offers a
longer history, since 1958; the former starts in 1990.
The more restricted series, then, can be used for
longer term analyses. Whenever possible, how-
ever, the broader hospital series is used to generate
conclusions about the entirety of the hospital
industry, both public and private.

Persistent trends

Although this article primarily concerns cyclical
patterns in hospital employment, a few important

influences that have persisted for long periods also
are examined. Changes in the size and nature of the
U.S. population, advances in medical technology,
and changes in the extent and characteristics of
private and public health insurance are among the
long-term factors.

Demographic changes.  The population over age
65 increased more than tenfold during the 20th
century, and the elderly as a proportion of the
population increased about threefold in the last
hundred years, to 12 percent in 2000. The proportion
of Americans over 65 increased in every 20th-century
decade except the nineties, when it declined by just
0.1 percentage point. Even in the nineties, those over
65 increased in number; and during the nineties, the
oldest age group (people over 75) increased as a
proportion of the total population.® A glance at statis-
tics representing inpatient hospital care by age
group confirms that, after infancy, the need for hos-
pital services increases greatly with age:*

Days of hospital
care per 1,000
persons, 2003

578
1,218
149
108
268
353
359
582
1,429
2,776

Greater demand for hospital services, then, is a function
of, among other things, the increasing numbers of
elderly individuals.
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Hospital Employment

Even disregarding the aging of the population, the overall
growth in the number of U.S. residents drives some of the
increase in demand for healthcare. From 1990 to 2004, the
resident population increased by 44 million, or 18 percent.’

Technological change. Both information technology and
medical technology have changed the nature of work at
hospitals. Advances in information technology, such as the
electronic processing of billing documents, clearly tend to
increase efficiency,® but the overall effect of new medical
technology on hospital staffing requirements is ambiguous.
One publication cites the discovery and implementation of
treatments “that cure or eliminate diseases” and “shifts to
other sites of care . . . as technology allows” as “factors that
may decrease health services utilization.”” At the same time,
“factors that may increase health services utilization” include
“new procedures and technologies” (for example, hip
replacement).® The net effect of medical advances on hospital
employment is not definitely known to be either positive or
negative. Statistical analysis using numbers of Food and
Drug Administration (FDA) approvals of medical devices®
characterized by that agency as “significant,” “break-
through,” or “important” 1° exhibited no definitive relation-
ship between the numbers of major device approvals and
annual percent changes in hospital employment.!!

Certain pharmaceutical developments have reduced the
need for hospitalization substantially. The mental health field
is especially noted for new pharmaceutical products that
shorten hospital stays or allow shifts from the hospital
setting to a residential setting.'? Indeed, unlike hospitals in
general, private mental and drug abuse hospitals and State
hospitals show long-term declines in employment.'

Furthermore, new drugs for the treatment of mrv infections
have been relatively successful in postponing or preventing
the development of AIDS. From 1987 to 2004, the FDA approved
some 24 medications for HIV infection.' Treatment with drugs
“has improved steadily since the advent of combination
therapy in 1996. More recently, new drugs have been ap-
proved, offering added dosing convenience and improved
safety profiles, while some previously-popular drugs are
being used less often as their drawbacks become better
defined.”'® Because of pharmaceuticals and through changes
in behavior,'® the AIDS epidemic, once feared as likely to
become overwhelming to the healthcare industry, in fact
declined after the middle nineties.!” On broad fronts, then,
new pharmaceutical products have reduced the need for hos-

pitalization.

Changes in health coverage. Private health insurance and
public funding of healthcare have undergone numerous
important changes in recent decades. To begin with, the
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percentage of the population with no health insurance has
risen from 13.9 percent in 1990 to 15.7 percent, or 45.8 million
individuals, in 2004. At the same time, the percentage covered
by private insurance has fallen by 5.1 percentage points,
while the percentage covered by government insurance,
particularly Medicaid, has risen. Those with no insurance
utilize health services to a lesser extent than those who have
health insurance, and the per capita hospital expenditures of
Medicaid enrollees are considerably less than those of the
overall population.”® These developments have restrained
the growth of healthcare.

Along with the decline in the percentage of the population
covered by private insurance, the percentage of total hospital
expenditures paid through private insurance fell slightly from
1990 to 2003.'* Multiple changes in the nature of private
insurance have affected the demand for hospital care. Health
maintenance organizations (HMO’s), defined as health plans
that provide more or less comprehensive healthcare by the
plan’s own providers, primarily in exchange for a fixed regular
payment, often regulate access to specialists and, in some
cases, hospitalization, through their primary care physicians.
Certain mechanisms in the operation of HMO’s—especially
authorizations required for particular treatments—in effect
limit the consumption of healthcare services.?> HMO’s, how-
ever, “led the way in expanding benefit coverage to maternity,
mental health, preventive, and pharmaceutical services.”?
Although enrollment in HMO’s declined between 2000 and
2003, the rise was so great in the preceding decade that the
net change from 1990 to 2003 was an approximate doubling of
the proportion of the population enrolled. In 2003, 24.7 percent
of the population was covered by HMO plans.?? In recent
years, a shift toward health insurance plans with greater out-
of-pocket costs to the consumer, accompanied by coverage
of more types of care, is likely to have made the health con-
sumer somewhat more cost conscious. James C. Robinson
refers to “the all-too-human tendency to spend other people’s
money with less care than one’s own.”? Thus, the complex
set of changes in private health insurance has exerted both
upward and downward influences on the demand for health-
care.

Government health insurance programs also have un-
dergone numerous changes intended to control costs; those
programs and their changes will be described in more detail
with respect to the business cycle in a later section.

From 1990 to 2003, the proportion of total hospital ex-
penditures paid by private insurance and government funds
crept up from 91.5 percent to 92.7 percent. This measure,
however, cannot be used as the sole basis for determining the
overall influence of changes in insurance on hospital job growth.
More subtle factors, such as the availability of new treatments
unknown in 1990, also are involved in the picture of health
insurance benefits and costs.
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Downward influences

The forces restraining the growth of hospital employment
are clearly substantial, opposing the overall growth of the
population and the increasing number of elderly people, as
well as the upward influences of some new procedures being
performed at hospitals. Consequently, hospitals have cut
jobs, merged with other hospitals, and outsourced a variety
of functions, including food preparation, transcription, and
information technology.?* The rest of this section describes
some major downward influences.

Competition from other venues. A shift toward treatment
in outpatient settings has increased employment in offices of
physicians and other ambulatory venues such as outpatient
surgery centers. Chart 1 shows that jobs in healthcare have
grown more in purely outpatient settings than in hospitals.
Even within hospitals, a shift from inpatient treatment to
outpatient treatment has been noted.” While relative costs
are one reason for this shift, consumer preferences are
another,” and, as noted earlier, technological advances are
partly responsible. Ambulatory surgery is perhaps the greatest
shift that has been made possible by improved technology.?’

Length of stay. Both the average length of inpatient hospital
stays and the number of days of care per thousand persons

fell considerably from 1990 to 2003. % As the length of stay is
reduced, staffing needs per case also are reduced. Hospitals
are motivated to decrease lengths of stays because of the
structure of reimbursements from Medicare and managed
care programs.? In addition, advancing technology shortens
the time required for certain treatments in the hospital.

Overall long-term effects. Both the persistent upward
influences and the downward long-term influences are
multiple and strong. The restraining influences have held the
rate of growth in hospital jobs below that of the overall
population and below the rate of growth of payroll jobs in
general. (See table 1 and chart 2.)

History of employment in private hospitals

Although estimates of total hospital employment are available
only from 1990 to 2005, data on the history of employment in
private general and surgical hospitals are available starting in
1958. Accordingly, it is possible to investigate briefly the
economic behavior of that major part of the hospital industry
over several decades. (Private general and surgical hospitals
represent about three-quarters of the employment of the
entire public and private hospital industry.) Just looking at a
line graph of employment in private general and surgical
hospitals (chart 3) reveals that recessions do not particularly

(e, e i Indexed employment in private outpatient healthcare venues and in private hospitals,
1990-2005
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1990 value

Proportion of
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Hospital Employment

=1 MM Numbers of jobs in all hospitals, in ambulatory healthcare, and in all nonfarm establishments, 1990-2005

. Ambulatory Nonfarm U.S. resident
Hospitals healthcare establishments population

Annual Jobsin Annual | Annual
percent thousands percent | Thousands percent
change change change

Jobsin Jobsin
thousands thousands

109,487
108,374
108,726
110,844
114,291
117,298
119,708
122,776

125,930
128,993
131,785
131,826
130,341
129,999
131,435
133,463

®

e etk k. otmcnaaa x|
cooco=adN MMM WAW:

e
N —

' Data not available.
2 The average number of jobs in thousands, though calculable, is not economically meaningful.

mndexes of employment in hospitals, U.S. resident population, and total payroll
employment, 1990-2005

Proportion of Proportion of
January January
1990 value 1990 value

1.23 N - 1.28

Population

Hospital employment

0.98 | | 1 I | | | I | I
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slow growth. Even before the existence of Medicare (which
started in 1966), the private general and surgical hospital
industry grew through periods of recession in 1958, 1960, and
1961, as well as later, when Medicare was in place.
Nevertheless, one sees three definite plateaus or declines
in employment: one from 1982 to 1986, one from 1992 to 1995,
and one from 1998 to 2000. The first and last coincide with
restrictions in Medicare spending. In 1982, the Tax Equity
and Fiscal Responsibility Act started a shift from retrospective
payment, which covered costs of the actual treatment, to
prospective payment, which led to generally smaller reim-
bursement amounts standardized on the basis of diagnosis.
The prospective payment system was fully enacted in 1983.%
In 1997, Operation Restore Trust—a crackdown on fraudulent
billing®'—and the Balanced Budget Act restrained spending.
The remaining plateau—in fact, including a small decline—
in employment in private general and surgical hospitals, from
1992 to 1995, does not correspond to any major change in
government funding rules, but did occur at a time when the
possibility of reform in healthcare policy was a major issue. It
seems that uncertainty was an important restraining factor in

hiring.
Countercyclicality

Now consider again the entire hospital industry. As mentioned
previously, hospital employment as a whole varies in response

to the business cycle, but not as one might expect. Although
employment in the hospital industry has increased almost
constantly since 1990, changes in its rate of increase are
opposite to those of Gpp and of total payroll employment.
Furthermore, when unemployment rises, so does the rate of job
growth in hospitals. While the trend of employment in all
hospitals combined is consistently upward, the rate of
growth may be described as countercyclical: when general
business conditions are weak, hospital employment exhibits
greater growth.

Health of the population. In order to see how the growth
or decline in total U.S. employment correlates with the demand
for hospital services, the movements of total payroll employment
were compared with the movements of certain indicators of
hospital workload in the years 1993 to 2002. (See chart 4.) Year-
to-year changes in the number of hospital discharges, which
represent the number of inpatient cases, tend to move oppo-
site to the changes in total payroll employment. Days of in-
patient care and the average length of stay also exhibit a
pattern in opposition to that of total payroll employment.*?
One possible reason for the countercyclical pattern might
be an improvement in the general health of the population as
business conditions improve. If health does improve as
economic growth increases, demand for hospital services
would tend to decelerate as the economy expands. Evidence,
however, indicates that health actually is better when busi-

meloyment in private general and surgical hospitals, seasonally adjusted, 1958-2005
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Hospital Employment

ness is slow. Christopher J. Ruhm, in the Quarterly Journal
of Economics, finds that physical health is better during
recessions. He shows that eight major causes of death occur
more frequently during economic expansions, finds that
tobacco use increases along with economic activity, and
provides evidence that “physical activity rises and diet
improves when the economy weakens.”** The general state
of health therefore quite possibly exerts a procyclical in-
fluence on demand for hospital services. Certainly, job stress,
as well as joblessness, causes health problems in many indi-
viduals, and some evidence suggests that increased work-
loads in recent years have contributed to illness.** The coun-
tercyclical forces, then, would have to be all the more powerful
to overcome the procyclical fluctuations in illness.

If health does not deteriorate during business slowdowns,
how is it that the amount of hospital inpatient work tends to
be greater during those same periods? There are several
possible explanations. Ruhm mentions “the opportunity cost
of time”: the possibility that some people are more reluctant
to undergo medical care when it would interfere with their
income or career. While the opportunity cost of time probably
has little effect on vital inpatient procedures, elective proce-
dures may be affected. Slack business or unemployment may

reduce time conflicts, tending to boost hospital business
when economic activity is low.*

Other explanations for more inpatient business during
economic slowdowns also are possible. Unemployment and
the consequent loss of employer-provided coverage may
make some people unable or unwilling to get medical attention
until hospitalization becomes necessary. The Medicare and
Medicaid programs make hospitalization more affordable than it
would otherwise be for some groups during periods of
unemployment or reduced business; those who have only
Medicare part A are covered just for hospitalization, as opposed
to office visits. Furthermore, at times of peak U.S. hiring, when
the labor shortage in hospitals may be particularly intense,
hospitals with staffing shortages may face restrictions on the
volume of business that can be performed at a particular time.

Year-to-year changes in the number of hospital outpatient visits,
however, tend to move in the same direction as the changes in total
payroll employment.*® Qutpatient business, then, serves to reduce
the countercyclical pattern of hospital employment and helps
hospitals compete with ambulatory venues.

Labor supply.  One countercyclical force affecting the
hospital industry is the labor shortage in some healthcare

WPercenf change in total payroll employment and in selected indicators of hospital
workload, 1993-2002

Percent change in
workload indicators

Percent change
in employment

20

Employment

| I | | L
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occupations, a reflection of which might be the rate of job
vacancies in hospitals.’” A continuous national time series of
hospital vacancies, however, appears not to exist.*® Never-
theless, evidence of a shortage is abundant. Most often
mentioned as in short supply are nurses, but personnel in
other hospital occupations—Ilaboratory scientists, phar-
macists, radiologic technologists, and radiation therapists—
also are cited as scarce.” Among the major reasons for the
shortage of nurses are the following:

“Operating rooms and post-surgical units, both of which
tend to be staffed by older, experienced nurses, lose
workers to retirements. Intensive-care units go wanting
because the young women who once gravitated to the
physical and mental demands of those jobs are being
attracted to non-nursing careers. . . .

“Women, who make up the overwhelming majority of
health-care workers, no longer are guided to pink-collar
career tracks, and they are choosing more lucrative
fields, including technology and business. . . .

“ .. experienced nurses are leaving the profession or
are shifting to nursing jobs out of the hospital because
they are dissatisfied. Hospital nursing is stressful, and
that is made worse by inadequate staffing and exces-
sive workloads.”*

Julie Pinkham, executive director of the Massachusetts
Nurses Association, provides an additional perspective:
“What’s driving nurses out of the field is going to work
knowing you can’t do an adequate job.™' Because lower
staffing levels result in greater dissatisfaction, the nursing
shortage is exacerbated and perpetuates itself.

The permanently low unemployment rate in the hospital
industry is additional evidence that hospital labor is harder
to find than most other labor. From 1976 to 2002,* the
unemployment rate of experienced hospital wage and salary
workers® was always well below the unemployment rate of
all workers. The mean difference between the two rates was
3.8 percentage points, and the minimum difference was 2.7
percentage points.

Hospital labor shortages can be expected to increase when
alternative job opportunities are abundant and to decrease
when opportunities are scarce. Chart 5 shows annual percent
changes in hospital employment and in total payroll employment,
the latter shown on an inverted scale. The inverse relationship
is clear and is also apparent from a correlation coefficient of -0.90.%
Thus, a very strong inverse relationship between the two variables
has been established. That relationship is considerably stronger
than those between any of the aforementioned indicators of
hospital workload and change in hospital employment. The
rates of change of employment in hospitals also exhibit move-

ments opposite to the overall rate of gross job gains,* opposite
to changes in Gpp, and in the same direction as changes in the
unemployment rate. The relationship between hospital employ-
ment and general unemployment—hospital jobs tend to grow
slowly when unemployment is low and faster when un-
employment is high—suggests that some workers take hos-
pital jobs only when other jobs are scarce. Changes in hospital
employment exhibit a much closer relationship to gross job gains
than to gross job losses, a fact which suggests that alternative
job opportunities may have a greater cyclical influence on
hospital staffing than does fluctuating demand for hospital
services.

The longer history of employment in private general and
surgical hospitals reveals an increasingly inverse relationship
between employment in the industry and total U.S. payroll
employment over the decades. One explanation for the increasing
strength of the relationship may be a hospital labor shortage
that became more sensitive to the business cycle as more job
opportunities became available to women. In 1958, women
constituted 33 percent of the employed; by 2005, they had
expanded their share to 46 percent.* Private general and
surgical hospitals continue to depend primarily on women to
fill jobs and face much more competition in recruitment and
retention. According to Dolores Hopper, vice president of
patient care at Goodall Hospital, women now have more career
opportunities than ever before, and nurses can now work for
medical software or pharmaceutical companies, which offer
better benefits and conditions than hospitals do.*”” During
the sixties, a small negative correlation (correlation coefficient
of —0.15) existed between employment in private hospitals
and total payroll employment. By 2005, the two employment
series had become much more negatively correlated.

Earnings, hours, and the labor shortage

One might expect that, as hospitals attempt to attract more
workers, hospital pay would increase in response to the
industry’s labor shortage and hours would increase when
hiring is difficult. Although data on hours and earnings in
government hospitals are not available from the Current
Employment Statistics program, earnings in private hospitals
can be examined. On its surface, the overall trend of hourly
earnings in private hospitals from 1990 to 2005 would appear
to support the claim that a labor shortage exists. Indeed, over
the 15-year period, earnings increased by an average 3.9
percent per year, far more than the 3.1-percent average increase
in earnings in total private industry. Because total private
earnings undoubtedly have been influenced by intraindustry
shifts, the change in hospital earnings also was compared with
those of 13 large private-industry sectors.*® The average percent
increase in private hospital earnings far exceeded those of all
sectors except financial activities.
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Hospital Employment

Wercent change of employment in all hospitals and in all nonfarm establishments, 1991-2005 1

Hospital
jobs
3]
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jobs

All hospitals
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NOTE: Correlation coefficient = —0.90.

1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

A year-by-year analysis of changes in earnings in pri-
vate hospitals, however, does not obviously support the
case for a fluctuating labor shortage. Private hospital earn-
ings, deflated by the Consumer Price Index, tend to rise
more rapidly in years of low or even negative growth in
total payroll jobs. One might expect hospitals to raise pay
most when competition for workers is most intense.
Instead, hospital pay increases most when broad hiring is
low. Certain factors, such as Medicare, Medicaid, and
private insurance restrictions, may prevent hospitals from
changing pay scales quickly. Indeed, large Medicare and
Medicaid cutbacks have occurred during times of eco-
nomic expansion,.

One also would expect the average workweek to expand
when labor is short. Average weekly hours in private hospitals
grew by an average 0.2 hour per year since 1990, while hours
for all private workers declined by an average 0.03 hour during
the same time span. Hospital hours show little or no cyclical
pattern.

Government dollars

A separate influence on the number of hospital jobs consists
of changes in government funding for healthcare. Total real
government expenditures on hospitals exhibit year-to-year
percent changes that fluctuate mostly in the opposite direc-

10 Monthly Labor Review June 2006

tion from those of real Gor. As shown in chart 6, hospital
employment and real government expenditures on hospital
services have some tendency to accelerate and decelerate
together. Because Federal, State, and local government now
contribute well over half of hospital funding, the influence of
government funding on hospital employment is almost
inevitable.*

In 1997 and 1998, years of relatively high increases in Gop,
substantial tightening of government funds for healthcare
had an impact. In 1996, welfare reform had come, and those
receiving cash assistance were no longer automatically
eligible for Medicaid.*® Additional changes in 1997 included
the establishment of optional managed care within the
Medicare program and prospective payment for outpatient
hospital services.

In 1998, total real government funding of hospital services
hardly increased, in stark contrast to preceding years; and in
1999, government funding increased only modestly. The
Balanced Budget Refinement Act of 1999 “increased pay-
ments for some Medicare providers and increased the
amount of Medicaid DSH* funds available to hospitals in
certain States and the District of Columbia,”*? thus permitting
total real government funding of hospitals to accelerate rap-
idly in 2001; funding continued to increase at a rapid pace in
2002. Clearly, then, government hospital expenditures have
fluctuated in a pattern largely opposite to that of real GDP
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and have contributed to the countercyclical pattern of hos-
pital employment.

Uncertainty

In the middle nineties, the trend of hospital employment was
somewhat below what one might expect. We may ask, then,
what influences might have reduced hiring at that time. One
factor appears to have been an uncertain outlook in the area
of future government policy toward healthcare. In the early
nineties, the Clinton Administration established a task force
to reform the U.S. healthcare system.*® Uncertainty about the
future of healthcare was unusually high. In the absence of a
way to quantify uncertainty among healthcare executives,
however, the effect on hiring cannot be estimated.

Specific types of hospitals

So far, the emphasis in this article has been chiefly on the hospital
industry as a whole, including both privately owned and publicly
owned institutions. This section examines various types of
hospitals separately. The detailed hospital time series available
from the Current Employment Statistics program consist of data
on private general and surgical hospitals, private mental and
drug abuse hospitals, other private specialty hospitals, Federal
hospitals, State hospitals, and local government hospitals. All

six show some countercyclical tendency, with accelerations and
decelerations in employment opposite to those of total U.S.
payroll employment, and all except Federal hospitals exhibit
statistical significance in their correlation with total payroll
employment. The degree of correlation with total employment
varies a great deal, however. The absolute value of the correlation
coefficient indicates the strength of the association, as shown
in the following tabulation of correlation coefficients between
percent changes in employment of specific types of hospitals
and percent changes in total payroll employment over the 1990-
t0-2004 period:

Correlation coefficient
Private-sector hospitals:
General and surgical
Mental and drug abuse
Other specialty

Public-sector hospitals:
Federal

Clearly, the private-sector categories of hospitals uniformly
exhibit stronger relationships with the movements of total
employment than do the public-sector categories of hospitals.

Aside from exhibiting countercyclical patterns, the various
categories of hospitals show substantial contrast in their

Year-to-year percent changes in all hospital employment and in total government

Percent

hospital expenditures, deflated by the Producer Price Index for hospitals, 1991-2003
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Hospital Employment

overall, long-term direction and degree of change in jobs.
Private specialty hospitals other than behavioral (cancer
hospitals, for example) grew proportionately the most, by 64
percent, from 1990 to 200S. Private general and surgical
hospitals exhibited the second-greatest percent in employ-
ment growth, 24 percent. Private behavioral hospitals and
State hospitals, which also are mental facilities to a large
extent, declined quite similarly to each other, by about 20
percent, while other venues for psychological treatment
(offices of psychiatrists, offices of other mental health practi-
tioners, outpatient mental health centers, and residential
mental and substance abuse care facilities) increased sub-
stantially in employment. Numbers of jobs in Federal and
local government hospitals remained relatively stable,
increasing by no more than 8 percent. The growth of employ-
ment in hospitals, then, was concentrated in private facilities
for the treatment of physical illnesses and injuries.

Notes

THE TRENDS OF EMPLOYMENT IN HOSPITALS are atypical in comparison
to those in other industries. Hospital jobs are more than resistant to
recessions; the changes in hospital employment are countercyclical.
The clearest statistical relationship found with employment in all
hospitals is the inverse relation between the growth rate of hospital
employment and that of total payroll employment. The waning and
waxing of the available labor supply appears to be an important
cyclical influence on hospital staffing levels. Government policy
also affects employment in hospitals, because changes in funding
are substantial and government funding makes up a large percentage
of hospital income. Progress in medical technology both increases
and decreases demand for hospital services. Trends in population
by age increase the need for hospital services, while competition
from outpatient venues reduces demand. Growth in hospital
outpatient business increases demand for hospital personnel. In
sum, a wealth of unusual influences contributes to an unusual pattern
of employment in hospitals. O

' Employment data presented in this article are from the Current
Employment Statistics (ces) program, which conducts monthly surveys
of about 160,000 businesses and government agencies representing
400,000 establishments. For more information on the ces program’s
concepts and methodology, see BLS Handbook of Methods, chapter 2, on
the Internet at www.bls.gov/opub/hom/hemch2_a.htm. ces data are
available on the Internet at www.bls.gov/ces/.

* The industry code for hospitals in the North American Industry
Classification System (Naics) is 622. For industry definitions, see
www.census.gov/epcd/www/naies.html. In the ces program, statistics
for private, Federal, State, and local government hospitals are estimated
separately. These four series were added together to form one time series
for purposes of this article.

* Frank Hobbs and Nicole Stoops, Demographic Trends in the 20th
Century, Census 2000 Special Reports, Series CENSR-4 (U.S. Census
Bureau, 2002), pp. 57-59.

¢ Statistical Abstract of the United States: 2004-2005 (U.S. Census
Bureau, 2005), table 162, p. 113. Most of the data in the tabulation
are from Vital and Health Statistics, Series 13 (U.S. National Center
for Health Statistics, various years); and unpublished data.

* Calculated from resident population estimates from the U.S.
Census Bureau.

¢ See Anthony Birritteri, “New Jersey—The Innovative State,
Part x1v: Technology Triumphs: Hospitals Investing in IT See Healthy
Rewards,” New Jersey Business, June 1, 2004, pp. 42 ff.; and Vince
Galloro, “The Edge Centers of attention: Don’t look for back-office
personnel at HCA hospitals,” Modern Healthcare, July 22, 2002, pp.
26 ff.

7 See Amy B. Bernstein, Esther Hing, Abigail J. Moss, Karen F.
Allen, A. B. Siller, and R. B. Tiggle, Health care in America: Trends in
utilization (Hyattsville, mp, National Center for Health Statistics,
2003), p. 7.

¥ Ibid.
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’ According to the U.S. Food and Drug Administration, “A medical
device is: ‘an instrument, apparatus, implement, machine, con-
trivance, implant, in vitro reagent, or other similar article that is
intended for use in the diagnosis of disease or other conditions, or in
the care, mitigation, treatment or prevention of disease.’ Medical
devices can be anything from thermometers to artificial hearts to at-
home pregnancy test kits. Federal Food, Drug and Cosmetic Act,
Section 201”; on the Internet at www.fda.gov/cdrh/consumer/
product.html (visited Dec. 16, 2004).

"% Information on numbers of approvals of such medical devices is found

in the FDA’s opE/ovD Annual Reports for fiscal years 1990 through 2003.

' “Significant,” “breakthrough,” and “important” device approvals were
tried separately as sole independent variables and in a model using percent
change in total payroll employment as an additional independent variable. In
both cases, results for approvals were far from statistically significant.

'> Telephone interview with Dee Roth, chief, Program Evaluation
and Research, Ohio Department of Mental Health, Jan. 26, 2004.

" According to the American Hospital Association’s Diana Cobertson,
reached by phone on May S5, 2005, 221 of the 336 State-controlled hospitals
treat behavioral problems only. These 221 hospitals include 192 psychiatric
hospitals, 12 child psychiatric hospitals, 12 institutions for the retarded, and
5 facilities for the treatment of alcohol and drug problems.

!4 “Ampsinfo: Approved Medications to Treat HIV Infection” (U.S.
Department of Health and Human Services, reviewed May 2005), on the
Internet at aidsinfo.nih.gov/other/cbrochure/english/05_en.html
(visited Feb. 3, 2005).

'* “Guidelines for the Use of Antiretroviral Agents in HIv-1-
Infected Adults and Adolescents” (Department of Health and Human
Services, Panel on Clinical Practices for Treatment of HIV Infection,
Oct. 29, 2004), p. 2.

' Tom W. Smith, American Sexual Behavior: Trends, Socio-
Demographic Differences, and Risk Behavior (University of Chicago,
National Opinion Research Center, April 2003, updated in December
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1988); on the Internet at cloud9.norc.uchicago.edu/dlib/t-25.htm
(visited Feb. 3, 2005).

'" Summary of Notifiable Diseases, United States, 2002, Morbidity
and Mortality Weekly Report (Atlanta, Centers for Disease Control
and Prevention, Apr. 30, 2004).

'® See David W. Baker, Martin F. Shapiro, and Claudia L. Schur,
“Health insurance and access to care for symptomatic conditions,”
Archives of Internal Medicine, May 8, 2000, pp. 1269-74. See also
Carmen DeNavas-Walt, Bernadette D. Proctor, and Cheryl Hill Lee,
Income, Poverty, and Health Insurance Coverage in the United
States: 2004, Current Population Reports P60-229 (U.S. Census
Bureau, 2005), pp. 17-19; on the Internet at http://www.census.gov/
prod/2005pubs/p60-229.pdf (visited July 6, 2006). Regarding Medicaid,
sources are Census Bureau Historical Health Insurance table HI-1, on the
Internet at pubdb3.census.gov/macro/032005/health/h01_000.htm
(visited Feb. 3, 2004); and hospital expenditure figures provided by M.
Kent Clemens, actuary, Center for Medicare and Medicaid Services, U.S.
Department of Health and Human Services.

' Hospital expenditure figures are provided by M. Kent Clemens,
actuary, Center for Medicare and Medicaid Services, U.S. Department
of Health and Human Services.

% James C. Robinson, “Renewed Emphasis On Consumer Cost
Sharing In Health Insurance Benefit Design,” HEALTH AFFAIRS—Web
Exclusive, Mar. 20, 2002, p. W143.

2 Ibid.

% Calculated from HMO enrollment figures in Statistical Abstract of
the United States: 2004-2005 (U.S. Census Bureau, 2004), table 137,
and population figures in Census Bureau Historical Health Insurance
Table HI-1; on the Internet at www.census.govprod/2004pubs/
O4statab/health.pdf (visited Feb. 3, 2004).

2 Robinson, “Renewed Emphasis On Consumer Cost Sharing,” p. W143.

 See, for example, Judith Messina, “Hospitals won’t take scalpel
to clinical units: Fearful of competition; can mergers still pay off?”
Crains New York Business, Apr. 24, 2000; and Scott Hensley, “Survey
Shows More Hospitals Turning to Outside Firms for a Broad Range of
Services,” Modern Healthcare, Jan. 13, 1997, pp. 45 ff.

» See, for example, PricewaterhouseCoopers, “Cost of Caring: Key
Drivers of Growth of Spending on Hospital Care,” Feb. 19, 2003, p. 6, on the
Internet at www.healthcare.pwe.com/cgi-local/hcregister.cgi?link=pdf/
caring.pdf (visited May 24, 2006).

% Bernstein and others, Health Care in America, p. 6.
27 Ibid.
2 Vital and Health Statistics, Series 13.

¥ See Harriet S. Gill, “Acute Care Length-of-Stay Creep,” Strategies
in Post-Acute Care, May/June 2003, pp. 1-3.

0 David R. H. Hiles, “Health services: the real jobs machine,”
Monthly Labor Review, November 1992, pp. 3-16.

' Cynthia Engel, “Health services industry: still a job machine?”
Monthly Labor Review, March 1999, pp. 3-14.

*2 Data on discharges, days of care, and the average length of stay are from
Vital and Health Statistics, Series 13. Annual data from 1989 to 2002 were
used.

3 Christopher J. Ruhm, “Are Recessions Good for your Health?”

Quarterly Journal of Economics, May 2000, pp. 617-50.

* John Schwartz, “Always on the Job, Employees Pay with Health,” The
New York Times, Sept. 5, 2004, pp. Al ff, also on the Internet at
www.nytimes.com/2004/09/05/health/05stress.html?page
wanted=2&ei=5090&en=4f3737967aalae66&ex=1252123200&
partner=rssuserland.

35 Ruhm, “Are Recessions Good for your Health?”

* Data on ambulatory visits are from the National Center for
Health Statistics” National Hospital Ambulatory Medical Care Survey.
Annual data for the years 1994 to 2002 were used.

" The BLs Job Openings and Labor Turnover program supplies
statistics on job openings only at much higher levels of industry detail
than hospitals.

% According to Janet Heinrich, “National data are not adequate to describe
the full nature and extent of nurse workforce shortages” (‘“NURSING WORKFORCE
Multiple Factors Create Nurse Recruitment and Retention Problems,” GA0O
Testimony GA0-01-912T, June 27, 2001, p. 3).

*% Judith VandeWater, “Hospital Care Could Suffer from Labor Shortage,”
St. Louis Post-Dispatch, August 18, 2002, pp. El f; and Tammie Smith,
“Hospitals Turn to Agencies; Nurses Not Only Jobs They’re Hurting to Fill,”
Richmond Times-Dispatch, Jan. 1, 2002, pp. Bl £.

“ VandeWater, “Hospital Care Could Suffer.”

“ Lisa Richardson, “The State Intense Debate at Hearing Tackles
Issue of Nurses Staffing at Hospitals,” Los Angeles Times, Nov. 16,
2002, pp. B10 .

2 After 2002, estimates are not consistent with earlier ones,
because the Standard Industry Classification System was replaced with
the North American Industry Classification System.

“ This specific unemployment rate is that of people whose latest
job was in the hospital industry.

*“ A t-score of —7.4 indicates that the correlation is statistically
significant at a 0.2-percent level of probability.

% Data on gross job gains are from the BLS Business Employment
Dynamics program, which produces and maintains a quarterly series of
statistics on gross job gains and gross job losses in the private sector. Gross
job gains and gross job losses reveal some aspects of business dynamics,
including establishment openings and closings and establishment
expansions and contractions. The microdata used to construct the
statistics on gross job gains and gross job losses are from the Quarterly
Census of Employment and Wages (QCEW), or ES-202, program.

% The stated shares are calculated from Current Population Survey
data. The Current Population Survey is conducted by the Bureau of
the Census and disseminated by the Bureau of Labor Statistics.

7 “Troubling Labor Shortage Health-Care Vacancies Stress Industry
in Maine,” Portland Press Herald, Sept. 5, 2001, pp. 1B ff.

® These 13 industry aggregations are natural resources and mining,
construction, manufacturing, wholesale trade, retail trade,
transportation and warehousing, utilities, information, financial
activities, professional and business services, education and health
services, leisure and hospitality, and other services.

# Statistics representing government expenditures on hospital
services were provided by Matthew Clemens, Center for Medicare and
Medicaid Services, U.S. Department of Health and Human Services.
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0 “Key Milestones in cMs Programs” (Centers for Medicare &
Medicaid Services), on the Internet at www.ems.hhs.gov/about/
history/milestones.asp (visited Nov. 4, 2004).

! “psH [Disproportionate Share Hospital] payments are additional
payments in the Medicaid and Medicare programs that . . . help
hospitals finance care to low-income and uninsured patients,”
according to the National Association of Public Hospitals and Health
Systems, “NAPH Issue Brief,” February 2001, located on the Internet at
www.naph.org/content/Navigationmenu/About_Our_Members/

Frequently_Asked_Ques-tions1/FAQpdf2.pdf (visited May 12, 2005).
%2 “Key Milestones in cMs Programs.”

% See Hilary Stout, “Medical Maze: Health-Care Experts Devising
Clinton Plan Face Sticky Questions,” The Wall Street Journal, Mar.
11, 1993; Tim W. Ferguson, “Business World: Hospitals’ Charts Take
a Turn for the Worse,” The Wall Street Journal, Aug. 10, 1993; and
Tom Redburn, “New York Hospitals Foresee Loss Of Billions Under
Clinton’s Plan,” New York Times, Oct. 9, 1993.

LABSTAT available via World Wide Web

LABSTAT, the Bureau of Labor Statistics public database, provides current and his-
torical data for many BLS surveys as well as numerous news releases.
Data can be accessed using the data retrieval tools available at:

http://www.bls.gov/data

If you have questions or comments regarding the LABSTAT system on the Internet,
address e-mail to:

labstat.helpdesk@bls.gov
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Food-at-home expenditures
of Asian households

Differences in weekly average expenditures

suggest a race effect in spending on food-at-home items;
Asian households spend more than other households

on fresh fruits, fresh vegetables, rice, and seafood

and less on dairy products and oils

sian Americans are one of the fastest grow-
Aing racial groups in terms of percentage

increase in the United States.! According
to Census estimates, the Nation’s Asian and Pa-
cific Islander population grew 43.0 percent to 10.8
million between 1990 and 1999; projections to
2050 are for a tripling in size to 33.4 million.? The
growth of the Asian American population, together
with the growing interest in healthful and diverse
diets, has contributed to Asian food becoming
more popular. Aside from the proliferation of
Asian eateries in local neighborhoods, restaurants
in major metropolitan areas such as New York, Los
Angeles, San Francisco, Washington, D.C., and
Seattle are offering Asian-influenced recipes from
different Asian countries, served with an upscale
American style.

The traditional plant-based rural diets of Asia
are reflected in the Asian Diet Pyramid. (See ex-
hibit 1.) Researchers at Cornell and Harvard Uni-
versity teamed up with other experts and the non-
profit foundation, Oldways Preservation & Ex-
change Trust, to unveil the Asian Diet Pyramid.
The Asian Diet Pyramid was based on a survey of
more than 10,000 families in mainland China and
Taiwan that studied diet, lifestyle, and disease
across the far reaches of China. The pyramid em-
phasizes rice, rice products, noodles, breads,
and grains (preferably whole grain and minimally
processed foods), topped by another large band of

fruits, vegetables, legumes, nuts, and seeds. Small
daily servings of low fat dairy products or fish are
optional; sweets, eggs, and poultry are recom-
mended no more than weekly, and red meat no
more than monthly.

Does the allocation of food-at-home spending
by Asian households in the United States differ
from households of other races? Does the food-
at-home spending by Asian households reflect the
plant-based traditional diets of rural Asia? This
article compares national estimates of food-at-
home expenditures by Asian households in the
United States with non-Asian households, using
data from the 2003 Consumer Expenditure Diary
Survey. Food expenditure shares are further ex-
amined by regression analyses to study the race
effect after controlling for other demographic
characteristics.

Data

The Consumer Expenditure Survey (CE) is an on-
going nationally representative survey of the
noninstitutionalized, civilian population of con-
sumer units (cu’s).> For the purpose of this ar-
ticle, cu’s are treated, and will henceforth be ref-
erenced, as households. The cE consists of two
independent components, the quarterly Interview
Survey and the weekly Diary Survey. Each sur-
vey has its own independent sample, and each col-
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Asian Food-at-home Expenditures

msicn Diet Pyramid

Meat Monthly
Sweets

ﬁiggs & poultry L

Fish and | . Optionai
& Dairy daily

shellfish |
Vegetable oils

Daily

Legumes,
Fruits nuts, and Vegetables
seeds

larger in size (2.6 members versus 2.5
members for other households), with
younger members (average member age of
38.5 years versus 42.2 years for other
households), and a lower proportion of
them have no earners (13.9 percent versus
19.7 percent). (See table 1.) There are more
= husband and wife with children and/or
other related or unrelated members among

Asian households (36.2 percent versus 29.2

5 = percent for other households). Almost half
Sgt};ee’rv:izzilzf;r’ of all Asian households live in the West
beverages, (47.7 percent versus 21.2 percent for other
and tea households), in urban central cities (47.5

Rice, rice products, noodles, breads,
millet, corn, and other grains

percent versus 29.4 percent for other
households), and more than 90 percent live
in a metropolitan statistical area. Less than
half of Asian households are home-owners
(46.8 percent versus 67.4 percent for other

Daily physical activity

households).
Asian households have a higher propor-

© 2000 Oldways Preservation & Exchange Trust www.oldwayspt.org

tion of male reference persons (57.3 per-
cent versus 42.8 percent for other house-

lects data on income and demographic characteristics of the
consumer unit. The Interview Survey includes monthly out-
of-pocket expenditures such as housing, apparel, transpor-
tation, healthcare, insurance, and entertainment. The Diary
Survey includes weekly expenditures of frequently pur-
chased items such as food and beverages, tobacco, personal
care products, and nonprescription drugs and supplies. In
the Diary Survey, respondents are asked to record all their
daily expenditures over 1 week in a paper diary, for 2 con-
secutive weeks. Information on the quantity of purchase is
not captured. In the analysis data set, each observation rep-
resents one diary (that is, a household’s recorded expendi-
tures for 1 week). Each diary is treated as an independent
observation.

This article is based on data from the 2003 Consumer
Expenditure Diary Survey. The sample of 15,827 observa-
tions represented 115.1 million households of which 3.1 per-
cent were Asian households.* In this article, an Asian house-
hold is defined as a household where all its members are re-
ported as Asians.® The overall response rate in the 2003 Di-
ary was 76.2 percent, with a response rate of 85.9 percent
among Asian households and 75.9 percent among other
households.® In the diary, respondents are asked to indicate
if the purchase was made for the household or as a gift. The
data used in this article is for food-at-home purchases made
only for the household.

Demographics.  Asian households on average are slightly
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holds) and reference persons who are col-
lege graduates (52.5 percent versus 27.4 percent of other
households).” The average reference person of Asian house-
holds is younger (43.6 years versus 48.2 years for other
households).

Food categories. The food categories formed for analyses
in this article were based on MyPyramid, a tool developed
by the U.S. Department of Agriculture (Uspa) to assist con-
sumers make healthy food choices.® MyPyramid provides
suggested serving sizes to control the amount of calories, fat,
saturated fat, cholesterol, sugar, or sodium, based on basic
food groups. Food categories developed for this article—
grains, meats, vegetables, fruits, dairy, and oils—were cre-
ated to match the MyPyramid food categories where pos-
sible. (See exhibit 2.) One discrepancy is that the vegetables
category in this article includes beans (by definition of the
Diary Survey food item elements), whereas beans are in-
cluded in MyPyramid’s meats category.

Descriptive statistics

Reporting rates, average weekly expenditure shares, and
share of total food-at-home expenditures are examined in this
section. Data are weighted to reflect the U.S. population.

Reporting rates. The reporting rate of a food item or cat-
egory is defined here as the proportion of households who
report making at least one purchase of the item during the




j(sls]-RW General demographic characteristics of Asian households, 2003 Consumer Expenditure Diary Survey

Characteristic All households Asian households Other households

Sample
Population (in thousands)

15,827
115,077

532
3,565

15,295
111,511
Household characteristics

Income before tax' $50,343 $50,076
Average member age (years) 421 242.2
Number of persons under age 18 .6 | L1e
Number of persons older than age 64 . 3 ; | 23
Number of members . 215 : | 2215
| Number of earners ....... e 1.3 1.3
| Homeowner (percent) .. 66.8 67.4
| Live in a metropolitan statistical area (percent 79.6 79.2

$58,943

| Percent distribution:
Household composition

Husband and wife only
Husband and wife with children
Husband and wife — other ........
Single parent with children ...

Earner composition
Reference person only
Spouse only
Reference person and spouse .
No earners . |
ONeI .o,
Region of residence |
Northeast ... |
Midwest ...
South ........
Westic s
Area type
Urban — central City ......ccccoooviiiiiiiniii e
Urban - other

57.6

12.5
Reference person characteristics

G B (Y a1 B st DI ST S

| Male (percent)

Educational attainment (percent distribution):

Less than high school

High school graduate ..............c.ccccoeoiiiiiiiiiee .

Some college

College graduate

481
48.9

13.7
28.9
29.1
28.2

' Income before tax for complete income reporters only; excludes meals
as pay and rent as pay.
2 Indicates significant difference at 5 percent between Asian and other

consumer units.

NoTE: An Asian consumer unit consists of all Asian members.

survey week, or an item in the category; it does not indicate
the frequency of purchase nor the quantity consumed. By
food categories, a larger proportion of Asian households re-
ported purchasing fruits (70.2 percent versus 62.4 percent
for other households) and vegetables (68.5 percent versus
60.6 percent for other households), and a smaller proportion
of Asian households reported purchasing dairy (59.9 percent
versus 69.1 percent for other households) and nonalcoholic
beverages (47.1 percent versus 57.5 percent for other house-
holds). (See table 2.) Reporting rates on grains (68.8 per-
cent versus 71.6 percent for other households) and meats
(68.7 percent versus 67.2 percent) were comparable between

Asian and other households. Differences in reporting rates
at a lower level of aggregation show Asian households’ re-
porting rates on the purchase of seafood, fresh fruits, and
fresh vegetables are 10 or more percentage points higher than
other households. (See chart 1.) Their reporting rates on
cereals other than rice, processed vegetables, sweets, milk
and other dairy products, oils, carbonated drinks, and other
meat are 10 or more percentage points lower than other
households.

Average weekly expenditures.  Table 2 also shows that Asian
households spend on average $60.16 per week on food at
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MComposiﬁon of food categories used in this article

|

USDA
MyPyramid
category

Consumer Expenditure Diary Survey food items

MyFyremidicategary descriptions used to form the food groups in this article

Grains Any food made from wheat, rice, oats, cornmeal, barley, or another
cereal grain is a grain product. Bread, pasta, oatmeal, breakfast

cereals, tortillas, and grits are examples of grain products.

Cereals, rice, cereal products, pasta, and bakery
products

All foods made from meat, poultry, fish, dry beans or peas, cggs,
nuts, and seeds are considered part of this group. Dry beans and
peas are part of this group as well as the vegetable group.

Beef, pork, other meat, poultry, seafood, and eggs

Vegetables' Any vegetable or 100 percent vegetable juice counts as a member Fresh and processed vegetables, including juices,
of the vegetable group. Vegetables may be raw or cooked; fresh, beans, and peas

frozen, canned, or dried/dehydrated; and may be whole, cut-up, or

mashed.
Fruits
cut-up, or pureed.

Dairy products
considered part of this food group.

Qils

no trans fats.

Any fruit or 100 percent fruit juice counts as part of the fruit group.
Fruits may be fresh, canned, frozen, or dried, and may be whole,

All fluid milk products and many foods made from milk are

Oils are fats that are liquid at room temperature, like the vegetable
oils used in cooking. Foods that are mainly oil include mayonnaise,
certain salad dressings, and soft (tub or squeeze) margarine with

Fresh and processed fruits, including juices

Milk, cream, cheese, butter, ice cream, and other dairy
products

Margarine, fats and oils, salad dressings, nondairy

cream and imitation milk, and peanut butter

= L

' For this article, the vegetables category includes beans, whereas beans are
included in MyPyramid’s meats category.
'1 Nore: The six food groups used in this article were formed by grouping

food items according to the U.S. Department of Agriculture’s (Uspa) MyPyramid
More information on MyPyramid is available on the Internet at http://
www.mypyramid.gov/pyramid.

home, comparable with other households who spend $59.45
per week. Among food categories, Asian households spend
significantly more on fruits ($7.54 versus $5.30 for other
households) and vegetables ($7.48 versus $4.84 for other
households), and significantly less on dairy ($4.54 versus
$6.36 for other households) and oils ($1.10 versus $1.67 for
other households). Atlower levels of food aggregation, Asian
households spend less on sweets ($1.69 versus $2.31 for other
households), but four times more than other households on
rice (31.25 versus $0.28 for other households), two times
more on seafood ($5.88 versus $2.28 for other households),
and almost two times more on fresh vegetables and fresh
fruits. Asianhouseholds’higher spending on seafood and poul-
try accounted for their higher overall expenditure on meats.

Shares of total food-at-home expenditures. Almost one-
quarter of the Asian households’ food-at-home expenditures
was allocated to fruits and vegetables, and mostly to fresh
fruits (8.8 percent) and fresh vegetables (10.4 percent). (See
chart 2.) In contrast, fruits and vegetables composed about
one-sixth of other households’ food-at-home expenditures.
Meats made up 30.1 percent of Asian households’ food-at-
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home expenditures, with seafood composing 9.8 percent. In
contrast, meats composed 26.6 percent of other households’
food-at-home expenditures, with a smaller share to seafood
(3.8 percent). The shares of dairy (7.5 percent versus 10.7
percent for other households), beef (5.7 percent versus 8.0
percent for other households), and oils (1.8 percent versus
2.8 percent for other households) were significantly less for
Asian households.

The descriptive statistics show that, compared with other
households, more Asian households report purchases of fresh
fruits, fresh vegetables, seafood, and rice; Asian households
also spend more on and allocate a larger share of food-at-
home expenditures to these food items compared with other
households. Fewer Asian households report purchases of
dairy products, beef, and oils; Asian households also spend
less on and allocate a smaller share of food-at-home expen-
ditures to these food items.

Regression analyses

To assess the effect of race (Asian versus other races) on the
allocation of food category expenditures as a share of total

tized for FRASER
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| Survey

Reporting ra
(percent)
Food at home

Average weekly
expenditures

tes

Asian

Other
households

Share of total food-
at-home expenditures
(percent)

Asian
households

Other
households

householdi

households

Total food at home ..o 84.4
68.8
34.8
15.7
60.4
68.7

Baked products ..

Beef ..

Poultry
Seafood

MIlK produets .....cceemse
Other dairy

Processed fruit ...
Vegetables'

Fresh vegetables

Processed vegetables
Fats and oils'
Sweets?

Nonalcoholic beverages?
Carbonated drinks ..................
Coffee

30.5
61.1
145
12.4
29.5
36.7
32.8

Condiments
Other prepared food

83.1 $60.16 $59.45
71.6
45.9

9.1
67.4
67.2
38.1
35.2
34.0

7.98
2.08
1.25
4.65
18.11
3.43
342
1.44
3.44
5.88
.82

8.51

2.59

4,28
35.64
15.79
%4.76

3.29
$1.98

2.76
32.28
35.0 71
4.54
2.08
2.46
7.54
5.32
222
7.48
6.26
1.22

%6.36
°2.44
33.92
85.30
83.22

2.08
34.84
83.21

1.63
%1.67
32.31

58.4
51.6
62.4
563.0
a7
60.6
53.0
38.7
36.4
43.2

57.5
431
129

8.9
29.2
64.1
24.2
20.3
37.7
382
40.2

5.18

Asian Other

househoE

100.0 100.0
13.3
3.5
21
7

14.3
%4.4
5
39.5
26.6
38.0
5.5
3.3
4.6
3.8
1.2

$10.7
341
%6.6
8.9
5.4
3.5
8.1
35.4
27
%2.8
3.9

' These are food items belonging to the six U.S. Department of Agriculture
(uspa) food categories described in exhibit 2.

2 Sweets, nonalcoholic beverages, and miscellaneous food are other food
groups in addition to the six uspa food categories.

% Indicates difference between Asian households and other households is
statistically significant at 5 percent. Standard errors for mean expenditures

and expenditure shares are shown in table A-1 in the Appendix.

NoOTES:

table is the average overall households in the sample. The conditional average
weekly expenditure (conditioned on households purchasing a particular item) |
can be computed by dividing the average weekly expenditure by the reporting

rate.

Food at home: reporting rates, average expenditures, and expenditure shares, 2003 Consumer Expenditure Diary |

\

|

The average weekly expenditure for households shown in the |

|
|
i
|

|

food-at-home expenditures, three regressions (Ordinary Least
Squares (oLs), Heckman two-stage estimation procedure, and
Tobit model) were performed, with controls for demographic
characteristics expected to affect food expenditures. (See
exhibit 3 for the independent variables used in the regres-
sions.) About 16 percent of the households in the sample did
not report any food-at-home items for the survey period; they
were dropped, leaving a sample of 13,275 used in regression
analyses. The regressions were performed on unweighted
data.’

Given the 2-week survey period, households can be ex-
pected to report zero expenditures on some food items and
categories. In the sample, zero expenditures ranged from

13.8 percent (of all records with food-at-home expenditures
greater than zero) for grains to 56.7 percent for oils. (See
table 3.) Zero expenditures for a specific food category may
occur because (1) the timing of the survey period did not
capture the cu’s purchase on a specific food category'® or (2)
the result of personal preferences (for example, vegetarians
will not purchase any meat). Thus, households that make a
purchase may have different preference structures from
nonpurchasers, raising the possibility of sample selection bias
so that inference to the population is not appropriate."
Using oLs estimation on censored dependent variables (the
expenditure shares) could yield inconsistent parameter esti-
mates.'? The Heckman two-stage estimation procedure as-

Monthly Labor Review June 2006 19

5://fraser.stlouisfed.org
eral Reserve Bank of St. Louis




Asian Food-af-home Expenditures

(e (@M Difference in reporting rates between Asian households and other households of selected
food-at-home items, 2003 Percent

20 -16 12 -8 -4 0 4 8 12 16 20

77_"_T'T71_‘Tj7r"»r’!7’_l_r"wll l\![ !\11\1‘\\1! 1]

Other cereal [-

Grains Rice

Baked products

Beef -

Pork

Other meat

Poultry 1

Seafood

S Eggs

; Milk products

Dairy Other dairy

. Fresh fruit

Fruits Processed fruit -

and Fresh vegetables

vegetables Processed vegetables |-

Oils Oils

) Sweets

Swzitg Carbonated drinks

nonalcoholic Coffee

Tea —
beverages Other nonalcoholic |

Frozen and prepared
Miscellaneous Packaged _ :
Snacks |- |

,J_J_1]>‘,J,J__._J ‘J!l[‘\A,,’_L,l,J[‘l,lll 1 L1 LJJ‘,LJ_

20 -16 12 -8 -4 O 4 8 12 16 20

Nore: Difference in reporting rate defined as (Asian household reporting Percent
rate — other household reporting rate). Chart data based on table 2.

Shares of food categories in total food-at-home expenditures, 2003
Percent Percent

M Asian households

[ Other households
25 25

30 1 30

20 20

15

L - | »
Meat  Fruits and vegetables' Grains Dairy' Oils' Other"?

Indicates difference between Asian households and other households is significant at 5 percent.

# The"Other”food category refers to sweets, nonalcoholic beverages, and miscellaneous foods (such as frozen, prepared, packaged,

canned soup, snacks, and condiments).
Note: Chart data based on table 2.

1
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|

Description

Binary
Binary
Numeric
Binary
Binary
Binary
Binary
Binary
Binary
Binary
Years
Numeric

|
DASIAN ]
DRURAL \
FAM_SIZE
DFAMCOMP]1
DFAMCOMP2
DFAMCOMP3
DFAMCOMP4
DNORTHEAST
DSOUTH
DWEST
AVGAGE
LN _INC

NO_EARNR
PERSLT18
PERSOT64
SCALE

Numeric
Numeric
Numeric
Numeric
model
EDUCREF Categorical
GENDER
LAMBDA

Categorical
Numeric

Asian household (all members are Asians)

Urbanization status of the consumer unit dwelling - Rural

Size of the consumer unit

Family relationship within household - Single

Family relationship within household - Husband and wife only

Family relationship within household - Husband and wife with children

Family relationship within household - Single parent with children

Region of residence of the household - Northeast

Region of residence of the household - South

Region of residence of the household - West

Average age of all members in the household

Log (consumer unit income before tax); if consumer unit income before tax is less than or
equal to 1 then LN_INC = 0.

Number of earners in the consumer unit

Number of persons under age 18

Number of persons older than age 65

Scale parameter of a vector of errors assumed to come from a known distribution from the Tobit

Educational attainment of the reference person; 1 = Less than high school, 2 = High school
graduate, 3 = Some college, 4 = College graduate

Gender of the reference person - Male

Represents the Inverse Mills ratio from Heckman Two-Stage Estimation Model. If the t-statistic
on the estimated Inverse Mills ratio is significant, then it implies that there is a selectivity
problem and one should not rely on Ordinary Least Squares (oLs) estimate results.

sumes the decisions to make a purchase and how much to
purchase are made simultaneously, and that zero expendi-
tures represent the decision not to make a purchase.” If there
is sample selection effect, the Heckman estimates are appro-
priate.'* The Heckman procedure can also be used to test for
sample selection bias. If there is no sample selection bias,
the Tobit model captures the corner solution of zero expen-
diture shares as the optimal decision.'® Parameter estimates
from oLs, Tobit, and the Heckman models were compared.
The estimated regression coefficients for the six food cat-
egory expenditure shares are presented in table 4.

Results from regression analyses. The race effect (DASIAN)
was statistically significant across all food categories. Al-
though sample selection bias was detected for meats, the mag-
nitudes of the parameter estimates for pasiaN from all three
models were generally comparable, and the signs of the pa-
rameter estimates were consistent across all three models for
each food category. (See table 5.) For example, holding
other factors constant, fruits as a share of total food-at-home
spending is about 4 percentage points higher among Asian
households compared with other households, but dairy as a
share of total food-at-home spending is 4 to 6 percentage
points lower among Asian households compared with other
households. The results from all models show that, com-

pared with other households, Asian households allocate a
larger share of food-at-home expenditures to vegetables,
fruits, and meats, and a smaller share to grains, dairy, and
oils; Asian households’ larger proportion of food-at-home
expenditures on meats is accounted for by higher seafood
expenditures. (See exhibit4). These food expenditure allo-
cation patterns are consistent with the patterns reflected by

Zero expenditures by food categories, 2003
Consumer Expenditure Diary Survey
Zero expenditures in
the food category

Proportion of all
households in the
sample (percent)

Food category Number of

households

Grains 1,829 13.8
Vegetables 8,652 26.8
Fruits 3,217 24.2
2,253 17.0
2,533 19.1
7,521 | 56.7

Dairy oo 5

NoTe: The sample used in regression analyses was made up of
households with total food-at-home expenditures greater than O; the
sample size was 13,275. |

a—
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Asian Food-at-home Expenditures

1(=[-]-¥:¥8 Parameter estimates for food category as share of total food-at-home expenditures, by type of regression, 2003
Consumer Expenditure Diary Survey

T

Fruits Grains Vegetables Meats

. |Heck-
Tobit man | ©

Dairy Qils

Variable

name Heck-

man

Tobit |Heck-| o

[
Tobit Tobit oLs T Tobit

Tobit

'-3.34| '2.76|'14.35
'4.46( '4.10>-1.41
-1.64('-1.23| -.35

.55 42| -33

111.67
1.9 '4.31
-.43 : —51
—-.24 .32

'4.30| -0.89
'5.04
T

255

'4.02('24.39('19.88'23.92|'12.67| '9.50 '-5.70
15.14| '4.51| '4.83| '4.56|'-3.91| '-5.57 '-3.04
.72 -03| -13] -.09 .70 72 : Gl
'.63( '1.55| 1.93| '2.13| -.05 .06 ‘ 193

DFAMCOMP1 . 29| '1.10| -.34|'-1.62 '-1.40| -.73|'-3.55|'-5.72('-3.50 72| -49 : -1.15
DFAMCOMP2 ] .03 .00{?>-1.02| 2-1.20 19 31 43| -67| —-94| -56 .56 .63 : .43
DFAMCOMP3 : 23 -13 45 .82 ; '1.08| 2.39|%>1.17| -85|2-1.24 .38 49 . S 15
DFAMCOMP4 . .00| -32| -06 .36 : A2 .66 73| -.44| -18| -43| -92| -69

1143 69| .80 91| .81
285 256 -.09| .03 157| 1.83| 1.73| '2.46
1229 1.72| .03 -.01 1129 1.18| -57
'11| 07| 203| .06 10| '.08| .08

DNORTHEAST ... '1.87 '1.65| '2.07| '1.80| -45 -35
'2.99| '2.67|'-1.59|'-1.88
-65| -61| '-93|'-1.09
.05 13| 09| '-03] -.01
-02| -.01
NO_EARNR : -25| =20
PERSLT18 : 22 .08

PERSOT64 —57| —28

-.06
-09| -.16
194 '1.09
277 .60

-.07 -.01

-16

—-.01
~.18
-.45
-75

-01| '-.16] '-19| '-17 .01 .00
-20| -03| -05 -14| -01 .01
'-60| >-86| -.82|'-1.18 .34 56

2-58|'-1.86|'-2.52|'-2.13| '1.14 ‘1:10

EDUCREF
GENDER ..
SCALE ...
LAMBDA

'1.08

.84 e 19
262 .40 .05 14
14.08

227
244
11.85

227|'-1.69('-1.82|'-1.70 23| .40 ; ; -.08
2.39('-1.01|'-1.06|'-1.03 .20 29| y .00

21.92 1577| ..
L a2l . -62

Note: Regressions were performed with unweighted data. Standard
errors are shown in table A-2 in the Appendix.

15.92 ;
-27 -82 -34

'Indicates significant difference from 0 at 1 percent.
2 Indicates significant difference from 0 at 5 percent.

the descriptive statistics in chart 2.
In addition to the race of the household, family composi-
tion and member age were consistently significant in the re-

fresh vegetables, rice, and seafood, and a lower expenditure
share to dairy products and oils. It would be interesting to
see how Asian households’ length of residence in the United

gressions of food-at-home spending shares, although their
effects vary across the different food categories. For ex-
ample, the regression coefficients for the dairy category in
table 4 show that Asian households have a lower expenditure
share in dairy (DASIAN < 0), but this effect is dampened with
the presence of more younger (PERSLT18> 0) and more eld-
erly (PERSOT64 > 0) members in the household.

DIFFERENCES IN WEEKLY AVERAGE EXPENDITURES between Asian
households and other households on food-at-home items
were suggestive of a race effect in spending on these items.
Regression analyses on food category expenditure shares
with controls for other demographic characteristics showed
race to be a significant factor in accounting for differences in
all six food category expenditure shares. Does food-at-home
spending by Asian households in the United States reflect
the traditional plant-based diets of Asia? As the Consumer
Expenditure Survey does not collect information on quantity
purchased and consumed, this article cannot address con-
sumption patterns; however the analysis of the expenditure
data indicated that, compared with other households, Asian
households allocate a higher expenditure share to fresh fruits,

22 Monthly Labor Review June 2006

States affect food-at-home spending, as well as to see if there
are differences by Asian country of origin. Although the
Consumer Expenditure Survey does not collect data on length
of U.S. residence, it has begun to collect data on Asian coun-
try of origin starting with the 2004 survey.

Summary of regression analyses on food category
expenditure as share of total food-at-home
expenditures, sample selection bias and race
effect (Asian households versus other households)

Evidence
of sample
selection bias
(LAMBDA)

DASIAN parameter estimates
Food
category

Heckman

oLs Tobit 2-stage

| Fruits NO 3.88
| Grains NO -1.41
NO '4.31
YES 2(-.34) 14.51
NO 1-3.91
NO -79

'4.46
.81
'5.04
'4.83
'-5.57
'-3.04

'4.10
-1.57
'5.14
'4.56
-3.71
'-.98

' Significant difference at 1-percent level.
2 Significant difference at 5-percent level.
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Maning of food-at-home items by

expenditure shares

Ranking

Asian households

Other households

21
20
23
24
25

Fresh vegetables
Seafood

Fresh fruit

| Baked products
Poultry

Beef

Pork

| Other dairy

‘ Processed fruit

| Other cereal

| Milk products
Other prepared food
Other nonalcoholic drinks
Snacks

| Sweets

Condiments

Other meat

Carbonated drinks

Rice

Processed vegetables
Frozen and prepared

| Eggs

| Tea

i Packaged and canned soup

| Coffee
\

| Baked products
Beef

Other dairy
Pork
Fresh fruit

| Fresh vegetables
| Other prepared food

Poultry

| Carbonated drinks
| Other cereal

Milk products

| Sweets

Seafood
Processed fruit

| Snacks
| Frozen and prepared

Other meat

Condiments

Processed vegetables
Other nonalcoholic drinks
Coffee

Eggs

Packaged and canned soup
Tea

Rice

Note: The food item rankings are based on the expenditure share data for
Asian households and other households in table 2.

Notes
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1

See Jessica S. Barnes and Claudette E. Bennett, “The Asian
Population: 2000,” Census 2000 Briefs and Special Reports, C2KBR/01-16
(U.S. Census Bureau, February 2002); and Frank Hobbs and Nicole Stoops,
“Demographic Trends in the 20th Century,” Census 2000 Briefs and Special
Reports, CENSR—4 (U.S. Census Bureau, November 2002), figure 3.6.

> See http://cnnstudentnews.cnn.com/2000/US/08/30/minority.
population/. Also see “Table 1a: Projected Population of the United States,
by Race and Hispanic Origin: 2000 to 2050,” U.S. Interim Projections by
Age, Sex, Race, and Hispanic Origin, (U.S. Census Bureau) on the Internet
at http://www.census.gov/ipc/www/usinterimproj/.

> A consumer unit includes (1) members of a household related by

blood, marriage, adoption, or other legal arrangement; (2) a person living
alone or sharing a household with others but who is responsible for at least

two of the following three major types of expenses: food, housing, and
other expenses; or (3) two or more persons living together who pool their
income to make joint expenditure decisions. This report treats each
consumer unit as a household. It should be noted that a household may
contain more than one consumer unit, such as grandparents or in-laws
who live independently along with another consumer unit.

* According to the 2003 American Community Survey, about 3.5
percent of households have an Asian householder. See 2003 American
Community Survey (U.S. Census Bureau) Summary Tables, H005: RACE
OF HOUSEHOLDER.

* Houscholds with all Asian members accounted for 93.2 percent of

all households with an Asian reference person.

There was a total of 20,770 eligible cases, of which 619 were Asian
households and 20,151 were other households. Among the eligible Asian
households, 532 completed interviews. Among the other households,
15,296 completed interviews. The response rate reported in the text is the
ratio of the number of completed interviews divided by the number of
cligible cases. Where race was not reported, the race of the reference person
was used to classify the households.

7 A reference person is the first member mentioned by the respondent
when asked “to start with the name of the person or one of the persons
who owns or rents.”

8

MyPyramid replaced the 1992 Food Guide Pyramid. It incorporates
recommendations from the 2005 Dietary Guidelines for Americans, released
by the U.S. Department of Agriculture (Uspa) and the U.S. Department of
Health and Human Services (uHs) in January 2005. More information is
available on the Internet at http://www.nal.usda.gov/fnic/Fpyr/
pyramid.html.

°  Weighted oLs regression was performed with Proc Regress in SUDAAN

using the Balanced Repeated Replication method of variance, with replicate
weights for the ce Diary. The race effect was qualitatively the same as the
unweighted oLs results; the parameter estimate of the race effect from the
weighted oLs regressions are shown in the Appendix table A-3.

1 See Richard Blundell and Costas Meghir, “Bivariate alternatives
to the Tobit model,” Journal of Econometrics, January—February 1987,
pp.179-200; and Ana Maria Angulo, Jose Maria Gil, and Azucena Gracia,
“The Demand for Alcoholic Beverages in Spain,” Agricultural Economics,
October 2001, pp.71-83.

" Sample selection bias refers to the possibility that those cu’s

reporting purchases are positively selected into the sample according to
some unobserved characteristics.

12

See G.S. Maddala, Limited-Dependent and Qualitative Variables
in Econometrics (Cambridge, United Kingdom, Cambridge University
Press, 1983).

13 See James Heckman, “The Common Structure of Statistical Models
of Truncation, Sample Selection and Limited Dependent Variables and a
Simple Estimator for Such Models,” Annals of Economic and Social
Measurement 5: Fall 1976, pp.475-92; also see Appendix for a technical
description of the Heckman two-stage model applied.

' If the Heckman LAMBDA parameter is statistically significant, there
is sample selection bias.

> See James Tobin, “Estimation of Relationships for Limited

Dependent Variables,” Econometrica, January 1958, pp. 24-36; SAs PrROC
LIFEREG procedure is used for the Tobit model. sAs PROC LOGISTIC with PROBIT
Link function is used for creating the c¢.d.f. and p.d.f. values for the inverse
Mills ratios. We use ProC REG to get the Heckman’s estimates by regression,
the expense ratios on the independent variables, and the inverse Mills ratios.
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ArPenpix:  Tables

ie1]-W.X W Food at home: standard errors for mean expenditure shares, 2003 Consumer Expenditure Diary Survey

Food at home

Total food at home

Other cereal ..

Other meat.
Poultry....
Seafood

Milk products ...
Other dairy ....

Fresh fruit .....

Processed fruit
Vegetables ............

Fresh vegetables ...

Processed vegetables ..
Fats and oils ...

Nonalcoholic beverages
Carbonated drinks ....

Other nonalcoholic drinks
Miscellaneous food

Frozen and prepared ...

Packaged and canned soup ..

Condiments
Other prepared food ....

Standard error of average weekly
expenditures (dollars)

Standard error of share of total food-at- |
home expenditures (percent)

All
households

Asian
households

Other
households

All
households

Asian
households

Other
households

NoTE:

Standard errrors were estimated using subAaN’s Proc Descript with
Balanced Repeated Replication replicate weights for the ce Diary survey to

account for the ce’s complex survey design. SUDAAN is a survey analysis
software from Research Triangle Institute, Research Triangle Park, nc.
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1(=15)-¥. 4 Standard errors of parameter estimates for food category as share of total food-at-home expenditures, by type
‘ of regression, 2003 Consumer Expenditure Diary Survey

[ T

|

‘} - B 71.7” Fruits | Grains Vegetables 4 Meats i Dairy Oils
1 - — 11— T

1

Variable T T |
name i | | Tobit ots | Tobit Hecks Heck-

[
| man ek man |

oLs “Tobn ots | Tobit

| - | |
| INTERCEPT ... |0. 091 | 098 | 1. | 0.86 | 0.66 155 | 129 | 095/ 1. : 073
| .69 | | 59 | 62 | .89 | 108| 89| 66| . . . 55 |

| DRURAL ......... B 44 | 42 ' ' ‘ 30 67| 55| 41| 48| . . 31
FAM_SIZE .......| 22 | .28 | 27 | .28 ‘ 33 | 18 | . 24 | 36| 43| 40| 27| 31, 30| 10| 20
|

DFAMCOMP1 ... ; .67 .50 . : : .39
DFAMCOMP2 ...... | . .58 | .43 : . .33
DFAMCOMP3 ...... | . .63 .39 ; . .29

DFAMCOMP4 . 82 | . : 92 | | ? '. ', '. '. 05| 78| . . v 57

DNORTHEAST ... | . : . K : : : : .26 . . .49 .36
DS OUNGFeey o | [~ ; . - : ; ) 43 .32
DWEST ... | | : |- : : : : ; ) .45 .34
AVGAGERTmmwe— | - [ . ‘ [ [ - ! . i 02| .01

.03
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Note: Standard errrors shown are from unweighted regressions.

of race effect (DASIAN)

DASIAN
parameter Standard P-value
estimates error

Food category
expenditure share

-
|

Fruits | 441 0.99 0.0001
(] [ -1.24 70 .0852
416 f 75 ‘ .0000
513 | 216 ‘ 0221
_3.85 65 0000
-.99 17 | 0000

- - |
Notes: The oLs weighted regression was performed with subAaaN’s Proc |

Regress using the Balanced Repeated Replication replicate weights for the

ce Diary survey. The other independent variables used in the os model

used in the weighted regression are identical to the variables used in the

| unweighted regressions.

|

Arrenpix:  Application of the Heckman two-stage model

Expenditure ratios at food category levels can only be observed in the average propensity to spend:
the case of cu’s who have made purchases. This creates a possible
problem of selection bias in the sense that parameter estimates of Purchase decision equation:
the relationship between expenditure ratios and sociodemographic
variables are for households who made purchases and are not rep- d=1ifza+v >0,
resentative of all households. = 0 otherwise, v~ N(0,1)
In our application of the Heckman two-stage model, we first
have a model characterized by a latent purchase decision variable Expenditure share equation:
d, which determines the probability of purchasing a certain food
category and an expenditure share variable y,, which determines y=xpf+u ifd =1 (2)
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where

d, = alatent variable that takes the value 1 if the cu decides
to purchase and 0 otherwise,

¥, = an observed expenditure share variable,

z, = the explicit set of variables in the purchase decision
equation,

x, = the explicit set of variables in the expense ratio equa-
tion, and

v, and u, = error terms with different probability distribu-
tions depending on how both purchase and expenditure de-
cisions are considered.

In our application, the set of Z and X variables are the same—the
list of demographic variables that appear in exhibit 3. Assume
that:

(1) the values of dependent and independent variables in the
purchase decision equation are always observed,

(2) the error terms (u, v) are independent of the indepen-
dent variables (z) with zero mean and v ~ N(0,1), and

(3) the conditional expected value of u, given v, is @v, in
other words, we assume linearity in the population regres-
sion of u on .
To derive an estimating equation, let (d, y, z, x, u, v) denote a ran-
dom draw from the population.' Because y is observed only when
d =1 and (u, v) is independent of z hence,
EQ|z, v)=xf+Eu|z v)=xB+ay 3)

Equation (3) shows that if @ = 0, then « and v are uncorrelated and

Notes to the appendix

E(y|z v)=E(y|x)=xf. Because d is a function of (z, v), it follows
that £(y | z, d) = E(y | x). This confirms that when a = 0, there is no
sample selection problem and /2 can be consistently estimated by
oLs using the selection sample. Alternatively, if @ 0, then the esti-
mation equation can be written as follows:

Eylzd)=xf+8E(v|zd)=x+aflz,d) (4)

where f{.) = E(v | z, d). Because the selected sample has d = 1, we
need only find flz,1):

Flz,)=EWV|za+v>0)=E(v|v>-z4)=¢(z4), (5

where

=

20
o) ?

= the p.d.f. and

= the c¢.d.f. of the random variable v.

We can consistently estimate /8 and a using the selected sample by
regressing y on x, €(z 4).> The problem is that 4 is unknown, so we
cannot compute the additional regressor é(z 4). Nevertheless, a
consistent estimator of & is available from the first-stage probit
estimation of the selection equation:

Step 1. Obtain the probit estimate ~ from the model
Pd=1z)=D(z a)

and obtain the estimated inverse Mills ratios

Step 2. Obtain 4 and  from the oLs regression on the selected
sample, y onx, 1 .

' For the sake of simplicity, we drop the i subscript.

* See James Heckman, “The Common Structure of Statistical
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Models of Truncation, Sample Selection and Limited Dependent
Variables and a Simple Estimator for Such Models,” Annals of Eco-
nomic and Social Measurement 5: Fall 1976, pp.475-92.
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State ul job search rules
and reemployment services

Changing State administrative practices in processing

Ul claims may affect both the monitoring

of claimant compliance with work search requirements

and the linking of beneficiaries with reemployment services,
in turn affecting the duration of unemployment

and the measured total unemployment rate

insurance (Ul) system was implemented

Christopher J. O’Leary Ever since the Federal-State unemployment
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following the enactment of the Social Se-
curity Act in 1935, the reemployment of claimants
has been an important emphasis of the program.
This article examines whether UI requirements
pertaining to job searches and Ul mechanisms
connecting claimants with reemployment serv-
ices tend to shorten the duration of those claim-
ants’ insured unemployment. Evidence is pre-
sented from a 2003 National Association of State
Workforce Agencies (NASWA) survey of all State
Ul programs.' Also presented is evidence about
the effect of State UI policies and reemployment
assistance on the duration of insured unemploy-
ment. Although the sizes of the estimated im-
pacts differ, the consistent finding is that both Ul
work search requirements and UI reemployment
services tend to shorten claimants’ duration of
insured unemployment by speeding their return to
work.

There is significant variation across States in
many aspects of UI program design. All State Ul
programs pay partial wage replacement to eligible
claimants for a period of up to 6 months to workers
who become unemployed through no fault of their
own.? State rules establish initial eligibility require-
ments defining acceptable conditions for job
separation and the degree of prior labor force at-
tachment. Workers who quit their jobs or who

were justly dismissed for cause are normally denied
initial eligibility for benefits. Ul claimants who do
initially qualify for benefits must demonstrate, on a
week-to-week basis, that they are able to work, are
available for work, and are actively seeking a job in
order to continue collecting jobless compensation.
State rules requiring job searches by UI claimants
are commonly called the “UI work test.”

As social insurance, Ul includes elements
common to both private insurance and social
welfare. For the risk of unemployment to be in-
surable, the loss of employment must be an
unavoidable event. To maintain the insurance
character of the Ul program, workers who volun-
tarily separate from employment are denied initial
eligibility for cash benefits. Monitoring to ensure
that job separations were involuntary and that
the claimant is actively searching for work reduces
a potential insurance problem of “moral hazard”
wherein the insured person controls the risk of
exposure to the event against which he or she is
insured.

Ul is a national program operated by the States
under Federal administrative requirements. The Ul
program pays benefits to a substantial minority of
unemployed workers, and benefits are large
enough to have an effect on their reemployment
behavior.? For fiscal year 2007, it is expected that 9
million beneficiaries will collect more than $38 billion
in benefits, over an average duration of about 15
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weeks. Both the statutory rules requiring an active job search
and the provision of reemployment services can have a signi-
ficant effect on the period over which the claimant is com-
pensated. Because 40 percent of jobless workers typically qualify
for Ul compensation, measures taken to reduce the period of
insured unemployment also can significantly reduce the estimate
of unemployment in the population, as measured by the Current
Population Survey.

Ul administrative procedures also have an impact on the pace
at which beneficiaries return to work. Some of these procedures
have changed considerably over the past decade, a time during
which States have dramatically increased the extent to which
they take initial and continuing claims over the telephone and
through the Internet. This switch from taking one-on-one in-
person claims in employment security offices reduces the chance
that Ul claimants will quickly participate in public reemployment
services. In addition, the number of States that systematically
review work search activity and refer Ul claimants to reemploy-
ment services through regular Eligibility Review Programs has
declined over time.

Two institutional changes have operated to counter the dis-
tancing from reemployment services resulting from technological
advances in claims administration: the Worker Profiling and
Reemployment Services (WPRS) system, which was established
by a 1993 Federal law that requires States to refer Ul claimants
who are at risk of long-term joblessness to mandatory reemploy-
ment services; and the Workforce Investment Act of 1998, which
requires local areas receiving funding for Federal employment
and training to establish one-stop centers at which providers of
various employment services within a local labor market assem-
ble in one location.

Labor market conditions also have changed substantially
in the last decade. Workers who are designated by their
separating employer as likely to be recalled to work usually
are excused from the work search requirement and are not
referred to reemployment services. However, the proportion
of Ul claimants who are on permanent layoff has increased
considerably, while the share on temporary layoff and expect-
ing to be recalled has diminished. Specifically, among all job
separations, the proportion involving the permanent dissolu-
tion of bonds to an employer increased from 0.451 in the 1970s
to 0.489 in the 1990s, whereas the proportion involving
temporary layoffs declined modestly from 0.141 in the 1970s
to 0.138 in the 1990s.*

Today, the majority of unemployed job losers have been
permanently separated from their employers, a fact that partly
explains why Ul claimants now have longer periods of unemploy-
ment and also increases the urgency (as well as the potential
benefits) of overseeing work search requirements and providing
reemployment services to get Ul beneficiaries back to work more
quickly.
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The 2003 NASWA survey of State employment security agen-
cies covered a spate of topics: (1) the current method of receiv-
ing and handling initial and continuing UI claims, (2) the
method of administering the Ul work test, (3) the requirements
for demonstrating that one has been actively searching for a
job, (4) the reasons some Ul claimants are excused from the
work search requirement, (5) the requirements having to do
with contacting employers during a job search, (6) the method
of validating that a claimant is actively searching for work and
the means of identifying cases in which suitable work has
been refused, and (7) the method of connecting UI benefi-
ciaries with reemployment services. Each is examined next, in
turn.

Method of receiving and handling claims. The operational
aspects of State Ul work search requirements have changed
dramatically in the last decade in response to a sea change in the
way UI claims are taken. Until recently, most new claims were
dealt with one-on-one, in person at employment security offices.
On occasion, when a large number of workers were laid off at one
time, mass applications were submitted by their employers on
behalf of the workers. Continuing claims for weekly benefits were
usually submitted by mail; however, some States required such
claims to be filed in person at local offices. Job search activities
were required to be certified in writing. By contrast, in most States
today, new Ul claims are taken over the telephone or through the
Internet. Furthermore, the most common mechanism for certifying
continuing claims is automated touch-tone telephone systems.
Using these systems, claimants indicate that they met the job
search requirement for contacting employers in the past week or
two by pressing a telephone button.’

The claims-taking process describes how claimants interact
with the Ul administering agency in each State. Ul claimants now
have little contact with staff at the one-stop centers. A large-
scale movement began to taking claims by telephone in the mid-
1990s and to taking Internet claims in the late 1990s. Today the
transition to telephone claims is nearly complete: forty States
take initial claims over the telephone, 10 are either planning to do
so or implementing a system for doing so, and only 3 have no
such plans. For continuing claims, 47 States use telephone
systems, 5 are planning to do so or implementing a phone system,
and only 1 State has no plans to move in that direction. Because
of a later start and newer technology, Internet claims taking is
less widespread: thirty-seven States accept initial UI claims over
the Internet, 13 are planning to do so or implementing a system
for doing so, and 3 have no such plans; for continued claims, 29
States are taking them over the Internet, 18 are planning to do so
or implementing a system for doing so, and 6 States have no
such plans.°
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Method of administering the work test. Throughout the
history of the UI program, there has been a strong focus on
reemployment, with the work test a critical component of the
process. The work test normally requires both registering initially
with the public employment service and contacting potential
employers on a weekly basis. The work test depends upon a
series of rules that are embodied in State laws, in administrative
rules, and in the methods and technology used to take UI claims.
Following is a synopsis of the main elements that together
constitute the Ul work test.

Requirements for demonstrating an active job search. Once
initially eligible, claimants must be able to work, available for
work, and actively seeking work in order to continue collecting
weekly Ul benefits. In practice, ability to work is demonstrated in
most cases by the filing of a Ul claim and registration for work
with the public employment service at one-stop centers. In the
past, claims takers could make an assessment of a claimant’s
ability to work when they met with the claimant face-to-face. The
same cannot be done today with telephone or Internet claims. As
regards availability for work, that concept entails being ready,
willing, and able to work. Registration for job searches at the
public employment service provides some evidence of a claim-
ant’s availability for work.

Actively seeking work requires action beyond registering for

job searches. All States except Pennsylvania require, by statute
or administrative rule, that claimants be seeking work or making
areasonable effort to find work. Pennsylvania has no requirement
that the claimant be actively seeking work. In 10 States—Alaska,
Arizona, Mississippi, Nebraska, Nevada, New York, Puerto Rico,
South Dakota, Tennessee, and Texas—the requirement that the
claimant be actively seeking work is by administrative rule.’”

Exemption from job search requirement. Most States require
that the claimant initially register for job search services with the
public employment service and then make regular use of those
services, including going on job interviews for what is considered
to be suitable work. Forty States require a continuous, active job
search, while 12 States do not. Even among the States that do
require such a search, however, the requirement is waived under
certain circumstances. The NASWA survey reveals that the most
common reasons for waiving the requirement occur when the
claimant is attached to an employer and awaiting recall to a
previous job with a definite recall date scheduled; is a union
hiring-hall member; or is a participant in training approved by the
commissioner of the State employment security agency.

Nearly all States waive the work search requirement for workers
on temporary layoff with a definite recall date in the near future.
Some States specify how soon the recall date must be in order to
waive the requirement. This waiver has been an essential part of
the UI program since it was established, allowing employers to
retain their skilled workers during short layoffs until demand

for the firms’ products returns and the workers can be rehired.
Thus, Ul is intended, not to break, but rather to preserve, ex-
isting employer-worker relationships.

Workers who find their jobs through union hiring halls also
are commonly excluded from the work search requirement. These
workers are not expected to search for work independently, as
long as they are registered with the placement service of their
union hiring hall.

Finally, workers are excluded from the work search requirement
for those weeks during which they are enrolled in training ap-
proved by the State Ul agency. As a way to encourage participa-
tion in training, Federal Ul law requires State UI laws to exempt
claimants participating in approved training.

Taken together, the exemptions for participation in training
and for seeking work through union hiring halls affect only a
small fraction of Ul beneficiaries. The exemption for having a
definite recall date affects a much greater share of claimants, but
appears to be declining in importance in recent decades as more
workers who lose their jobs remain on permanent layoff and
smaller proportions are subject to recall.

Contacting employers. State Ul programs can ensure a continu-
ous search for work by instituting formal requirements for making
contacts with potential employers each week. States have moved
away from strict numerical requirements for contacts; only about
30 percent of States require one or more contacts per week. This
decline is in part because employers do not want repetitive and
burdensome employment applications that are filed merely to
meet the Ul work search requirements. However, less formal (and
perhaps vaguer) requirements make it more difficult to assess
whether the State is enforcing this provision under the UI quality
control program.® Accordingly, as a middle ground, instead of a
rule that stipulates a fixed number of employer contacts, the most
common rule now is to make a number of employer contacts each
week that is “customary for the occupation.” Still, such a stand-
ard is difficult to enforce. Another common form of the rule re-
quires a “reasonable and diligent” job search, and several States
allow the number of contacts required to be customized “as
directed.” Fewer than 20 States still require a fixed number of
employer contacts per week. For example, Arkansas requires
between 2 and 5 contacts, while lowa requires 2 per week. Most
States that set a fixed number of contacts require only a single
contact each week.

Validation of active job search. Making employer contacts a
condition for continued UI eligibility does not necessarily
mean that contacts are in fact made, so States have methods
for validating contacts. Some States require that claimants
keep a log of their contacts, to be submitted to the Ul agency
upon request. Others require a written declaration on a signed
form submitted to the agency. A few States responding to the
Naswa survey indicated that they had an Eligibility Review
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Program which ensured a continuous search. Such a program
sets a standard schedule for beneficiaries who are in continuous
receipt of ur weekly payments to visit the State employment
security agency in person to have their efforts toward reemploy-
ment reviewed. For example, one such State program requires
beneficiaries to visit a one-stop center for reemployment services
after 4, 8, 12, and 16 continuous weeks of receiving benefits.
Some States mentioned that their quality control audits of
benefits were a means of validating compliance with the rules.
However, fewer than a dozen States have Eligibility Review
Programs, and each State’s benefits quality control program
audits only about 500 claims per year.

Connecting UI beneficiaries with reemployment services.
All States offer job search assistance to Ul claimants. The most
common form of assistance cited by respondents to the NASwA
survey was that provided in conjunction with workshops offered
as part of the Worker Profiling and Reemployment Services
(WPRS) process. wers identifies dislocated workers who are most
likely to exhaust their entitlement to U1 benefits and quickly refers
them to reemployment services. Another source of job search
assistance identified in response to the NASWA questionnaire
was Workforce Investment Act “core” services provided to
workers at one-stop centers. Among the services cited were
disseminating labor market information, referring claimants to
jobs, providing assistance in preparing resumes, and offering
training in sharpening one’s interviewing skills.

The only two systematic approaches to promoting reemploy-
ment that were mentioned in State responses to the survey were
the wers and the Eligibility Review Programs. Given that the
former serves only a small portion of Ul claimants and the latter
are provided in just a small number of States, the systematic
connection of u1 beneficiaries with job search assistance is rather
weak. That said, however, a considerable number of beneficiaries
receive reemployment services in the form of both “core” and
“intensive” services in one-stop centers, because they either
seek services on their own or register with the public employment
service. The extent of the receipt of reemployment services is ex-
plored in the next section.

Use of core and intensive services

A sizeable number of Ul claimants receive some reemployment
services from the workforce development system’s one-stop
centers. For example, in program year 1999 (from July 1, 1999, to
June 30, 2000), across the United States, the public employment
service had 16.7 million registrants, of whom 6.2 million were Ul
claimants. Of those 6.2 million, 55.4 percent received some
reportable service. Among those receiving services, 71 percent
received job search assistance and 48 percent were referred for a
job interview, the two most popular services offered. (The 71
percent for job search assistance is enhanced by the compulsory
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participation for wers referrals.) Other core and intensive services
are popular as well; however, only 3.6 percent of public em-
ployment service registrants and 5.1 percent of Ul beneficiaries
were referred to job skills training. Viewed another way, a sub-
stantial minority of Ul claimants receives some reportable services
from the public employment service, and indeed, among the 6.2
million UI beneficiaries registered with the public employment
service in program year 1999, a majority received a reportable
service. The following tabulation shows the use of core and
intensive employment services among ur claimants in program
year 1999:°

Type of participants All participants

16,708,228

UI beneficiaries

6,165,645
Received some reportable
service
Referred to employment ...
Received job search
assistance
Received assessment services

Referred to skills training ...

10,943,889
6,730,492

3,415,767
1,649,816

6,707,604
1,772,910
393,980

2,428,611
659,243
174,204

The usage of reemployment services by Ul beneficiaries can be
better appreciated by examining the specific types of services they
received. Tables 1 and 2 provide information about the core and
intensive services that were offered by the Georgia Department of
Labor during program year 2000. Of the 254,030 total Georgia Ul
claimants that year, 75 percent (190,705) received at least one core
service. The most frequently provided core services were offering
specific labor market information, helping search for a job vacancy
listing, and referring the claimant to a job interview.

Many fewer Georgia Ul claimants received intensive services:
56,340, or 22 percent of all claimants. The most frequently
provided intensive services were counseling and developing
customer service plans; each of these services was provided to
nearly one-fifth of Ul claimants. No other intensive service was
provided to more than 2 percent of claimants. As shown in table
2, the share of u1 beneficiaries referred to training was just over 3
percent.

Effects of rules and administrative practices

The reemployment services most frequently provided to ur
claimants are job interview referrals and assistance with job
searches. A key question in this regard is, How effective are
reemployment services and work search requirements in
promoting the claimant’s return to work? Evaluations of job
search services for ur claimants have focused on three main
topics: job interview referrals, general assistance with job
searches, and targeted assistance with job searches.! The
major studies on each of these three topics are summarized
separately in exhibits 1, 2, and 3. Each of the publications
listed used a distinct research design, and some satisfied higher
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m Provision of core services to all Georgia

unemployment insurance claimants, July 1,
2000, through June 30, 2001 (program year 2000)

Total
participants’

Participation

Services
rate

Total receiving at least one core
SEIVICR ...

| Jobreferral ..., .

Search through job vacancy listings

Job search planning

Service needs evaluation

Orientation to employment services ..

| Eligibility Review Program?

| Specific labor market information ........... [

Resume preparation

Workshops for job search readiness.

General job search assistance

Job development*

Job-finding club®

Testing for interests and aptitudes .
Bonding assistance

Worker profiling © |
Georgia Claimant Assistance Program’ ... |

' Sample size = 254,030.

2 The Eligibility Review Program is a structured program of regularly scheduled
employment services and visits to the one-stop center for unemploymentinsurance
beneficiaries who remain in continuous receipt of benefits more than 4 weeks.

? A call-in is a telephone call or e-mail message by a frontline staff person to a
jobseeker requesting the latter to come into the one-stop center for particular
services.

*+ Job development involves a frontline staff person soliciting a job interview for
a particular jobseeker from an employer who does not have an existing job on file
matching the skills of the jobseeker. Job developers maintain ongoing relationships
with employers in the local labor market.

¢ Ajob-finding club is a job-search-focused support group composed of registered
jobseekers and facitiated by job search professionals at public employment one-
stop centers.

¢ Worket profiling is a statistical technique that identifies individuals who have a
high probability of being at risk of long-duration receipt of unemployment insurance
| benefits. Performed by the State wrrs system, worker profiling refers subjects to
| orientation and participation in available core and intensive reemployment services.

7 The Georgia Claimant Assistance Program is a fully State-funded program
targeted at unemployment insurance beneficiaries whose previous employers were
covered under the Georgia unemployment insurance program.

Source: Georgia Department of Labor.

methodological standards than others. Impact estimates differ
across the studies because of the different methodologies, sam-
ples, and timeframes used for analysis. Nonetheless, each of the
studies adds to our knowledge about the effectiveness of public
labor exchange services delivered through one-stop centers in
the United States.

Evidence from these studies has helped shape the direction of
policy regarding both the UI work test and the public labor
exchange in the United States. Research has guided the
development of at least three aspects of the UI system: programs
for dislocated workers, targeted job search assistance, and
institutions for the coordination of services. These in turn have
led to the establishment of the WPRS system, one-stop career
centers, and State Eligibility Review Programs as part of the work

test that is administered by U1 and one-stop center staff.

The estimated effects of job interview referrals are summarized
in exhibit 1. The first national evaluation of the public employment
service in the United States found that job referrals are most
effective for women, but also are effective for men over 45 years
of age and men in urban areas—results providing evidence for
delivering job placement services to middle-aged, dislocated
workers.!!

A Pennsylvania study estimated that job placements and
interview referrals reduced subsequent joblessness among
dislocated workers.'? Ul-eligible claimants in that State were (and
still are) not required to register for any job search with the public
employment service. Ul-eligible dislocated workers who volun-
tarily used reemployment services were observed to have less
joblessness over the long followup period. However, these work-
ers typically did not avail themselves of placement and referral
services until several weeks after initially applying for Ul benefits.
They appeared to use employment services as a “safety net” or
“backstop” after other avenues of job search were pursued. This
study afforded evidence supporting the early compulsory use of
job search assistance by dislocated workers, a policy embodied
in the WPRS system.

An evaluation in Washington and Oregon found employment
service job placements most effective for those with a strong
record of job attachment, affording evidence that job search
assistance would be an appropriate intervention for dislocated
workers."? Another study by the same authors found similar
results in North Carolina.'

Exhibit 2 summarizes evidence from evaluations of job search
assistance. Field studies in South Carolina and Maryland found
that a stronger UI work test, achieved by requiring claimants to
report contacts with employers and by validating those contacts
through cooperation between the State Ul agency and the State
employment service, leads to significantly shorter periods of
compensated joblessness.'® This finding offers evidence of the
importance of a requirement for an objective, verifiable job search.

A field experiment in Tacoma, Washington, found that elimi-
nating both the filing of ongoing claims and the work test leads
to dramatically longer spells of compensated joblessness,
providing further evidence of the importance of cooperation
between Ul agencies and public employment services in requiring
and monitoring claimants’ job search activity.'* The same study
also evaluated job search assistance and found shorter periods
of unemployment for those referred to the service. However,
because, in most cases, the claimant already had stopped
receiving UI benefits before the job search assistance was
scheduled, the authors speculated that the shorter periods
resulted from an effort to avoid the “hassle” of such assistance,
rather than as a result of the valuable content of the services.

In the United Kingdom (U.K.), UI is administered by that
country’s public employment service and has a uniform initial
duration of entitlement of 12 months. In 1987, a new program

Monthly Labor Review June 2006 31

s://fraser.stlouisfed.org
eral Reserve Bank of St. Louis




Job Search Rules and Reemployment Services

Ll F"® Provision of intensive services to all Georgia
unemployment insurance claimants, July 1,

2000, through June 30, 2001 (program year 2000)

Total Participation

Services participants’ rate

Total intensive services?
Service coordination
Customer service plan .
Counseling ........ccccoovvvveieicieeinen
Multiday job search workshop ...
Referral to supportive services .
Referral to job training

56,340 0.222
1,224 .005
44,407 175
47,550 187
2,091 .008
5,122 020
7,855 .031

' Sample size = 254,030.

2 Count of all instances of an intensive service provided to unemployment
insurance claimants during program year 2000.

Source:  Georgia Department of Labor.

called Restart was introduced nationally. Under Restart, Ul
beneficiaries nearing 6 continuous months of receiving benefits
were called in for an appointment at their local public employment
service office and were provided with intensive job search
assistance.

An evaluation of the U.K. Restart program estimated short-
term effects similar to those observed in the Tacoma alterna-
tive work-search experiment.'” Both evaluations suggested
that there was a modest shortening in the duration of compen-
sated unemployment and that the invitation for intensive job
search assistance acted more as a prod than as a support for
reemployment.

In a subsequent random-assignment field experiment, the
treatment group received the standard U K. Restart services when
it was nearing 6 continuous months of claiming Ul, while the
randomly selected control group was given the same services
when it was approaching 12 continuous months of receiving
benefits.!® The researchers found evidence that, over the short
term, required job search assistance prodded both groups of ui
beneficiaries to go back to work, but that, over a longer, 5-year
term, the group that received such support earlier in its jobless
spell had measurably higher earnings. This finding affords
evidence that job search assistance can be a valuable service for
jobseekers.

Evidence from evaluations in Florida, Maryland, and
Washington, DC, suggests that standardized u1 eligibility reviews
and job search assistance are relatively inexpensive to administer
and can have a significant effect on reducing periods of com-
pensated joblessness. These interventions therefore tend to be
cost effective, a finding that supports WPRS and State-adopted
Eligibility Review Programs.'

Results from studies of targeted job search assistance are
summarized in exhibit 3. Evidence from the New Jersey Ul
Reemployment Experiment indicates that job search assistance
targeted at dislocated workers at risk of long-term unemployment
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can be a cost-effective intervention and that the treatment can be
simple and structured; this finding led directly to the imple-
mentation of WPRS.? Statistical targeting of job search assistance
toward those at risk of long-term joblessness also was tested in
the District of Columbia and Florida through field experiments
and offered further support for the cost-effectiveness of targeted
job search assistance.”!

Recent evaluations of WPRS indicate shorter periods of
joblessness for program participants.”> For example, an
evaluation of wprs in Kentucky that applied an experimental
design found that the system shortens the duration of UI by
more than 2 weeks.”

All studies evaluating the effectiveness of public employ-
ment service interventions consistently report low costs per
customer served by the public labor exchange. This fact is
key to the cost-effectiveness of both Workforce Investment
Act core services and public employment service inter-
ventions. Even services resulting in a modest reduction in
periods of joblessness show a significant return on public
investment when costs are low. Interventions that improve
linkages of u1 beneficiaries to job service assistance have the
potential to increase the efficiency of State workforce invest-
ment systems.

THE ENFORCEMENT OF WORK SEARCH REQUIREMENTS and
the provision of reemployment services can speed Ui claimants’
return to work. Because of changes in local labor markets that
have resulted in more unemployed workers having been perma-
nently laid off without the prospect of recall, there appears to be
an increasing need for reasonable work search requirements and
available job search assistance.

At the same time, technological developments in UI claims
processing have reduced the interaction between Ul program
staff and jobless workers, thereby restricting monitoring of the
work test and decreasing the number of personal referrals to
reemployment services. Offsetting this trend is the universal
availability of core services under the Workforce Investment Act
since 2000. Another institutional change having a countervailing
impact is the increase in referrals to reemployment services
through the WPRS system for claimants who are most likely to
exhaust their entitlement to regular UI benefits.

Two efforts now underway may shed further light on how
work search requirements and job service assistance affect the
duration of insured unemployment. Both projects strengthen
work search enforcement and linkages to reemployment services.
The Reemployment Eligibility Assessment (REA) initiative is a
U.S. Department of Labor demonstration project with a budget
of $20 million to provide assistance to States that are establishing
new or significantly revamped REA programs. The programs are
run within the UI program without the participation of one-stop-
center staff. REA efforts began in 21 States in 2005 and are
ongoing. The U.S. Congress appropriated Federal funds for the
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m Studies of the effectiveness of job interview referrals

Author(s) and
year
published

Title

Design

Sample

Findings

Terry R. Johnson,
Katherine P. Dickinson,
Richard W. West,
Susan E. McNicoll,
Jennifer M. Pfiester,
Alex L. Stagner, and
Betty J. Harris, 1983

AmoldKatz, 1991

A National
Evaluation of the
Impact of the
United States
Employment Service

P2: Early
employment

received no
services

P1: Employment
service job referral

service job referral
C: Registered, but

| National:
30 offices in
27 States

July 1980 to
May 1981

8,000
employment
service
applicants

P1: 23-percent earnings gain for all |
women,' Ul claimants, and non- |
claimants. No measurable impact J‘
on men. ‘

P2: Large earnings gains for
women, modest earnings gains
for men. Among men, bigger
effects for men over 45 years and |
men living in urban areas.

Comments: Displacement effects
possible. Results not affected by
selectivity bias correction. ‘
Comparison group advantaged.

The Length of
Joblessness and
the ES with Special
Reference to
Philadelphia and
Pittsburgh,
Pennsylvania,
1979-1987

services

P1: Employment
service placements

P2: Employment
service job referral

| C: No employment

Pennsyrlkvania:
1979-87

5% sample of Ul
recipients,
16,470

jobless spells

Louis Jacobson and
Ian Petta, 2000

Measuring the Effect
\of Public Labor
Exchange (PLX)
Referrals and
Placements in
|Washington and
Oregon

P1: Job placements
C1: Job referrals

P2: Job referrals
| C2: Notreferred

Washington:
Survey of 587
claimants

| during 1998

| administrative
data on 328,815
spells of
unemployment
from 1987 to
mid-1995

Oregon:
Administrative
data on 138,280
spells of
unemployment
during 1995

P1: Reduced subsequent
joblessness among dislocated
Ut beneficiaries by as much as
23.7 weeks.!

| P2: Reduced subsequent

| joblessness among dislocated
ut beneficiaries by as much as
20.5 weeks.!

Comments: Observed delayed
registration for, and voluntary
use of, public employment

—=

services.

l i

ashington survey data:
P1: Strong work record —7.2
weeks, weak work record —3.8
weeks.

Washington administrative data:
P1: —7.7 weeks. P2: 2.1 weeks.

Oregon administrative data:
P1: 4.6 weeks. P2: —1.1 weeks.

! Statistically significant at the 95-percent confidence level

Source: Christopher J. O’Leary, “Evaluating the Effectiveness of Labor

Exchange Services,” in David E. Balducchi, Randall W. Eberts, and Christopher J.
O’Leary, Labor Exchange Policy in the United States (Kalamazoo, mi, W. E. Upjohn
Institute for Employment Research, 2004).

in a two-tailed test.

Note: P = participant group, C = comparison group.
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Job Search Rules and Reemployment Services

WStudies of the effectiveness of job search assistance
Author(s) and | " |
year | Title ’]

- pub!ished \ |

|
|

Findings

Walter Corson, David | Evaluation of the | T1: Stronger work —bfharleston, SC: ir,“: -0.55 week ur'
Long, and Walter Charleston Claimantg test February to | T2: —0.61 week ur’
Nicholson, 1985 Placement and ;T2: T1 plus enhanced December, 1983 | T3: —0.76 week ur?
Work Test | placement services T: 4,247 Impacts greater on men
Demonstration | T3: T2 plus job search C: 1,428 and construction workers.
“ | workshop
| C: Customary work

test §

Terry R. Johnson and | Evaluation of the T1: Exception '

| Tacoma, WA: T1: +3.34 weeks ur?
Daniel H. Klepinger, | Impacts of the reporting July 1986 to | T2: +0.17 week u

1991 | Washington T2: New work search August 1987 | T3:-0.47 week ur'
| Alternative Work policy T: 6,763 ‘ Exits increased preceding
Search Experiment | T3: Intensive C:2,871 required service
services participation.
| C: Existing work
search policy

Daniel H. Klepinger, | Evaluation of the T1: Report four employer | Maryland, six T1:-0.7 week ur?
Terry R. Johnson, Maryland contacts weekly offices, Jan. 1, T2:+0.4 week ut*
Jutta M. Joesch, and | Unemployment T2: Two contacts 1994, to Dec. 31, | T3:-0.6 week ur?
Jacob M. Benus, Insurance Work required weekly, butno | 1994: T4:-0.9 week ur?
1998 [ Search | reporting Combined ‘ Impacts identical against
Demonstration T3: Report two contacts | sample: 23,758 | either control group,
weekly, plus participate monetarily | suggesting no Hawthorne
in a 4-day job eligible new ‘ effect present.
| search workshop initial UI Treatments 1, 3, and 4 had no
| T4: Report two 1‘ impact on earnings.

|

contacts weekly Treatment 2 raised earnings
and both verified by 4 percent.?

C1: Standard policy:
report two contacts
weekly, but contacts
not verified

C2: Standard policy, but
told data were to be used
in an evaluation study

claimants

Peter Dolton and Effects of T: Restart programinU.K.: |UK. T: Short term: Shorter

Donal O’Neill, 2002 | Unemployment Call-in and intensive job | employment durations for both men

Monitoring and | search assistance after |service: and women.

| Work-Search 6 continuous months Inflow in 1989, Long term: Men had

Programs inthe U.K.| dealing with claim tracked for unemployment rates 6

C: Norestart program, job | 5 years percentage points lower
search assistance after | T:7,462 after 5 years. No differ-
12 months | C:472

-

ence for women.

! Statistically significant at the 90-percent confidence level in a two-tailed test.

- {
Source: Christopher J O’Leary, “Evaluating the Effectiveness of Labor |
| ? Statistically significant at the 95-percent confidence level in a two-tailed test.

Exchange Services,” in David E. Balducchi, Randall W. Eberts, and Christopher J.
O’Leary, Labor Exchange Policy in the United States (Kalamazoo, mi, W. E. Upjohn
Institute for Employment Research, 2004).

|
L Note: T = experimental treatment group, C = experimental control group.
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m Studies of the effectiveness of targeted job search assistance

M‘Author(s) and
year
published

Title

Design

Sample

Findings

Walter Corson, Paul T.
Decker, Sherri M.
Dunstan, Anne R.
Gordon, Patricia
Anderson, and

John Homrighausen,
1989

New Jersey
Unemployment
Insurance
Reemployment
Demonstration
Project: Final
Evaluation Report

T1: Job search assistance

T2: Job search assistance,
plus training or
relocation assistance

T3: Job search assistance
plus a cash bonus

C: Eligibility: First U1
payment, age, tenure,
temporary layoffs, union
member ‘

New Jersey:

July 1986 to June

1987

T: 8,675
C:2,385

T1:-0.47 week of UT!
T2:-0.48 week of UI!
T3:-0.97 week of UT!

6-year T1: -0.76 week of Ul
6-year T2: -0.93 week of Ul
6-year T3: —1.72 weeks of UI'

Paul T. Decker,
Robert B, Olson,
Lance Freeman, and
Daniel H. Klepinger,
2000

Assisting
| Unemployment

The Long-Term
Impact of the Job
Search Assistance
Demonstration

| Insurance Claimants:

T1: Structured job
search assistance

T2: Individualized job
search assistance

T3: T2 plus training

C: Neither on standby nor
a union hiring hall member,

| and predicted likely to

| exhaust UI entitlement

District of

Columbia (DC):
June 1995 to
June 1996
8,071 claimants

Florida (FL):
March 1995 to
March 1996

12,042 claimants

DC T1:-1.13 weeks of UI' o
DC T2:-0.47 week of UI!
DC T3:-0.61 week of UI!

FL T1: -0.41 week of UI'
| FL. T2: -0.59 week of UI!
| FL T3: -0.52 week of U1!

Katherine P.
Dickinson, Paul T.
Decker, Suzanne D.
Kreutzer, and
Richard W. West,
1999

Profiling and
Reemployment
Services: Final
Report

Evaluation of Worker

P: Profiled by Worker

| Profiling and
Reemployment Services
system and referred for
early job search
assistance

C: Profiled, but not
referred (neither on
standby nor a union
hiring hall member)

Connecticut (CT),| CT: —0.25 week of UI'

[linois (IL),
Kentucky (KY),
Maine (ME),
New Jersey (NJ),
South Carolina
(sC):

July 1995 and

December 1996

P: 92,401
C:295,920

IL: —0.41 week of UI!
| KY:—0.21 week of UI?
ME: —0.98 week of UT'
NJ: —0.29 week of UI!
SC: 0.02 week of UI

Dan Black, Jeffrey
Smith, Mark Berger,
and Brett Noel, 2003

Is the Threat of
Reemployment
Services More
Effective than the

Evidence from

in the UI System

Services Themselves?

Random Assignment

T: Profiled by Worker
Profiling and
Reemployment Services
system and referred for
early job search assistance
reemployment services

C: Profiled and in the same
Ul exhaustion cohort as
T, but not referred for job

Kentucky:

October 1994 to

June 1996

T: 1,236
C: 745

J search assistance

In the benefit year

T: -2.2 weeks of UL,!
T: —$143 in U1 benefits!
T: $1,054 in earnings'

NOTE:

! Statistically significant at the 95-percent confidence level in a two-tailed test.
? Statistically significant at the 90-percent confidence level in a two-tailed test.
T = experimental treatment group, P = participant group, C =
experimental control group or comparison group.

SOURCE:

Christopher J O’Leary, “Evaluating the Effectiveness of Labor |
Exchange Services,” in David E. Balducchi, Randall W. Eberts, and Christopher J
O’Leary, Labor Exchange Policy in the United States (Kalamazoo, mi, W. E. Upjohn

Institute for Employment Research, 2004).
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Job Search Rules and Reemployment Services

programs, with the proviso that research be conducted in the pi-
lot States to learn whether REA’s can be a model for shortening
jobless periods and reducing insured unemployment.*

Another promising approach is embodied in the ambitious
Wisconsin demonstration project. Also sponsored by the
Employment and Training Administration of the U.S. Department
of Labor, the project brings ur and one-stop-center staff together
to provide reemployment services and eligibility reviews at the
one-stop center. In this cooperative operations model, UI staff
are assigned to work in the one-stop centers. The Wisconsin
demonstration, with its quasi-experimental evaluation design,
will provide further information about the cost-effectiveness
of such programs.

Evaluations of the Ul work test and job search assistance services

Notes

summarized in this article suggest that these efforts have tended
to shorten insured periods of unemployment. Both measures
have been cost effective in the United States. Studies in other
countries reach similar findings. A common theme is that, despite
a modest response, the low cost of such interventions and the
positive net benefits thereby accrued make them worthwhile
endeavors.”

Both the Ur work test and job search assistance affect the behavior
of Ul beneficiaries and speed their return to work. Initiatives such as
the REA for reinvigorating the Ul work test and demonstrations like
the Wisconsin project that investigate new linkages for Ul
beneficiaries to reemployment services offer real promise in reducing
periods of insured unemployment. In turn, both types of measure
could help lower total unemployment. ]

! NAswA conducted a survey of State unemployment insurance job
search policies in 2003. Responses were received from all 50 States
and two other jurisdictions: the District of Columbia and Puerto Rico.
(The survey did not include the Virgin Islands, which also has a ul
program.) All 52 of the responding jurisdictions will be called “States”
in this article. The full report on the NASWA survey is presented in
Christopher J. O’Leary, ur Work Search Rules and Their Effect on
Employment, report prepared for the Center for Employment Security
Education and Research (Washington, bc, NASwA, February 2004); on
the Internet at www.workforceatm.org/sections/pdf/2004/
UI_Work_Search.pdf. An earlier version of the current article
appeared as Christopher J. O’Leary and Stephen A. Wandner, “Do Job
Search Rules and Reemployment Services Reduce Insured
Unemployment?” Upjohn Institute Staff Working Paper No. 05-112
(Kalamazoo, mi, W. E. Upjohn Institute for Employment Research,
2005).

* The period during which participants are entitled to regular bene-
fits can be as long as 30 weeks (in Massachusetts and Washington
State), depending on the person’s recent employment and earnings.

* The consensus estimate is that a 10-percent increase in the wage
replacement rate provided by ut would increase the insured duration of
joblessness by about 1 week. For a summary of research on this issue, see
Paul T. Decker, “Work Incentives and Disincentives,” in Christopher J.
O’Leary and Stephen A. Wandner, eds., Unemployment Insurance in the
United States: Analysis of Policy Issues (Kalamazoo, mi, W. E. Upjohn
Institute for Employment Research, 1997), pp. 285-320.

 See Wayne Vroman and Stephen Woodbury, Trend and Cycle of
Unemployment Insurance and the Employment Service, ETA Occa-
sional Paper 2005-04, December 2004, pp. 21-24; on the Internet at
wdr.doleta.gov/reports/searcheta/oce.

* Colorado was the first State to switch from in-person to telephone
taking of claims, beginning in April 1991. The U.S. Department of Labor
did not decide to support such automated claims taking until June 1995,
when it issued the following policy position: “The Department believes
that sesas [State employment security agencies] should move toward fully
implementing telephone claims taking or other electronic methods of
filing...” (See Unemployment Insurance Program Letter 35-95.) The
Department began awarding grants for converting to telephone claims
in 1996 and to Internet claims in 1998.

¢ The preceding information is from the U.S. Department of Labor’s
ur Information Technology Support Center (1TSc) and is on the
Internet at www.itsc.org/info_tech/infotech.asp.
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7 See Comparison of State Unemployment Insurance Laws 2004
(U.S. Department of Labor, 2004), pp. 5-20, 5-23.

¥ Burman Skrable, “Fraud, Abuse, and Errors in the Unemployment
Insurance System,” in O’Leary and Wandner, Unemployment
Insurance in the United States, pp. 423-53.

? See U.S. Department of Labor, “Selected National Public Labor Exchange
Data: National Summary,” on the Internet at www.uses.doleta.gov/arp01/
appsus.asp.

' Two early studies that evaluated the effectiveness of counseling
provided by the public labor exchange are Jacob Benus, Arden Hall,
Patty Gwartney-Gibbs, Marilyn Coon, Caren Cole, Diane Leeds, and
Douglas Brent, The Effectiveness of Counseling in the U.S. Employment
Service: A Pilot Study (U.S. Department of Labor, 1977); and Terry R.
Johnson, C. Eric Muson, Samuel Weiner, Asi Cohen, Marilyn L. Coon,
and Susan E. McNicoll, Findings from a Survey of the U.S. Employment
Service Counseling Program (U.S. Department of Labor, 1981). Both
studies found “no significant impact of counseling on duration of
unemployment, earnings or job satisfaction” (David Balducchi, Terry
R. Johnson, and R. Mark Gritz, “The Role of the Employment
Service,” in O’Leary and Wandner, Unemployment Insurance in the
United States, pp. 457-503; quote on p. 485).

' See Terry R. Johnson, Katherine P. Dickinson, Richard W. West,
Susan E. McNicoll, Jennifer M. Pfiester, Alex L. Stagner, and Betty J.
Harris, A National Evaluation of the Impact of the United States
Employment Service, report to the U.S. Department of Labor (Menlo
Park, cA, sri International, 1983); and Terry R. Johnson, Katherine P.
Dickinson, and Richard W. West, “An Evaluation of the Impact of Es
Referrals on Applicant Earnings,” Journal of Human Resources, winter
1985, pp. 117-37.

"2 Amold Katz, “The Length of Joblessness and the Es with Special
Reference to Philadelphia and Pittsburgh, Pennsylvania, 1979-1987,”
in Carol J. Romero, Donald Cox, and Arnold Katz, eds., The Potential
Effectiveness of the Employment Service in Serving Dislocated Workers
under EDWAA: Evidence from the 1980s (Washington, pc, National
Commission for Employment Policy, 1991), pp. 17-61.

' Louis Jacobson and lan Petta, Measuring the Effect of Public
Labor Exchange (pLx) Referrals and Placements in Washington and
Oregon (U.S. Department of Labor, Office of Workforce Security,
2000).

'* Louis Jacobson and Ian Petta, “Evaluation of the Public Labor
Exchange (pLx) in a One-Stop Environment: New Evidence from North

tized for FRASER
s://fraser.stlouisfed.org
eral Reserve Bank of St. Louis




Carolina,” paper prepared for the U.S. Department of Labor (Rock-
ville, MD, Westat, 2003).

'S See Walter Corson, David Long, and Walter Nicholson, Evaluation
of the Charleston Claimant Placement and Work Test Demonstration,
report to the U.S. Department of Labor (Princeton, nj, Mathematica
Policy Research, Inc., 1985); and Daniel H. Klepinger, Terry R.
Johnson, Jutta M. Joesch, and Jacob M. Benus, Evaluation of the
Maryland Unemployment Insurance Work Search Demonstration,
Unemployment Insurance Occasional Paper 98-2 (U.S. Department
of Labor, Employment and Training Administration, 1998).

' See Terry R. Johnson and Daniel H. Klepinger, Evaluation of the
Impacts of the Washington Alternative Work Search Experiment,
Unemployment Insurance Occasional Paper 91-4 (U.S. Department
of Labor, Employment and Training Administration, 1991); and Terry
R. Johnson and Daniel H. Klepinger, “Experimental Evidence on
Unemployment Insurance Work-Search Policies,” Journal of Human
Resources, summer 1994, pp. 695-717.

7 Peter Dolton and Donal O’Neill, “The Long-Run Effects of
Unemployment Insurance Monitoring and Work-Search Programs:
Experimental Evidence from the United Kingdom,” Economic
Journal, March 1996, pp. 387-400.

' Peter Dolton and Donal O’Neill, “The Long-Run Effects of
Unemployment Monitoring and Work-Search Programs in the United
Kingdom,” Journal of Labor Economics, April 2002, pp. 381-403.

¥ See Klepinger, Johnson, Joesch, and Benus, Work Search Demon-
stration; Johnson and Klepinger, Washington Alternative Work Search
Experiment; and Paul T. Decker, Robert B. Olson, Lance Freeman, and
Daniel H. Klepinger, Assisting Unemployment Insurance Claimants: The
Long-Term Impacts of the Job Search Assistance Demonstration (U.S.
Department of Labor, Employment and Training Administration, 2000).
An interstate study of ul recipients found that States with established
Eligibility Review Programs have shorter periods of compensated
unemployment. (See Vroman and Woodbury, Trend and Cycle.) On the

technical support Web site linked to the U.S. Department of Labor’s
Employment and Training Administration Web site (www.doleta.gov),
under the heading of “best practices,” links are provided to descriptions of
Eligibility Review Programs in five States: Florida, Michigan, North
Carolina, Tennessee, and West Virginia. Several other States also operate
such programs. (See State best practices at the Ul Information Tech-
nology Support Center Web site, www.itsc.state.md.us.)

20 See Walter Corson, Paul T. Decker, Sherri M. Dunstan, Anne R.
Gordon, Patricia Anderson, and John Homrighausen, New Jersey
Unemployment Insurance Reemployment Demonstration Project:
Final Evaluation Report (U.S. Department of Labor, Employment
and Training Administration, Unemployment Insurance Service,
1989).

2 Decker, Olson, Freeman, and Klepinger, Assisting Unemployment
Insurance Claimants.

22 Katherine P. Dickinson, Paul T. Decker, Suzanne D. Kreutzer,
and Richard W. West, Evaluation of Worker Profiling and Reemploy
ment Services: Final Report, Research and Evaluation Report Series
99-D (U.S. Department of Labor, Employment and Training Adminis-
tration, Office of Policy and Research, 1999).

2 Dan Black, Jeffrey Smith, Mark Berger, and Brett Noel, “Is the
Threat of Reemployment Services More Effective than the Services
Themselves? Experimental Evidence from Random Assignment in the ul
System,” American Economic Review, November 2003, pp. 1313-27.

24 See “Fiscal Year (Fy) 2005 Unemployment Insurance (ur)
Reemployment and Eligibility Assessment (REA) Grants,” Field
Memorandum No. 17-04 (U.S. Department of Labor, Employment
and Training Administration, Aug. 12, 2004).

5 See, for example, Peter Auer, Umit Efendioglu, and Janine Leschke,
Active Labour Market Polices around the World: Coping with the
Consequences of Globalization (Geneva, International Labour Office,
2005). The book summarizes nearly 200 studies in industrialized,
transitional, and developing countries, concluding, “All in all, as job-
search assistance is the most cost-effective measure, it should be intensively
used over all phases of unemployment” (pp. 61-62).
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Income Data Quality

Income data quality issues

in the CPS

The Annual Social and Economic Supplement to the
Current Population Survey measures income and poverty
in the United States; a close look into the questionnaire
design, data collection and preparation, and postcollection
data processing suggests areas for improvement

and issues for future research

Daniel H. Weinberg ow well does the official data source
measure income and depict poverty in the

Daniel H. Weinberg is
chief of the Center for
Economic Studies
and chief economist
at the U.S. Census
Bureau.

The views expressed
on fechnical issues
are those of the
author and not
necessarily

those of the U.S.
Census Bureau.
E-mail:
Daniel.H.Weinberg@
census.gov
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United States? The current official poverty
statistics published by the Census Bureau are
based on money income data collected on the
Annual Social and Economic Supplement (ASEC) to
the Current Population Survey (CPS). The Office of
Management and Budget specifies an absolute
poverty standard (the official poverty thresholds)
that gauges poverty by family size and income.'
Over the years, several studies have suggested
changes in the way poverty is measured. For
example, a National Academy of Sciences panel,
among others, has suggested both that the
appropriate measure of resources to use ina poverty
measure is broader than money income—more of a
disposable income concept that takes account of
noncash benefits and work expenses (including
taxes)—and that the poverty thresholds ought to
be revised (upward).? Also, Robert Rector, Kirk A.
Johnson, and Sarah E. Youssef, as well as other
researchers, have suggested, based on
comparisons to the National Income and Product
Accounts (NIPA), that income is underreported on
the CPS ASEC.” Such under-reporting would
suggest that the estimated poverty rate is too high.

Whether these suggestions to change the way
poverty is measured are useful will ultimately
depend on the ability of the available data sources
to measure economic well-being appropriately. This
article focuses on the quality of one of those data
sources—the CPS ASEC. The examination is

June 2006

organized in three parts, which mirror the survey
process—questionnaire design, data collection
and preparation (including edits and imputation),
and post-collection data processing (to enhance
the dataset). Finally, the article proposes a set of
research projects that could be used to remedy many
of the deficiencies identified and at least encourage
discussion among interested researchers.

Questionnaire design

Since its inception in April 1948, the CPS ASEC
has undergone two major redesigns; one in March
1968 for collection of calendar 1967 income data
and the other in March 1980 for 1979 income data.
The Canberra Group, an international group of
experts convened by the United Nations, provided
an objective examination of whether a country's
income questionnaire collects the “right” data by
comparing current practice with an “ideal” measure.
This group of experts has made specific
recommendations for constructing a compre-
hensive income definition that would improve the
ability of analysts to make international com-
parisons of income distributions.*

The Canberra Group’s choice of current rather
than potential well-being (that is, “Could the income
component be ‘spent today’?”) guided their
selection of income components along three other
dimensions: cash versus noncash income, regular
versus irregular income, and assets and liabilities
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(net worth). Both regular and irregular income, as well as cash
and noncash income, are included in total income if they are
received in a form that can be spent (consumed) immediately. If
some action must be taken to convert the item to spendable
income—such as selling equity shares received as stock
options—then it is not considered to be income until the income
has been realized by the household. Exhibit 1 summarizes the
major categories of income, according to the Canberra Group’s
methodology.’

The key issue regarding questionnaire design for the United
States is whether the CPS ASEC collects all (or most) of the
important components of the income types described in exhibit
1. A corollary issue is whether omissions can be compensated

for by other means (such as imputation or microsimulation).
Exhibit 2 presents one interpretation of the major and minor
components of the income definition necessary for valid
international income comparisons, and shows whether they are
collected by the CPS ASEC.

Conceptually at least, the CPS ASEC collects or imputes nearly
all the components of income necessary to compute the Canberra
Group’s comprehensive measure. The major components that
are missing are home production for home use or barter
transactions (relatively unimportant in the U.S. context), transfers
paid to another household or payments made on behalf of another
household, and some fringe benefits (particularly, company cars
and subsidized meals).

m Canberra Group comprehensive income definition

plus

employee as part of employment)

plus

plus

plus

Imputed rent from owner-occupied dwellings
plus

Net income from rentals

plus
plus

plus

equals Totalincome

less
interhousehold transfers, charitable contributions)

equals Disposable income

Source:  Adapted from Expert Group (2001), Table 2.1.

Income from farm and non-farm self-employment (profits/losses from unincorporated business, royalties)

Net value of home production (used for barter or consumption)

Property income (interest received less interest paid, dividends)
Current transfers from employers and the government (for example, pensions, Social Security, welfare)

Other regularly received money income (for example, inter-household transfers)

Regular Transfers Paid (employees’ and employers’ social insurance contributions, income and wealth taxes, regular

Employee cash or near-cash income (wages, salaries, tips, bonuses, sick pay, vacation pay, profit sharing including
stock options, severance and termination pay, location-specific allowances)

Cash value of employee fringe benefits (employer contributions to social insurance, goods and services provided to
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“Major” and “minor” components of the Canberra Group recommended income definition

Current Population Survey

collected, imputed, or not collected by the Annual Social and Economic Supplement to the

Major element

Minor element

Cash earnings

Wages and salaries (main job)

Wages and salaries (other jobs)

(Net) nonfarm self-employment

(Net) farm self-employment

Net income (after expenses) from home
production for barter transactions

Other cash market income

Employer-based pensions or other periodic retirement
including pensions bought with additional employee
voluntary contributions

Interest received

Dividends

Rental income earned by households as
unincorporated enterprises

Cash transfers

Family or child benefits/credits/allowance

Maternity benefits/allowances/grants

Government social security (retirement and survivors)
benefits

Government disability insurance/incapacity/
disablement benefits

Government unemployment benefit/job search
allowance

Veterans’ benefits (for example, injury, pension)

Public assistance or general welfare benefits

Public assistance for elderly

Rental allowances (housing subsidies)

Means-tested unemployment benefits

Other regularly received money income

Tips
Bonuses
Severance pay

Profit-sharing including stock options

Foreign pensions
Royalties earned by households as uniricorporated enterprises
Interest and dividends from estates and trusts

Profits from unincorporated business capital investment
Interest paid on non-mortgage loans (subtraction)
Pension or annuity income from self-financed investments

Parenting payment

Government workers’ compensation (on-the-job injuries)

Government scholarships and educational assistance
(excluding loans)

Reduction in interest on student loans

Government payments for child care to permit employment

Child support assurance (public) benefits
Means-tested disability support
Means-tested age pension

Other transfer programs (catch-all item)

Payments for fostering children

Private disability insurance/incapacity/disablement
benefits

Private unemployment/redundancy insurance

Private workers’ compensation (on-the-job injuries)

Private scholarships and educational assistance
(excluding loans)

Military family allotments

Union sick or disability pay
Union strike pay
Regular receipts from nonprofit entities
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Continued—“Major” and “minor” components of the Canberra Group recommended income
definition collected, imputed, or not collected by the Annual Social and Economic
Supplement to the Current Population Survey

Major element Minor element

Net realized capital gains and intermittent income

Realized capital gains N Lump-sum retirement payout
N Profits from life insurance
N Lottery or gambling winnings

Net interhousehold transfers

Alimony received from another household Other regular payments from outside household

Child support received from another household Regular interhousehold transfers or gifts paid (subtraction)
Regular cash interhousehold transfers or gifts received

Alimony paid to another household
Child support paid to another household
Payments on behalf of another household

In-kind earnings and home production

Net income (after expenses) from home production for
home use

Net (nondiscretionary) work expenses (subtractions)
Employee contributions to government insurance N Employer reimbursements for discretionary work expenses
premiums (including payroll taxes)
N Government-mandated employee contributions to

unemployment insurance
Net direct income taxes
Income taxes net of refunds (subtraction) [ Child tax credit
I Earned income tax credit
N Other tax credits
N Compulsory fees and fines (subtraction)
In-kind market income )
Employcr contributions to privatc health insurance Employer contributions to life insurance

Company cars Employer contributions to employer other insurance schemes

(for example, disability)

Subsidized meals N Employer contributions to government insurance schemes
(including payroll taxes)
Subsidized (low-interest) loans
Subsidized housing, electricity
Subsidized child care
Subsidized vacations

In-kind transfers

Government-subsidized health care services Public education

Food subsidies or vouchers N Surplus food and clothing
Publicly owned housing subsidy

Imputed rent for owner-occupied dwellings
Imputed return on the equity in one’s own home,

accounting for property (real estate) taxes and interest
paid on mortgage loans

I =Imputed SoURCE: Income components classified as major or minor by Timothy
J = Collected jointly with another component M. Smeeding and Daniel H. Weinberg, “Toward a Uniform Definition of
N = Not collected Household Income,” Review of Income and Wealth, March 2001.

S = Collected as a separate income component
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In most societies, “underground,” “nonmarket,” or “black
market” income from legal or illegal activities is typically omitted
from official income statistics. This income ranges from barter
transactions to home production (for example, the income
generated from home gardens) to illegal income. Researchers are
a long way from measuring these activities, so including this
income into official statistics would be quite difficult.’

Data collection

The two data collection issues that affect data quality are how to
handle unit nonresponse (a missing questionnaire for the entire
household unit) and item nonresponse (failure to answer a
particular survey question). Typical response rates to the CPS
are about 92 percent to 93 percent, but the eligible households
who do not respond to this voluntary survey are likely to be
different from the ones who do respond. CPS data are weighted
to correct for demographic aspects of unit nonresponse (for
example, lower than average coverage of young black men), but
to the extent that income reporting is uncorrelated with those
basic demographic characteristics, undercoverage of certain
groups may lead to biases in the income data that result.

Item nonresponse is compensated for by editing and
imputation—programs that first correct obvious errors, then
calculate implied answers, and finally impute for missing data.
“Hot deck” imputation (duplication of other households’
responses) is used to handle this last aspect of item nonresponse
on the CPS, but again, if the determinants of that nonresponse
are not fully controlled for in the imputation process, biases may
remain.® Procedures to enhance the data through regression
analysis, microsimulation, matching to administrative records to
develop improved imputation models, or via other means, are all
avenues that could be investigated to improve imputation for
item nonresponse.

The accuracy and completeness of CPS income data is also
affected by response error, in that respondents may not be
reporting full and accurate information. Comparisons of CPS
income data with aggregate totals from independent sources
give some idea of the magnitude of misreporting, but they do not
tell us whether misreporting affects distributional measures such
as poverty (it would if underreporting were correlated with
income).

In many countries, underreporting is disproportionately
high for three types of income: government transfers, property
income, and self-employment income.’ On the one hand,
because transfers are more likely to be received by people in the
lower tail of the income distribution, this underreporting would
increase measured poverty. On the other hand, underreporting
of property income tends to lower the income of households
at the top of the distribution, leaving poverty unaffected.
Underreporting of self-employment income can result in too
many individuals with low incomes, or even negative incomes,
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also affecting the measured poverty rate.

Rector and others have argued that “the cps dramatically
and consistently under reports the economic resources of
households”—by about $2 trillion in 1996 when they
compared economic resources with estimates they derived
from the Bureau of Economic Analysis (BEA) NIPA’s.!0
However, Roemer responds that this “reporting shortfall” is
an “incorrect characterization of the discrepancy because the
Income measures are not directly comparable...[since] the
March cPs does not aim to measure many of the components
of income contained in the NIPA’s” and he pegs the
underreporting as substantially less.!!

John Ruser, Adrienne Pilot, and Charles Nelson have recently
prepared an evaluation of alternative measures of household
income which also discusses underreporting in the cps
supplement using BEA estimates of State Personal Income.'?
They summarize their conclusions about Cps underreporting as
follows:

BEA estimates that personal income for the U.S. was
$8.679 trillion in 2001, as compared to a CPS money income
estimate of $6.446 trillion. Over 64 percent of this $2.233
trillion gap—$1.427 trillion—can be accounted for by
differences in the income types that are included in the
two measures... Half of the remaining $806 billion money
income gap can be accounted for by BEA adjustments to
proprietors’ income and wages and salaries for
underreporting in BEA source data.

They also note:

[BEA] Personal income exceeds money income in part
because the former includes not only income received by
individuals but also income received on behalf of
individuals. In 2001, $982 billion in property income
(dividends, interest and rents) was received on behalf of
individuals by pension plans, nonprofit institutions
serving households, and fiduciaries. Personal income
also contains other income categories not in CPS money
income. Most notably, personal income included $563
billion in employer contributions for employee pension
and insurance funds and $592 billion in transfer payments,
mostly non-cash, like Medicaid, food stamps, and energy
assistance. [On the other hand, BEA personal income
excluded $813 billion included in the cps measure. ]
Almost half (44 percent) of that [exclusion]—$360
billion—came from disbursements of retirement income
benefits. [Also excluded was] $372 billion in personal
contributions to social insurance (largely Social Security).

Other studies have examined different aspects of income data
collection on the CPs. John Bound and Alan B. Krueger found
that more than 40 percent of Cps respondents, for whom data
could be matched to Social Security earnings records, report
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earnings within 2.5 percent of earnings as reported to the Internal
Revenue Service.” John Coder and Lydia Scoon-Rogers, and
Marc I. Roemer, have documented underreporting for certain
income sources (most worrisome, in percentage terms, for self-
employment income, interest, dividends, and transfer payments;
in quantitative terms, for wages and salaries)." Roemer found
that the CPS had “an excess of high wages and [a] shortage of
low wages.”"

Others have suggested that transfer program reporting has
gotten worse, perhaps in part related to the passage of the welfare
reform legislation in 1996, which permitted States to create new
programs for low-income families and convert cash assistance
into other forms of support (for example, child care and trans-
portation assistance).'

Postcollection processing

Two key operations that have been used to “add value” to the
basic microdata of the CPS supplement after the Census Bureau
collects and processes the data are—to place a value on noncash
income, and to measure after-tax or disposable income at the
family and household level, not at the aggregate level.

Valuation of noncash income. The issue of valuation of noncash
income spans the income distribution. A more comprehensive
income measure like that of the Canberra Group places a value,
not only on noncash government transfers, such as food stamps
for low-income families, but also on elements of nonwage
compensation (from employer-provided health and life insurance
to company cars) that typically go to earners at all or high income
levels. The Census Bureau began publishing estimates of the
value of many of these noncash benefits in 1982.'7 This
experimental series values food, housing, government medical
transfer benefits, and employer-provided health insurance.

Each of these noncash items, except food stamps (which are
valued at their coupon value), needs further developmental work
to improve measurement methods. For example, the current value
method for housing subsidies involves a statistical match to the
1985 American Housing Survey. Experimental methods to
improve that method have been developed, but have yet to be
implemented.’®

Valuation of medical benefits is particularly difficult. That is,
how would one impute the value of Medicare (medical aid to the
elderly and some disabled persons), Medicaid (medical aid to
some low-income persons and some disabled individuals), and
employer-based health insurance? If one imputes the value of an
equivalent insurance policy to program participants, these
benefits (high in market value owing to large medical costs for
the fraction who do get sick) cannot be used by recipients to
meet other needs of daily living."”

Research could also be undertaken to figure out a way to
place a value on other employer-provided benefits. Should

employer contributions to retirement pensions be included in
nonwage compensation of current earners or measured as part
of income when it is paid out to pension recipients (as it is done
now)? Should questions be added to collect data on receipt of
fringe benefits such as company cars and subsidized meals?
Much could be learned about nonwage compensation from a
study matching household data with data from employers who
provide nonwage compensation.

Homeownership provides the largest noncash flow of
services not currently counted in family money income, and the
Canberra Group recommended that a rental-equivalent return on
owner-occupied housing should be included in income. If
acceptable methods to accomplish that valuation can be agreed
on, that one change alone would have a substantial effect on the
measured poverty of persons who own their homes “free and
clear,” typically many seniors.

Measurement of disposable income. Census Bureau estimates
of after-tax income are based on a microsimulation model of the
likely taxes a family with particular circumstances would pay.?
Although the model is reasonably accurate at an aggregate level,
additional research could be carried out to improve its accuracy
at the household level, particularly for imputation of the Earned
Income Credit (EIC). Consensus would need to be reached on
the proper way to handle other potential reductions from cash
income to create a disposable income measure—specifically
work expenses (including child care expenses). The National
Academy of Sciences panel on poverty measurement re-
commended that all work expenses be deducted from income.!

Research implications

The income part of the CPS supplement questionnaire is
unchanged in substance since March 1980 (except for conversion
to a computer-assisted instrument in March 1994). Should
questionnaire expansion be permitted, several improvements in
the data collection instrument could be considered:
1. Collect information on important income sources
missing from the current questionnaire (particularly
interhousehold transfers and some fringe benefits, as
noted by the Canberra Group).

2. Reduce item nonresponse (serious and potentially
biasing for certain income sources).

3. Develop additional probes or alternate question
sequences for income sources for which there is notable
misreporting (wages, transfer payments, self-employment
[proprietors’] income, interest, and dividends). It is
unclear, however, what can be done to collect data on
unreported nonmarket income.

However, questionnaire improvements alone are unlikely to

completely eliminate income misreporting. Complementary work
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could be carried out to improve postcollection processing and
thereby provide new estimates reported to the public as
alternatives and available for policy analysis. These tasks
include:

* Improving the valuation of noncash transfers, particularly
housing and medical care;

* Developing better weighting approaches for household unit
and person nonresponse;

Notes

¢ Developing better imputation models for item nonresponse;
e Improving the modeling of imputed returns for owner-
occupiers

Finally, models to correct the CPS supplement microdata for
mistreporting (nonreporting, underreporting, and overreporting)
might be developed on an experimental basis, along the lines of
what the Urban Institute does to adjust the CPS data for use in its
Transfer Income microsimulation Model (TRIM).22 O
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Misclassification in an experimental

poverty measure

A test of poverty misclassification using data

from the Consumer Expenditure Survey does not support
the contention that medical needs must be treated
differently from other needs in the measurement of poverty

mong the recommendations and pro-

posals set forth in a 1995 National Re-

search Council (NRC) panel report on
measuring poverty,' perhaps the most contro-
versial was the treatment of medical needs. The
panel proposed poverty thresholds that reflected
needs for food, clothing, shelter, and “a little
more.” However, the panel concluded that medical
needs vary too much to be included in poverty
thresholds. Instead, each individual family’s
medical out-of-pocket spending is to be sub-
tracted from the family’s actual income and the
remainder compared against a poverty threshold
that includes nothing for medical needs.? The
panel also proposed the development of a com-
panion “medical care risk index” to “monitor
people’s risks of incurring medical care costs that
exceed their ability to pay.”

According to the NRC panel, if medical needs
were included in the new thresholds it proposed,
“it would be very easy to make an erroneous
poverty classification.” The distribution of
medical expenditures is more skewed than the
distribution of expenditures for food, shelter, and
clothing.’ The panel believed that including typ-
ical amounts for medical needs in new poverty
thresholds, as it recommends for other needs,
would lead some researchers to misclassify as
not poor some families that need very expensive
medical care and to misclassify as poor other fam-
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ilies that happen to need no medical care during
the year.

The NRC panel’s report did not try to estimate
how much misclassification would result from
including something for medical needs in the
poverty thresholds.® This article derives such an
estimate, using Consumer Expenditure (CE) survey
data. The panel recommended the continued use
of income as the measure of economic resources
in classifying poverty. By contrast, in what follows,
expenditures are used as the measure of economic
resources in order to perform the misclassification
tests.” As described in more detail subsequently,
misclassification is measured when medical out-
of-pocket spending is subtracted from adjusted
total outlays and the remainder is compared
against a threshold that includes nothing for
medical out-of-pocket spending. Then the same
misclassification test is performed when shelter
expenditures are subtracted from adjusted total
outlays and are compared against a threshold that
includes nothing for shelter. Tabulated results
show that

Including medical needs in a new poverty
threshold does indeed misclassify some
families, as the NRC panel warned.

The misclassification that results from
including medical out-of-pocket spending
needs in the poverty thresholds is compa-
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rable to the misclassification that results from includ-
ing shelter needs.

The matter is significant because the NRC proposal to subtract
each family’s medical out-of-pocket spending from income in
classifying poverty would impose a significant burden on
producers and users of poverty statistics. If, however, includ-
ing out-of-pocket medical needs in a new poverty threshold
does not lead to more misclassification than does including
other needs, then it may not be necessary to impose these
substantial costs.

Research sample

Household out-of-pocket medical expenditures often do not
occur uniformly over the year. Consequently, the distribution
of such medical expenditures in quarterly data, the period
used most by the Bureau of Labor Statistics in its publications
of expenditure data, is much more skewed among households
than is the distribution of annual medical expenditures. For
example, among units from three CE survey panels that
provided four quarters of expenditure data over the period
2000-02, 7 percent of units had zero medical out-of-pocket
spending over four quarters. By comparison, analysis of a
sample that included quarterly expenditures from all second
interviews (the first interview at which expenditure data are
collected) from the same 2000-02 CE survey found 20 percent
with no medical out-of-pocket spending in the quarter.
Because the poverty measure being examined here is an
annual measure, the research sample is limited to 2000-02 CE
consumer units that provided four quarters of interview
expenditure data (n=11,871).

At present, the CE survey does not include longitudinal
weights. To reflect sample design effects, the sample weight
from the last of the four interviews for each unit is employed.
Replicate weights provided by the Bureau of Labor Statistics
on public-use files are employed for all estimates of standard
error. The research sample does not reflect the population at
any actual point in time, although it may be thought of as a
probability sample gathered over 3 years.

As with other panel surveys, sample loss in the CE survey
is significant, and selecting only those who remain in the
sample introduces bias. Table 1 compares the distribution of
the four-quarter CE sample with another CE sample that
includes the second interview of all 2001-panel consumer
units (again, the first interview in which expenditure data are
collected), when sample loss would be minimized. The
distributions differ by the reference person’s age and marital
status and by the size of the unit. The four-quarter research
sample is older and more likely to be married (and so not
living alone) than the second-interview sample.

Because consumer units may change composition over
the course of a year, individuals living in a unit during the
quarter for which expenditures are recorded may not be the
same ones present and counted at the last interview.® To check
for any bias that could result from the movement of persons
into and out of sample units, the key calculations were repli-
cated with a subsample created to eliminate most consumer
units that changed their composition. The results were nearly
identical to those presented later in this article.

The quality of CE survey medical expenditure data appears
to be sufficient for satisfying the poverty misclassification
tests subsequently presented.’ Table 2 compares mean medi-
cal out-of-pocket spending amounts for the same demo-
graphic subgroups in the CE four-quarter research sample
and the public-use file for the 2000 Medical Expenditure Panel
Survey, a survey designed specifically to measure health
expenditures. The public-use file for the Medical Expenditure
Panel Survey did not include amounts that households spent
for health insurance premiums, so mean household expend-
itures from that survey are compared against total medical
expenditures minus health insurance premiums in the CE
survey.

If the CE survey and the Medical Expenditure Panel Survey
displayed different patterns of mean medical expenditures
across population subgroups, we would be less confident
about subtracting CE medical out-of-pocket expenditures in
the tests of misclassification that are to follow. However, when
health insurance premiums are excluded from medical out-of-
pocket expenditures in the CE data, mean amounts (in 2000
dollars) of such expenditures that remain are reasonably close
to household spending in the benchmark Medical Expend-
iture Panel Survey.

Measures of family need

The NRC panel proposed to vary its new poverty thresholds
by the number of adults and children in the family, as well as
geographically. In the discussion that follows, variations in
threshold by these or other family characteristics will be
termed variation by family type. By contrast, measures of
need that vary for each individual family will be said to be
Sfamily specific. The panel concluded that needs for food,
clothing, shelter, and “a little more” could be measured by
family type in its proposed thresholds. However, because
medical needs vary so much, the panel proposed that they be
treated as family specific. Nothing would be included in the
new thresholds for medical needs, but individual families’
actual medical out-of-pocket spending would be deemed to
reflect the families’ needs and would be subtracted in full
from actual income before the remainder was compared
against the new thresholds. In the panel’s view, including
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Poverty Misclassification

mistribution of consumer units in Consumer Expenditure (CE) survey panels

2000-02 CE survey 2001 CE survey
with four quarters | interview 2
Category

Percent of Standard Percent of Standard
column error' column error’

Sex of unit head:

Age of unit head, years:
Upto 2l ..
22 t0 44 .
45t054 ...
55t0 59 ....
601064 ...

75 and older

Family size:

More than two ..

Marital status of unit head:
Married
Formerly married
Never married

Education of unit head:
Under age 25 . . 6.6
Did not finish high school .. . 147
Earned high school diploma : . 27.0
Some college : 25.8
College degree

Receipt of welfare by unit ; . 1.1
Work limitation of unit head or spouse : | ] 6.7

Region:
Northeast . 19.5
Midwest . ; 23817,
South .. 34.9

21.9

! Standard errors are from replicate weights. 2 Significantly different at 90-percent confidence level.
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m Mean annual amounts of medical out-of-
pocket expenditures, excluding insurance
premiums, in 2000 dollars

T
|

Category

2000-02 CE
survey

2000 Medical
Expenditure
Panel Survey

Race of unit head:

Black ....

Age of unit head, years:

75 and older ...........
Family size:

TWO ieves

Number in unit 65 years or older:
One...

More than two

Marital status of unit head:
Married
Formerly married.
Never married

Education of unit head:
Under age 25
Did not finish high school
Earned high school diploma ....
Some college
College degree ...........cceeveenn

Receipt of welfare by unit

Work limitation of unit head
O S POUIS

Region: .
Northeast ..........c.cooveviiiiin,
Midwest ......

$1,070

1,140
995

$1,013

1,054
965

1,095
562
734

ized for FRASER
:/[fraser.stlouisfed.org
bral Reserve Bank of St. Louis

family-type amounts for medical out-of-pocket spending in
the thresholds would lead to too much “erroneous poverty
classification.”"

However, like medical needs, needs for food, clothing, and
shelter vary for families with the same numbers of adults and
children in the same locality. In other words, needs for items
included in the panel’s threshold vary among families in ways
not accommodated by variations in those thresholds. For
example, feeding and clothing teenaged children cost more
than feeding and clothing infants. The housing need, which
is the largest component in most families’ budgets, varies as
well. The Department of Housing and Urban Development
would say that a couple with two teenaged boys would
qualify for a two-bedroom apartment, but a couple with a
teenaged boy and a teenaged girl would need three bed-
rooms. Further, housing choices may be constrained by sup-
ply. From time to time, the Department estimates the extent to
which demand for housing by low-income families exceeds
the affordable supply.!" When it does, some families must
pay more than the amounts for housing that are implicit in the
panel’s thresholds, because more affordable housing is
unavailable, and not because they choose to substitute more
consumption of housing for other discretionary consump-
tion. The misclassification test will compare the effects of
such unaccommodated variation in need for both medical
out-of-pocket expenditures and shelter.

Experimental poverty thresholds

To test poverty misclassification, poverty thresholds from a
recent Census Bureau experimental poverty report'? are
compared with expenditures in the four-quarter CE research
sample described earlier. Table A-11 of that report includes
1999 poverty thresholds for a reference family of two adults
and two children.”® As described in Appendix A of the report,
the thresholds were developed from CE expenditure data in
accordance with the NRC panel’s proposal, but with some
modifications. One modification in some variations of the
experimental thresholds is the addition of family-type
amounts for medical out-of-pocket expenditures to amounts
for food, clothing, shelter, and “a little more.” The analysis to
be presented starts with the reference family threshold of
$19,527 from table A-11, a threshold that reflects spending
patterns for CE units for which four quarters of data were
available. The table notes that 8 percent of this threshold is
deemed to be for medical out-of-pocket expenditures.

For the analysis that follows, this reference family
threshold was updated from 1999 to 200002 with the CPI-U
for All Items and then was divided into a portion for
nonmedical needs (92 percent) and a portion for medical out-
of-pocket needs (8 percent). The former was varied by a three-
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parameter equivalence scale from table A-2 of the Census
Bureau report based on the numbers of adults and children in
the family. Then the portion of this family-size-adjusted
amount that was deemed to be for shelter and utility needs
(hereafter, simply “shelter needs”) was varied by State and
metropolitan area status, using Department of Housing and
Urban Development Fair Market Rent data from table A-4.
The panel estimated that 44 percent of its reference family
threshold (which included nothing for medical needs) would be
for shelter needs. With the addition of medical out-of-pocket
expenditures to the experimental threshold, 41 percent of the
expanded reference family threshold was deemed to be for shelter
needs.

Recognizing that medical needs do not vary among fami-
lies according to the same pattern as needs for food, shelter,
and clothing, the Census Bureau report varied threshold
amounts for medical out-of-pocket expenditures by a
separate equivalence scale. The estimates that follow vary
these threshold amounts by family size, health status, the
presence of members aged 65 or older, and health insurance
coverage, all in accordance with “risk factors” set forth in
table A-10 of the report. (For details on these assignments,
see box, this page.)

Expenditures

The thresholds just described were compared with appro-
priate annual expenditure levels from the research sample to
determine poverty status and misclassification. The
expenditure measure is total outlays,'* a BLS-derived variable
that differs from total quarterly expenditures by including
payments of principal for financed homes and vehicles (rather
than the full purchase price of financed vehicles in the quarter
in which they were purchased).

Outlays summed over four quarters were adjusted to
approximate the resource measure proposed by the NRC
panel. Besides deducting medical out-of-pocket expenditures
from resources, the panel proposed to subtract work ex-
penses, including necessary childcare, and child support
paid by a family member to another family." Income taxes are
not included in the total outlays variable employed in the
measure of economic resources used in this article, so no
subtraction is necessary. By contrast, reported Social Secu-
rity taxes included in the total outlays variable were sub-
tracted. Child support expenditures reported in the CE survey,
which do not represent consumption by the sample consumer
unit, also were subtracted in full from total outlays.

The Census Bureau experimental poverty report estimated
childcare expenditures for families in the March Current
Population Survey. For the misclassification test presented
here, childcare expenditures reported in the CE survey were
used. As proposed by the NRC panel, necessary childcare
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expenses were capped at the level of the Federal dependent-
care tax credit or the earnings of the unit head or spouse,
whichever was lower. Following the method in the NRC and in
Census Bureau reports, other work expenses were estimated
on the basis of a flat amount, multiplied by the number of
weeks the reference person or spouse worked during the
preceding year. Work expenses including necessary childcare
were subtracted from total outlays on the grounds that the
economic resources represented by these expenditures were
not available to purchase any of the items included in the
poverty thresholds.

The remaining expenditures, termed “adjusted total
outlays” in what follows, were deemed to be the total re-
sources available to the consumer unit. The NRC panel
recommended that the measure of economic resources not
include wealth.'® However, CE survey data do not permit the
identification of expenditures financed by reducing wealth,
rather than from current income. So some expenditures fi-
nanced by a reduction in wealth may be included in this
analysis.

Variation in family-type amounts for
medical out-of-pocket expenditures
in the experimental thresholds

To apply the medical out-of-pocket expenditure “risk
factors” from table A-10 of the Census Bureau report to
individual consumer units in the g survey research sample,
the health insurance status of the member of the consumer
unit had to be determined, as did the size of the unit, the
presence or absence of members 65 and older, and the health
of the head of the unit. The size of the unit and the presence
or absence of members 65 and older were read directly from
public-use family interview files. The cE survey does not
ask a general health status question, so units were assigned
a “fair/poor health” factor from table A-10 on the basis of |
whether the reference person or spouse reported illness or |
disability as the reason for not working.

Health insurance status was assigned on the basis of
reports of health insurance coverage from detailed expendi-
ture files. These files contain responses to questions about
coverage of anyone in the unit by private insurance, Medi-
care, and Medicaid during the previous 12 months. In the
analysis presented here, the responses were supplemented
in two ways: if units reported health insurance expenditures,
but no coverage, they were deemed to have been covered at
some point by private health insurance and assigned the
risk factor for that category; if units with members 65 and
older reported no coverage and had no annual health insur-
ance expenditures, they were assigned the public health in-
surance risk factor for their size and health status. Table A-
10 has no risk factor for uninsured families with members
aged 65 or older, because persons 65 or older usually are
eligible for Medicare. In addition, indigent persons 65 or
older and receiving Supplemental Security Income usually
are eligible for Medicaid coverage, and other noninsti-
tutionalized aged Medicare eligibles may receive Medicaid
assistance with Medicare copayments.
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Enabling assumption

The last step before an actual test of poverty misclassification
can be performed is the presentation of an enabling assump-
tion. Weaker than the panel’s assumption that, for purposes
of poverty classification, all medical out-of-pocket spending
is necessary,'” this enabling assumption is nonetheless only
acknowledged, and not proved, here:

Families are no more likely to make discretionary ex-
penditures on shelter that leave insufficient resources
for nonshelter needs than they are to make discre-
tionary medical out-of-pocket expenditures that leave
insufficient resources for nonmedical needs.

Of course, both types of poverty-inducing discretionary
spending may occur, but it is assumed in this article that one
type is no more likely than the other. To estimate poverty
misclassification, either medical out-of-pocket or shelter
spending that leaves a family with remaining spending below
its threshold for other needs will be regarded as nondis-
cretionary spending,

Misclassification tests

Thresholds and expenditures were compared as follows:

Medical out-of-pocket expenditures in the threshold (MIT),
a poverty basket that includes all the items in the NRC
panel’s threshold proposal plus amounts for medical out-
of-pocket expenditures, are compared with adjusted total
outlays.

Medical out-of-pocket expenditures subtracted (Ms), the
same basket as MIT, but with nothing for medical out-of-
pocket expenditures, are compared with adjusted total

outlays minus medical out-of-pocket expenditures.

Medical out-of-pocket expenditures in the threshold, with
shelter subtracted (miTHs), the same basket as miT, but
with nothing for shelter needs, is compared with adjusted
total outlays minus shelter.'

Assuming that units will not make unnecessary medical out-
of-pocket expenditures that leave spending on other needs
below the threshold level, a unit that is not poor according to
MIT, but that is poor according to MS, may be deemed to be
misclassified by MIT. In other words, subtracting actual
medical out-of-pocket spending left remaining spending
below the unit’s MS threshold. For purposes of comparison,
units classified as poor by MIT, but not by MS, also will be
deemed to be misclassified by MIT.'” Similarly, assuming that
units will not spend unnecessarily on shelter to the extent
that other spending falls below the threshold, a unit classified
as not poor under MIT, but poor according to MITHS, will be
judged to be misclassified by MIT.

Table 3 presents results from the preceding exercise. The
Ist and 3rd columns show, respectively, the percentage
misclassified as not poor under the family-type measure of
medical out-of-pocket expenditures used by the MIT thresh-
old and the percentage misclassified as poor under the same
measure and threshold. The Sth column shows the total
misclassification one way or the other due to including
medical out-of-pocket expenditures in the thresholds, and
the 6th column shows the net misclassification. The 7th
through 12th columns offer a similar presentation, but sub-
tracting shelter spending from both MIT and adjusted total
spending. As the NRC panel’s report explained, the effect of
its proposal to omit medical out-of-pocket expenditures from
the thresholds and subtract it from income has the greatest
effect on measured poverty among the aged. So table 3 re-

“Erroneous poverty classification”

Subtracting medical out-of-pocket expenditures

Subtracting shelter

MIT poor
to
Ms not
poor =
misclassified
as poor

MIT not poor
to
MS poor =
misclassifed
as
not poor

Category .
Total
erroneous
poverty
classification

Standard
error

Standard
error

MIT not
poor
to MITHS
poor =
misclassifed
as not
poor

Net
rate
of
change
with
MITHS

MIT poor
to MITHS not
poor =
misclassified
as poor

Net rate
of
change
with MS

Total
erroneous

poverty
classification

Standard
error

Standard
error

3.0
6.1

All units
With aged

3.8
5.5

6.7
10.4

2.9
5.0

NoTE:

geographic factors from Short, ibid.

MIT = medical out-of-pocket expenditures in threshold; ms = medical out-of-pocket expenditures subtracted; miTHs = medical out-of-pocket
| expenditures in threshold, shelter subtracted. miT includes .08 for medical out-of-pocket expenditures, adjusted by equivalence scale from Kathleen Short,
Experimental Poverty Measures: 1999, Current Population Reports P60-219 (U.S. Census Bureau, 2001); shelter share in miT threshold = .41, adjusted by
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peats the misclassification test for all units and for those with
amember aged 65 or older.

In comparison to misclassification with family-type meas-
ures of medical out-of-pocket expenditures, family-type
measures of shelter result in significantly more units mis-
classified as poor (3.8 percent, compared with 1.4 percent)
and also more misclassified as not poor (2.9 percent, as
opposed to 1.6 percent). The same pattern holds for units
with members aged 65 or older. This finding may be surprising
in light of the NRC panel’s assertion that medical out-of-
pocket expenditures vary more than the needs the panel
included in its proposed new threshold. To be sure, the
coefficient of variation, a measure of relative variation that
reflects the relation between a variable’s standard deviation
and its mean, is larger for medical out-of-pocket spending
(114) than for shelter spending (89) in the research sample.
Even controlling for family size and minimizing the likelihood
of discretionary spending by selecting from the research
sample only reference families with adjusted total outlays
between 100 percent and 125 percent of their MIT thresholds,
one obtains a greater coefficient of variation for medical out-
of-pocket spending (93) than for shelter (43). However, the
share of the total threshold represented by shelter, approx-
imately 40 percent in this exercise, is much greater than the
share represented by medical out-of-pocket expenditures, 8
percent for the reference family. The total variance in the
combined needs included in a poverty threshold will be the
sum of the variances of the individual needs, minus any
covariances. To compare how much of the total variation in
threshold needs is due to shelter and how much to medical
out-of-pocket spending, the variance or standard deviation
is amore appropriate measure than the coefficient of variation.
Among reference families in the research sample with adjust-
ed total outlays between 100 percent and 125 percent of their
MIT thresholds, the standard deviation in shelter (3,741) is
much greater than the standard deviation in medical out-of-
pocket expenditures (1,061).

Table 4 presents the distribution of poverty among con-
sumer units by the sex, race, age, marital status, education,
and work limitation of their reference persons and by the
unit’s size, the presence of children and aged members, the
receipt of welfare, and the geographic region in which the
unit is located. The table shows that, although, on net,
including medical out-of-pocket expenditures misclassifies
0.2 percent of units as not poor, the distribution of poverty
according to MIT does not differ significantly from the
distribution according to MS. Nor, in table 5, does the
distribution of poverty rates.

With different choices (for example, the level for the
reference family threshold, the shares of the threshold
deemed to be for medical out-of-pocket expenditures and
shelter, the geographic adjustments, and various equivalence
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scales), levels of both total and net misclassification can be
increased or decreased. However, the patterns exhibited in
table 3 persist in a wide range of alternatives. Both family
measures introduce error, but the differences in misclas-
sification shown in table 3 do not lend support to the conten-
tion that medical out-of-pocket expenditures must be esti-
mated with family-specific measures, whereas a combined
family-type threshold is sufficient for estimating other needs.

Collateral issues

It is noteworthy that the MS expenditure poverty rates shown
in table 5 generally are higher than rates for a comparable
experimental measure, NAS/U,% listed in table 4-3 in the
Census Bureau experimental poverty report. This difference
is due largely to the use in table 5 of a higher reference family
MS threshold than the one used for NAS/U in the Census
Bureau report. To generate an MS reference family threshold
consistent with the MIT threshold from table A-11 of that
report, the misclassification test presented in this article
subtracted 8 percent from $19,527, the share of that threshold
which table A-11 indicated was for medical out-of-pocket
expenditures. That left an MS reference family threshold of
$17,965, or $929 greater than the $17,036 NAS/U reference
family threshold underlying the Census Bureau’s table 4-3.>!
When the data in table S are rerun with an ms reference family
threshold of $17,036, it is found that poverty rates for units
with no members 65 or older are comparable to those in the
Census Bureau report.

Less easy to reconcile are the high poverty rates shown in
table 5 for units with one or more members 65 or older. In table
4-3 of the Census Bureau report, both official income poverty
rates and NAS/U income poverty rates are lower for aged
persons than for all persons. Even when the data in table 5
are rerun with the lower reference family threshold, MS
expenditure poverty rates for units with members 65 or older
are more than twice as high as for younger units,

The difference is similar regardless of whether medical
out-of-pocket expenditures are or are not included in table 5,
so the higher rates for the elderly shown in that table are not
due to higher medical spending among the aged and will not
bias the comparisons of MIT and MS that are the central topic
of this article. However, the high expenditure poverty rates
listed in the table suggest that the distribution of expend-
itures among the aged is different from the distribution of
income among the aged in ways that are relevant to the meas-
urement of poverty. This phenomenon deserves more explo-
ration than can be given here.

THE ANALYSIS PRESENTED IN THESE PAGES finds that needs for
medical out-of-pocket spending may be included in a poverty
threshold with misclassification effects that are no more
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Rl \CX'® Distribution of units classified as poor when adjusted outlays are compared with experimental thresholds
T

1

MIT expenditure poor Ms expenditure poor

Category

Percent of column Standard error’ Percent of column Standard error’

Sex of unit head:
MALB L oo s rerasan s ek awess sa o sE e
Female

| Race of unit head:
White ....
Black ....

Age of unit head, years:

More than five ...

Number of children:

Number in unit 65 years or older:
Zero ....... 5
One ...
Two ...
More than two

Marital status of unit head:
Married
Formerly married..
Never married

Education of unit head:
Underage25 ........ccccceeivviiiiiiiiiiii, .
Did not finish high school ...
Earned high school diploma
Some college .
College degree ) ; 6.3

Receipt of welfare by unit ; ; 5.4
Work limitation of unit head or spouse . [ . 4.7

Region:
Northeast e 5 20.7
Midwest - ’ : 19.8

42.8

16.7

! Standard errors are from replicate weights. medical out-of-pocket expenditures subtracted; miTHs = medical out-of-pocket

. . . expenditures in threshold, shelter subtracted.
NoTe: MIT = medical out-of-pocket expenditures in threshold; ms =
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mstribuﬁon of poverty rates when adjusted outlays are compared with experimental thresholds

MIT MS

Category
Poverty rate Standard error’ Poverty rate Standard error’

All units
Sex of unit head:
Female ...
Race of unit head:

Black .
Other ....

N
(NI N

Age of unit head, years:
Upto21 ...
22to 44 ...

4510 54 ...
55 to 59
60to 64 ...

6.9
1.0
1.2
1.7
1.7
1.8
2.2

Number of children:
| Zero ...
One.
Two .

Number in unit 65 years:
or older;

Zero ...

One.

More than two ...

Marital status of unit head:
Married
Formerly married .
Never married

Education of unit head:
Under age 25
Did not finish high school
Earned high school diploma ...
Some college
College degree

Receipt of welfare by unit

Work limitation of unit head
or spouse : A 216

Region:
Northeast ..... : 16.9
Midwest .... » 13.6
South .. . 19.3

13.0

' Standard errors are from replicate weights. out-of-pocket expenditures subtracted; miTHs = medical out-of-pocket

) . . . expenditures in threshold, shelter subtracted.
Note:  miT= medical out-of-pocket expenditures in threshold; Ms = medical
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severe than those associated with including needs for shelter.
Although imprecision certainly is not desirable in itself, the
finding that medical out-of-pocket expenditures do not have
to be treated as a special case is good news for two reasons.
First, despite Pat Doyle’s good work,” we remain far from
being able to implement the NRC panel’s recommendation for
a “medical care risk index.” Without this companion measure,
the panel’s proposed poverty threshold might not detect the
deprivation of families that forego necessary medical care
because they cannot afford it. Second, subtracting estimates
of each individual family’s out-of-pocket medical expend-
itures as a stage in determining that family’s poverty status

Notes

! Constance P. Citro and Robert T. Michael, eds., Measuring Poverty:
A New Approach (Washington, DC, National Academy Press, 1995).

2 Ibid., pp. 223-37.
2 Ibid., p. 237
4 Ibid., p. 224

5 Table 4-1 in the panel’s report includes a distribution of medical
out-of-pocket spending. Table 1500, “Composition of consumer unit:
annual means, standard errors and coefficient of variation, Consumer
Expenditure Survey, 2003,” produced by the Bureau of Labor Statistics
and on the Internet at www.bls.gov/cex/2003/stnderror/cucomp.pdf,
illustrates the greater relative variation in medical spending than in
spending for food or shelter.

® The panel’s report notes, “The original thresholds implicitly
allowed for some out-of-pocket medical care expenditures in the
multiplier, but not for the fact that such costs differ substantially by
people’s health status and other characteristics” (Citro and Michael,
Measuring Poverty, p. 68).

” The panel recommended that the Department of Labor assess
the costs and benefits of expanding the ce survey with an eye toward
eventually generating official poverty statistics based upon expend-
itures rather than income (/bid., p. 292).

¥ Income and poverty data from the Annual Social and Economic
Supplement to the Current Population Survey (cps) also reflect a
disconnect between the reference periods of their demographic and
economic variables. The demographic unit reflects persons present as
of the March survey date, whereas the reference period for most
income questions is the preceding calendar year.

? E. Raphael Branch, “The Consumer Expenditure Survey: a
comparative analysis,” Monthly Labor Review, December 1994, pp.
Y Y PI
47—53.

10 Citro and Michael, Measuring Poverty, p. 224.
""" A Report on Worst Case Housing Needs in 1999: New Opportunity
Amid Continuing Challenges (U.S. Department of Housing and Urban

Development, 2001)

12 Kathleen Short, Experimental Poverty Measures: 1999, Current
Population Reports p60-216 (U.S. Census Bureau, 2001).

would impose a serious practical burden on agencies that
produce poverty statistics and analysts who use them. The
finding presented here is that there is little empirical evidence

justifying any imposition of that burden.

It is a goal of government assistance programs that apply a
means test for eligibility to accommodate family-specific varia-
tion in need, and some, such as the Food Stamp Program, do by
making adjustments to countable income for unusually high actual
expenditures for shelter and medical care. However, for the statistical
measure of poverty, family-type measures of medical needs
introduce no more errors than do family-type measures of other
needs that are included in poverty thresholds. O

¥ Like the current thresholds, the NRC panel’s thresholds were
estimated for families. For the analysis set forth in this article, the
threshold parameters were applied to all persons in a CE consumer
unit, regardless of whether they were or were not related.

4 John M. Rogers and Maureen B. Gray, “ce data: quintiles of
income vs. quintiles of outlays,” Monthly Labor Review, December
1994, pp. 32-37.

15 Citro and Michael, Measuring Poverty, p.10.
16 Ibid., pp. 214-18.

7 Ibid., pp. 388-89.

'8 For correspondence with the use of cE data in the panel’s report
and in the Census Bureau experimental poverty report, the sum of
spending on shelter plus utilities was subtracted from adjusted total
outlays. Other necessary housing costs, such as the cost of furnishings
and maintenance, are presumed to be included in the multiplier to
provide “a little more” for unspecified needs.

Y The enabling assumption adopted earlier allowed that, under
specific circumstances, the presence of medical need may be inferred
from the presence of medical out-of-pocket expenditures. However,
because families may not be able to afford necessary medical care, the
absence of medical need cannot be inferred from the absence of medical
out-of-pocket expenditures.

20 The NAs/uU, a modification of a measure from the National
Academy of Sciences report, is not standardized to match the official
poverty rate.

2 Short, Experimental Poverty Measures, table A-1. Note that
subtracting 8 percent of the mit level of $19,527 is an approximation
to make the miT and Ms thresholds comparable for this exercise. To
produce a threshold figure without medical out-of-pocket expend-
itures, in accordance with the National Academy of Science approach,
would involve recalculating median expenditures without medical out-
of-pocket spending.

22 Pat Doyle, “Who’s at Risk? Designing a Medical Care Risk
Index,” Poverty Measurement Working Paper (U.S. Bureau of the
Census, 1997), on the Internet at www.census.gov/hhes/poverty/
povmeas/papers/mcrindex.html.
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International Report: Chinq

China’s changing
economy

Lawrence H. Leith

By all accounts, the economy of China
has undergone profound changes over
the last several decades. The changes
began in the late 1970s, shortly after the
death of Mao Zedong, and they have
been accelerating in recent years. Since
1978, when Mao’s successor, Deng
Xiaoping, introduced the first market-
oriented reforms, China has developed
one of the most dynamic and fastest-
growing economies in the world. With
its opening to foreign trade and invest-
ment, its burgeoning stock markets, and
its rapidly growing private sector, China
is well on its way to becoming an ad-
vanced industrial nation, as well as a
major player on the global economic
scene. At the same time, as observers
have noted, the changes have not come
without costs, such as rising income in-
equality between the urban and rural ar-
eas, growing social unrest, and worsen-
ing environmental problems. !

Signs of the changes in China’s
economy abound. They can be seen not
only in the country’s macroeconomic
statistics, but also in the visual evidence
available to a visitor. When making the
Jjourney from the United States to China,
for example, a traveler may notice that
the airports in Beijing and Shanghai dif-
fer little from those in New York, Wash-
ington, and Tokyo: each is a modern,
high-tech facility that essentially
doubles as a shopping mall, with many
of the same kinds of international fast-
food chains, boutiques, and other retail
establishments. Such a traveler might be
surprised at the hotel accommodations

Lawrence H. Leith, an economist in the BLs
Office of Publications and Special Studies,
spent 6 weeks in China during the summer
of 2005 as part of a privately sponsored
cultural and educational exchange program.
The views expressed in this report are the
author’s own and do not represent those of
the Bureau of Labor Statistics. E-mail:
Leith.Lawrence@bls.gov
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available in most Chinese cities, with air-
conditioning, cable television (includ-
ing programming in English), Internet
access, and personal amenities such as
toothpaste, shampoo, and shower gel.

Similarly, a person visiting a major city
in China sees many of the same indica-
tions of commerce and economic activ-
ity that he or she might discern in West-
ern cities: highrise buildings form the
skylines; commercial banks, real estate
offices, and other financial institutions
fill the central business districts; large
department stores, boutiques, grocery
stores, and restaurants provide shop-
ping and refreshment in the downtown
areas; taxis, trucks, private automobiles,
motor scooters, bicycles, and pedestri-
ans crowd the busy streets; and the
ubiquitous street vendors—both li-
censed and unlicensed—hawk their
goods on every corner. Indeed, almost
any consumer product available in the
United States today also can be found
in China. But, in addition to the visible
signs of prosperity and heightened eco-
nomic activity, one sees also unemploy-
ment, inequality, poverty, and pollution.

Some statistical comparisons be-
tween the United States and China help
put the size and potential of the Chinese
economy into perspective.? Although
the land areas of the two countries are
roughly the same, China’s population of
1.3 billion exceeds the U.S. population
by about a billion people. Similarly,
China’s labor force—those working or
looking for work—which reached nearly
800 million in 2005, is more than 5 times
the size of the U.S. labor force. China’s
level of employment reached 744 million
in 2003, and the official (urban) unem-
ployment rate was 4.3 percent. In the
same year, the U.S. economy employed
138 million people and the unemploy-
ment rate in metropolitan areas was 6.0
percent.?

China’s real gross domestic product
(GDP) grew a phenomenal 9.3 percent in
2005, while the U.S. economy’s growth
rate for that period was 3.5 percent. Mea-
sured in terms of purchasing power par-
ity, China’s Gpp totaled $8.2 trillion, or

about $6,300 per capita. Even at the offi-
cial exchange rate, China’s Gop ($1.8 tril-
lion) ranked seventh in the world, just
ahead of Italy’s ($1.7 trillion) and just be-
hind France’s ($2.1 trillion). By compari-
son, U.S. 6pp, second only to that of the
European Union, rose to $12.8 trillion in
2005 ($12.5 trillion in purchasing power
parity), or close to $42,000 per capita.

China’s economic reforms began in
1978, when many of its communes and
collectives were dismantled and replaced
with a “responsibility system,” in which
individual farmers were given greater
choice over what they produce. Legisla-
tion passed the next year permitted for-
eign companies and other economic orga-
nizations or individuals to join with their
Chinese counterparts to establish busi-
nesses in China. The reforms continued
into the 1980s and 1990s and accelerated
after 1994, when passage of the Company
Law laid the groundwork for Western-
style corporate structures.

Another important milestone came in
1997, when the 15th Party Congress
voted to allow many struggling State-
owned enterprises (SOE’s) to go bank-
rupt. Two years later, a constitutional
amendment granted the private sector
equal status with SOE’s. Next, in perhaps
the most striking display of its commit-
ment to being part of the world economy,
China gained entry into the World Trade
Organization in 2001. Then, in 2004, the
Chinese government guaranteed private
property rights in its Constitution, fur-
ther paving the way toward a full-scale
market economy.

Employment trends in China over the
last several decades provide further evi-
dence of the manifold changes that have
occurred since the economic reforms be-
gan.* According to China’s National Bu-
reau of Statistics (NBS), the nation’s
economy employed 402 million people
in 1978, more than two-thirds of whom
worked in primary industries—farming,
forestry, animal husbandry, and fishing.
By 2003, the level of employment had
risen to 744 million, an increase of 85 per-
cent, or about 3.5 percent per year. Dur-
ing that 25-year period, the share of em-
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ployment held by primary industries
dropped from 71 percent to 49 percent,
while the share held by secondary in-
dustries (mining, manufacturing, and
construction) increased from 17 percent
to 22 percent and the share held by fer-
tiary industries (finance, insurance,
real estate, wholesale and retail trade,
and services) increased from 12 percent
to 29 percent. A 2002 Monthly Labor
Review article by Ming Lu and others
concludes that one of the main reasons
for the strong growth in the tertiary in-
dustries is increased privatization,
which they argue is easier in such ter-
tiary industries as trade and services,
due to fewer restrictions and lower
startup costs.’

In terms of employment, China’s
manufacturing industry is the largest in
the world. In a 2005 article in the
Monthly Labor Review, Judith Banis-
ter examines manufacturing employ-
ment during the 1978-2002 period.°
Banister argues that China’s official

estimate of 83 million manufacturing
workers in 2002 probably is under-
stated, with the actual figure closer to
109 million. For perspective, in the same
year, the Group of Seven (G7) major in-
dustrialized nations—Canada, France,

Notes

Germany, Italy, Japan, the United King-
dom, and the United States—employed
a combined total of 53 million manufac-
turing workers. Thus, even by the offi-
cial estimate, China’s manufacturing
employment exceeds that of the entire
G7 by 30 million workers. Despite the
large numbers, however, the industry
has experienced considerable restruc-
turing in recent years, as the effects of
productivity gains and privatization
have begun to take hold, leaving many
workers unemployed.

To take up the slack from failing
State-owned enterprises and other
businesses shedding workers, the Chi-
nese government has been encourag-
ing entrepreneurship and self-employ-
ment by relaxing some of the registry
requirements for starting a business
and by providing training. China’s NBS
estimates that the share of total employ-
ment in SOE’s in 1978 was around 19
percent (75 million workers); by 2003,
that figure had fallen to about 9 percent
(69 million workers). By contrast, the
number of self-employed workers and
the number employed in private enter-
prises, both of which barely registered
in 1978, had grown to 46 million and 43
million, respectively, by 2003.”

Two other areas that demonstrate
China’s changing economy are interna-
tional trade and foreign direct invest-
ment (FDI).® China exported $752.2 bil-
lion worth of goods in 2005, while im-
porting $631.8 billion. More than a fifth
(21.1 percent) of those exports went to
the United States, 17 percent went to
Hong Kong, and 12.4 percent went to
Japan. FDI in China reached $153 billion
innew agreements in 2004. Hong Kong
was the principal investor ($19 billion),
followed by the British Virgin Islands
($6.73 billion), South Korea ($6.25 bil-
lion), Japan ($5.45 billion), and the
United States ($3.94 billion).

Closely related to both international
trade and FDI are the so-called special
economic zones (SEZ’s)—areas with
lower taxes, fewer legal restrictions,
and other incentives designed to en-
courage foreign investment and in-
crease international trade. The SEZ’s
generally import components, raw ma-
terials, machinery, and other inputs to
produce finished goods, primarily for
export. Although these areas represent
only a fraction of China’s overall
economy, they are an important part of
the country’s effort to become inte-
grated into the global economy. O

' For more on the costs of China’s eco-
nomic reforms, see Wayne M. Morrison,
“China’s Economic Conditions,” CRS Issue
Brief for Congress (Congressional Research
Service, March 17, 2006), pp. 10-12.

2 The data cited in this and the subsequent
paragraph are from the cia’s World Factbook:
2005 (Central Intelligence Agency, 2005);
on the Internet at http://www.cia.gov/cia/
publications/factbook/index.html.

3 The overall unemployment rate in the

United States in 2003 also was 6.0 percent.

4 The data cited in this paragraph are from
China Statistical Yearbook: 2004 (National
Bureau of Statistics of China, 2004); on the
Internet at http://www.stats.gov.cn/
english/statisticaldata/yearlydata/
yb2004-e/indexeh.htm.

5 Ming Lu, Jianyong Fan, Shejian Liu, and
Yan Yan, “Employment restructuring during
China’s economic transition,” Monthly Labor
Review, August 2002, pp. 25-31.

Monthly Labor Review

6 Judith Banister, “Manufacturing em-
ployment in China,” Monthly Labor Review,
July 2005, pp. 11-29.

7 China Statistical Yearbook: 2004.

8 Data on imports and exports are from
World Factbook: 2005, data on foreign di-
rect investment are from “Foreign Invest-
ment in China” (Washington, U.S.-China
Business Council, 2005); on the Inter-
net at http://www.uschina.org/statistics/
2005foreigninvestment.html.
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Précis

Analyzing employment
trends

Job growth during the current economic
expansion has been slower than in pre-
vious expansions. During the period from
December 2001 to March 2006, the average
monthly increase in payroll employment
was 77,000. Over a comparable period
following the 1990-91 recession, the
average increase was 168,000. Expla-
nations for slower growth in the current
period tend to focus on factors related to
aggregate demand and labor demand,
such as health care costs, outsourcing,
and productivity growth. But part of the
explanation might relate to supply-side
factors such as slower labor force growth.
Todd E. Clark and Taisuke Nakata of the
Federal Reserve Bank of Kansas City
examine these issues in “The Trend
Growth Rate of Employment: Past, Present,
and Future,” a study published in the
Bank’s Economic Review.

Economists sometimes refer to the
“trend growth rate of employment”—the
number of jobs that must be added each
month to keep pace with population
growth and changing trends in labor force
participation. Common “rule-of-thumb”
estimates of trend growth currently put
the figure at 150,000 jobs per month. This
means that over-the-month changes in
payroll employment exceeding 150,000
generally are interpreted as strong job
growth, while smaller increases are seen
as weak job growth. Such interpretations
have important implications for monetary
and fiscal policy. Clark and Nakata
hypothesize that the current trend growth
rate may be to high: “If trend job growth
were too slow, actual growth in jobs that
appears weak by historical standards
could exceed the new trend rate.” They
find that declining growth rates in the
population and in labor force participation
have led to slower job growth in recent
decades.

The first section of the article analyzes
employment trends from the BLS payroll
and household surveys for the 1955-2005
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period. Clark and Nakata begin by examin-
ing employment growth for the 1955-84
and 1985-2005 periods. Next, in a “simple
approach” to separating trend growth
from business cycle influences the authors
look at employment changes from peak to
peak in the business cycles. Third, they
analyze job growth using more sophi-
sticated statistical methods that separate
the trend and cyclical components of
employment growth. Clark and Nakata
conclude that all three results suggest that
employment growth has slowed con-
siderably since 1955.

The second part of the article analyzes
various employment projections for the
2005-15 period. The authors argue that
combining information from several
forecasts might provide a more accurate
estimate than individual forecasts. Noting
that BLS and other Government agencies
expect payroll employment to increase by
1.0 to 1.3 percent annually during the
2005-15 period, Clark and Nakata estimate
a trend growth rate for the coming decade
of 1.1 percent per year, or about 120,000
jobs per month. They point out, however,
that a reasonable confidence interval
ranges from 0.8 to 1.3 percent annually, or
85,000 to 150,000 jobs per month.

Household spending on
energy

The urban population of the United States
devoted an average of 8.0 percent of their
total annual expenditures to energy over
the 1982-2004 period. The share of total
expenditures allocated to the purchase of
gasoline and motor oil was 3.8 percent;
electricity accounted for 2.8 percent of
total spending, and natural gas and fuel
oil accounted for the remainder.

The share of the household budget
spent on energy consumption at different
times and by various groups is the subject
of “Household energy expenditures,
1982-2005,” by David B. Cashin and Leslie
McGranahan (Chicago Fed Letter, June
2006).

The share of household spending
devoted to energy expenditures—which
is a function of energy prices, quantities
consumed, and total expenditures—was
atits recent high in the early 1980s. During
that period, energy expenditures averaged
11 percent of the household budget.
Between 1990 and 2004, household
spending on energy dropped to an aver-
age of 7 percent of expenditures. For last
year, 2005, the authors estimate that
households saw 8.5 percent of their
spending go for energy products.

Until 2005, the inflation-adjusted price
of gasoline, the largest component of
energy consumption, has been below its
1982 level. However, prices of electricity
have gradually declined since the 1980s.
Natural gas prices rose through the mid-
1980s, fell during the late-1980s and 1990s,
and have risen since 2000. Per household
consumption of gasoline has remained
relatively steady during this period, while
natural gas consumption has declined and
consumption of electricity has increased.

A look at energy expenditures among
income quartiles shows that the energy’s
share of expenditures decreases as income
increases. The bottom income quartile,
with the lowest income, had the highest
share of energy spending. This would be
attributable to the fact that home energy,
like food, is a basic necessity.

A comparison of energy expenditures
of elderly and non-elderly consumers
shows that while energy spending as a
whole is nearly the same for both groups,
the allocation of expenditures among the
various types of energy is somewhat
different: the elderly spend less on gaso-
line and more on electricity, natural gas,
and fuel oil. This is not too surprising,
given that elderly persons are likely to be
retired, while the non-elderly are likely to
be commuting to work by car.

The authors’ analysis of differences in
energy expenditures among various
groups yields the same results in different
periods and at different energy price
levels. O
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Book Review

Leaving scientific careers

Leaving Science: Occupational Exit
from Scientific Careers. By Anne E.
Preston. New York, Russell Sage
Foundation, 2004, 208 pp., $37.50/
hardback.

During the last 30 years, there has been
a reduction in the percentage of U.S.-
born men choosing science and engi-
neering majors and an accompanying
decline in the number of bachelor’s and
doctoral degrees awarded in those
fields. At the same time, both govern-
mental and private organizations have
financed programs to attract young
women students to science and engi-
neering. This has been successful, and
the percentage of natural science and
engineering degrees awarded to women
has increased from 12 percent in 1970 to
38 percent in 2002. Much attention has
been focused on these two phenomena.
However, the other end of the pipeline
has not received its due share of atten-
tion. During this same time period, the
number of professionals leaving science
for other careers has dramatically in-
creased. Anne Preston, an economics
professor at Haverford College, wrote
Leaving Science: Occupational Exit
from Scientific Careers to focus atten-
tion on this problem and to provide rea-
sons for it and possible solutions.
Preston used three different data sets
in her research. The first was a strati-
fied systematic sample collected by the
National Science Foundation in 1982 of
more than 100,000 respondents to the
1980 census who had reported they were
scientists. The survey respondents
were resurveyed in 1984, 1986, and 1989.
Although the data were helpful in es-
tablishing national patterns of exit from
science during a specified time period,

they had several limitations. Conse-
quently, Preston relied more heavily on
the second and third data sets. The sec-
ond data set was the result of a work-
history survey sent to the population
of active female alumnae and a random
sample of active male alumni who re-
ceived degrees in science, math, or en-
gineering from an unnamed large public
university in the Northeast from the mid-
1960s to 1991. Approximately 35 per-
cent, or 1,668, of the surveys were com-
pleted and returned. The third data set
was a subset of the second. From these
1,688 respondents, 26 pairs of women
and another 26 pairs of men were se-
lected to participate in interviews con-
cerning both their education and career
experiences.

The research shows that the prob-
lem begins early, as 36.5 percent of the
female and 27.4 percent of the male sci-
ence graduates left science even before
they entered the labor market, that is,
they took a nonscientific job or none at
all. For those having held a job in a
scientific field, both men and women
were more likely to leave for nonscience
employment than to remain unemployed.
Women were 50 percent more likely to
exit for nonscience employment, and
more than 230 percent more likely (330
percent as likely) to exit employment al-
together, with about 45 percent of those
women doing so in order to care for their
family.

Preston delved deeply into the effect
of family responsibilities (spouse and
children) on career outcomes and the
differences between the genders in this
area. She found that family responsi-
bilities “commonly result in the reallo-
cation of the women’s time away from
work and toward the family,” while “for
a man [they] lead to a reallocation of
time toward work to increase the size
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and stability of his income.” Further-
more, women are much more likely to
sacrifice their careers in order for their
husbands to advance theirs than vice
versa. On the other hand, women are
also much more likely to feel that they
can leave their careers in science be-
cause they have a financial cushion from
their husband’s income.

Preston states that there are several
factors that contribute to a person’s de-
cision to exit the scientific field. These
factors include low pay and lack of op-
portunity, inadequate or no mentoring,
discontent with science itself, accelerat-
ing knowledge growth in one’s area of
expertise, and gender discrimination.

Low pay and lack of opportunity
were the primary reasons cited by male
scientists exiting the field, while for fe-
males, these reasons were mentioned,
but were seldom the major causes of exit.
Having a mentor in college and early in
one’s scientific career has a crucial im-
pact on whether one stays in the field.
However, men and women receive
mentoring at significantly different
rates. Primarily because males domi-
nate the scientific field, young male
scientists are much more likely than
females to receive good mentoring,
both formal and informal. Discontent
with science itself is another reason for
exit that has a significant gender dif-
ference; female scientists are more in-
clined to be dissatisfied with the lack
of personal contact and unemotional
nature of their work. However, both
men and women who exited science
related that they found alternative ca-
reers more interesting and rewarding.
The requirement of constantly updat-
ing skills in fields where knowledge
growth is accelerating is often a factor
leading to exit from science. Once again
this weighs more heavily on females,
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who usually have less time during
nonwork hours to devote to study. On
the matter of gender discrimination,
Preston writes, “While perceptions of
discriminatory treatment and unequal
opportunities were not a direct cause of
exit for any of the interviewed women, a
majority of the women recalled instances
when they felt that they were not re-
spected or not treated appropriately
solely because of their gender.”
Preston has done an incisive analy-
sis of the national and university data
sets. She draws her conclusions based
upon rigorous statistical analysis and,

as an economist, in a few cases also pro-
vides explanations in terms of economic
theories, for example, using the human
capital theory to explain why “income-
seeking” scientists leave the field. The
interviews provide a more indepth un-
derstanding of the reasons for exit than
would have been obtained from relying
only on the survey data. Numerous
quotes from interviewees give the reader
a more personal aspect and allow the
reader to empathize with interviewees.
This book is a valuable addition to the
literature on the subject as it describes
the first significant examination of this

worrisome increasing trend of exit from
scientific careers. Furthermore, the policy
recommendations it includes are realis-
tic, and most of them have already been
implemented in some places, but now just
need to be expanded. Serious consider-
ation should be given to these recom-
mendations if the United States is to main-
tain a healthy scientific workforce.

—Ronald Johnson

Office of Prices and
Living Conditions,
Bureau of Labor Statistics
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Current Labor Statistics

Notes on labor statistics

Labor compensation and collective
bargaining data

Comparative indicators

1. Labor market indicators

2. Annual and quarterly percent changes in
compensation, prices, and productivity

3. Alternative measures of wages and
compensation changes 34

30. Employment Cost Index, compensation
31. Employment Cost Index, wages and salaries
32. Employment Cost Index, benefits, private industry
33. Employment Cost Index, private nonfarm workers,

by bargaining status, region, and area size
. Participants in benefit plans, medium and large firms ...... 111
35. Participants in benefits plans, small firms

and government

36. Work stoppages involving 1,000 workers or more

Labor force data

. Employment status of the population,
seasonally adjusted H
. Selected employment indicators, Pnce dcta
seasonally adjusted 37
. Selected unemployment indicators,
seasonally adjusted 38
. Duration of unemployment,
seasonally adjusted 39
. Unemployed persons by reason for unemployment,
seasonally adjusted 40
. Unemployment rates by sex and age, 41
seasonally adjusted
. Unemployment rates by State, 42
seasonally adjusted
. Employment of workers by State, 43
seasonally adjusted
. Employment of workers by industry, 44
seasonally adjusted
. Average weekly hours by industry, 45
seasonally adjusted 46
. Average hourly earnings by industry, 47
seasonally adjusted
. Average hourly earnings by industry
. Average weekly earnings by industry
. Diffusion indexes of employment change,
seasonally adjusted
. Job openings levels and rates, by industry and regions,
seasonally adjusted
. Hires levels and rates by industry and region,

. Consumer Price Index: U.S. city average, by expenditure
category and commodity and service groups

. Consumer Price Index: U.S. city average and
local data, all items

. Annual data: Consumer Price Index, all items
and major groups

. Producer Price Indexes by stage of processing

. Producer Price Indexes for the net output of major
industry groups

. Annual data: Producer Price Indexes
by stage of processing

. U.S. export price indexes by Standard International
Trade Classification

. U.S. import price indexes by Standard International
Trade Classification

. U.S. export price indexes by end-use category

. U.S. import price indexes by end-use category

. U.S. international price indexes for selected
categories of services

Productivity data

48. Indexes of productivity, hourly compensation,
and unit costs, data seasonally adjusted
49. Annual indexes of multifactor productivity

seasonally adjusted

. Separations levels and rates by industry and region,
seasonally adjusted

. Quits levels and rates by industry and region,

seasonally adjusted

. Quarterly Census of Employment and Wages,

10 largest counties

. Quarterly Census of Employment and Wages, by State..
. Annual data: Quarterly Census of Employment

and Wages, by ownership

. Annual data: Quarterly Census of Employment and Wages,
establishment size and employment, by supersector ...
. Annual data: Quarterly Census of Employment and
Wages, by metropolitan area

. Annual data: Employment status of the population

. Annual data: Employment levels by industry

. Annual data: Average hours and earnings level,

by industry

96

50. Annual indexes of productivity, hourly compensation,
unit costs, and prices

51. Annual indexes of output per hour for select
industries

International comparisons data

52. Unemployment rates in nine countries,
seasonally adjusted

53. Annual data: Employment status of the civilian
working-age population, 10 countries

54. Annual indexes of productivity and related measures,
15 economies

Injury and lliness data

55. Annual data: Occupational injury and illness
56. Fatal occupational injuries by event or exposure

Monthly Labor Review June 2006

5://fraser.stlouisfed.org
eral Reserve Bank of St. Louis




Notes on Current Labor Statistics

This section of the Review presents the prin-
cipal statistical series collected and calcu-
lated by the Bureau of Labor Statistics:
series on labor force, employment; unem-
ployment; labor compensation; consumer,
producer, and international prices; produc-
tivity; international comparisons; and injury
and illness statistics. In the notes that fol-
low, the data in each group of tables are
briefly described; key definitions are given;
notes on the data are set forth; and sources
of additional information are cited.

General notes

The following notes apply to several tables
in this section:

Seasonal adjustment. Certain monthly
and quarterly data are adjusted to eliminate
the effect on the data of such factors as cli-
matic conditions, industry production
schedules, opening and closing of schools,
holiday buying periods, and vacation prac-
tices, which might prevent short-term evalu-
ation of the statistical series. Tables contain-
ing data that have been adjusted are identi-
fied as “seasonally adjusted.” (All other
data are not seasonally adjusted.) Seasonal
effects are estimated on the basis of current
and past experiences. When new seasonal
factors are computed each year, revisions
may affect seasonally adjusted data for sev-
eral preceding years.

Seasonally adjusted data appear in tables
1-14, 17-21, 48, and 52. Seasonally ad-
justed labor force data in tables 1 and 4-9
were revised in the February 2005 issue of
the Review. Seasonally adjusted establish-
ment survey data shown in tables 1, 12—14,
and 17 were revised in the March 2005 Re-
view. A brief explanation of the seasonal
adjustment methodology appears in “Notes
on the data.”

Revisions in the productivity data in
table 54 are usually introduced in the Sep-
tember issue. Seasonally adjusted indexes
and percent changes from month-to-month
and quarter-to-quarter are published for nu-
merous Consumer and Producer Price In-
dex series. However, seasonally adjusted in-
dexes are not published for the U.S. aver-
age All-Items cp1. Only seasonally adjusted
percent changes are available for this series.

Adjustments for price changes. Some
data—such as the “real” earnings shown in
table 14—are adjusted to eliminate the ef-
fect of changes in price. These adjustments
are made by dividing current-dollar values
by the Consumer Price Index or the appro-
priate component of the index, then multi-
plying by 100. For example, given a current
hourly wage rate of $3 and a current price
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index number of 150, where 1982 = 100,
the hourly rate expressed in 1982 dollars is
$2 ($3/150 x 100 = $2). The $2 (or any other
resulting values) are described as “real,”
“constant,” or “1982” dollars.

Sources of information

Data that supplement the tables in this sec-
tion are published by the Bureau in a vari-
ety of sources. Definitions of each series and
notes on the data are contained in later sec-
tions of these Notes describing each set of
data. For detailed descriptions of each data
series, see BLS Handbook of Methods, Bul-
letin 2490. Users also may wish to consult
Major Programs of the Bureau of Labor Sta-
tistics, Report 919. News releases provide
the latest statistical information published
by the Bureau; the major recurring releases
are published according to the schedule ap-
pearing on the back cover of this issue.

More information about labor force, em-
ployment, and unemployment data and the
household and establishment surveys under-
lying the data are available in the Bureau’s
monthly publication, Employment and
Earnings. Historical unadjusted and season-
ally adjusted data from the household sur-
vey are available on the Internet:

www.bls.gov/cps/
Historically comparable unadjusted and sea-
sonally adjusted data from the establishment
survey also are available on the Internet:
www.bls.gov/ces/
Additional information on labor force data
for areas below the national level are pro-
vided in the BLs annual report, Geographic
Profile of Employment and Unemployment.

For a comprehensive discussion of the
Employment Cost Index, see Employment
Cost Indexes and Levels, 1975-95, BLS Bul-
letin 2466. The most recent data from the
Employee Benefits Survey appear in the fol-
lowing Bureau of Labor Statistics bulletins:
Employee Benefits in Medium and Large
Firms; Employee Benefits in Small Private
Establishments, and Employee Benefits in
State and Local Governments.

More detailed data on consumer and pro-
ducer prices are published in the monthly
periodicals, The cpi Detailed Report and
Producer Price Indexes. For an overview of
the 1998 revision of the cp1, see the Decem-
ber 1996 issue of the Monthly Labor Re-
view. Additional data on international prices
appear in monthly news releases.

Listings of industries for which produc-
tivity indexes are available may be found
on the Internet:

www.bls.gov/Ipc/
For additional information on interna-

tional comparisons data, see International
Comparisons of Unemployment, Bulletin
1979.

Detailed data on the occupational injury
and illness series are published in Occupa-
tional Injuries and Illnesses in the United
States, by Industry, a BLs annual bulletin.

Finally, the Monthly Labor Review car-
ries analytical articles on annual and longer
term developments in labor force, employ-
ment, and unemployment; employee com-
pensation and collective bargaining; prices;
productivity; international comparisons;
and injury and illness data.

Symbols

not elsewhere classified.

not elsewhere specified.
preliminary. To increase the time-
liness of some series, preliminary
figures are issued based on repre-
sentative but incomplete returns.
revised. Generally, this revision
reflects the availability of later
data, but also may reflect other
adjustments.

n.e.c. =
n.es. =

p =

Comparative Indicators

(Tables 1-3)

Comparative indicators tables provide an
overview and comparison of major BLS sta-
tistical series. Consequently, although many
of the included series are available monthly,
all measures in these comparative tables are
presented quarterly and annually.

Labor market indicators include em-
ployment measures from two major surveys
and information on rates of change in com-
pensation provided by the Employment
Cost Index (Ec1) program. The labor force
participation rate, the employment-popula-
tion ratio, and unemployment rates for ma-
jor demographic groups based on the Cur-
rent Population (“household”) Survey are
presented, while measures of employment
and average weekly hours by major indus-
try sector are given using nonfarm payroll
data. The Employment Cost Index (compen-
sation), by major sector and by bargaining
status, is chosen from a variety of BLS
compensation and wage measures because
it provides a comprehensive measure of
employer costs for hiring labor, not just
outlays for wages, and it is not affected
by employment shifts among occupations
and industries.

Data on changes in compensation,
prices, and productivity are presented in
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table 2. Measures of rates of change of com-
pensation and wages from the Employment
Cost Index program are provided for all ci-
vilian nonfarm workers (excluding Federal
and household workers) and for all private
nonfarm workers. Measures of changes in
consumer prices for all urban consumers;
producer prices by stage of processing; over-
all prices by stage of processing; and over-
all export and import price indexes are
given. Measures of productivity (output per
hour of all persons) are provided for major
sectors.

Alternative measures of wage and
compensation rates of change, which re-
flect the overall trend in labor costs, are sum-
marized in table 3. Differences in concepts
and scope, related to the specific purposes
of the series, contribute to the variation in
changes among the individual measures.

Notes on the data

Definitions of each series and notes on the
data are contained in later sections of these
notes describing each set of data.

Employment and

Unemployment Data

(Tables 1; 4-29)
Household survey data

Description of the series

Employment data in this section are ob-
tained from the Current Population Survey,
a program of personal interviews conducted
monthly by the Bureau of the Census for the
Bureau of Labor Statistics. The sample con-
sists of about 60,000 households selected to
represent the U.S. population 16 years of
age and older. Households are interviewed
on a rotating basis, so that three-fourths of
the sample is the same for any 2 consecu-
tive months.

Definitions

Employed persons include (1) all those
who worked for pay any time during the
week which includes the 12th day of the
month or who worked unpaid for 15 hours
or more in a family-operated enterprise and
(2) those who were temporarily absent from
their regular jobs because of illness, vaca-
tion, industrial dispute, or similar reasons.
A person working at more than one job is
counted only in the job at which he or she
worked the greatest number of hours.
Unemployed persons are those who did

not work during the survey week, but were
available for work except for temporary ill-
ness and had looked for jobs within the pre-
ceding 4 weeks. Persons who did not look
for work because they were on layoffare also
counted among the unemployed. The unem-
ployment rate represents the number unem-
ployed as a percent of the civilian labor force.
The civilian labor force consists of all
employed or unemployed persons in the ci-
vilian noninstitutional population. Persons
not in the labor force are those not classi-
fied as employed or unemployed. This group
includes discouraged workers, defined as
persons who want and are available for a
job and who have looked for work some-
time in the past 12 months (or since the end
of their last job if they held one within the
past 12 months), but are not currently look-
ing, because they believe there are no jobs
available or there are none for which they
would qualify. The civilian noninstitu-
tional population comprises all persons 16
years of age and older who are not inmates
of penal or mental institutions, sanitariums,
or homes for the aged, infirm, or needy. The
civilian labor force participation rate is
the proportion of the civilian nonin-
stitutional population that is in the labor
force. The employment-population ratio is
employment as a percent of the civilian
noninstitutional population.

Notes on the data

From time to time, and especially after a de-
cennial census, adjustments are made in the
Current Population Survey figures to cor-
rect for estimating errors during the
intercensal years. These adjustments affect
the comparability of historical data. A de-
scription of these adjustments and their ef-
fect on the various data series appears in the
Explanatory Notes of Employment and
Earnings. For a discussion of changes in-
troduced in January 2003, see “Revisions
to the Current Population Survey Effective
in January 2003” in the February 2003 is-
sue of Employment and Earnings (available
on the BLS Web site at www.bls.gov/cps/
rveps03.pdf).

Effective in January 2003, BLS began us-
ing the X-12 ARIMA seasonal adjustment pro-
gram to seasonally adjust national labor force
data. This program replaced the X-11 ARIMA
program which had been used since January
1980. See “Revision of Seasonally Adjusted
Labor Force Series in 2003,” in the Feb-
ruary 2003 issue of Employment and
Earnings (available on the BLs Web site
at www.bls.gov/cps/cpsrs.pdf) for a discus-
sion of the introduction of the use of X-12

ARIMA for seasonal adjustment of the labor
force data and the effects that it had on the
data.

At the beginning of each calendar year,
historical seasonally adjusted data usually
are revised, and projected seasonal adjust-
ment factors are calculated for use during
the January—June period. The historical sea-
sonally adjusted data usually are revised for
only the most recent 5 years. In July, new
seasonal adjustment factors, which incorpo-
rate the experience through June, are pro-
duced for the July-December period, but no
revisions are made in the historical data.

FOR ADDITIONAL INFORMATION On na-
tional household survey data, contact the
Division of Labor Force Statistics: (202)
691-6378.

Establishment survey data

Description of the series

Employment, hours, and earnings data in
this section are compiled from payroll
records reported monthly on a voluntary ba-
sis to the Bureau of Labor Statistics and its
cooperating State agencies by about
160,000 businesses and government agen-
cies, which represent approximately
400,000 individual worksites and represent
all industries except agriculture. The active
CES sample covers approximately one-third
of all nonfarm payroll workers. Industries
are classified in accordance with the 2002
North American Industry Classification Sys-
tem. In most industries, the sampling prob-
abilities are based on the size of the estab-
lishment; most large establishments are
therefore in the sample. (An establishment
is not necessarily a firm; it may be a branch
plant, for example, or warehouse.) Self-em-
ployed persons and others not on a regular
civilian payroll are outside the scope of the
survey because they are excluded from estab-
lishment records. This largely accounts for
the difference in employment figures between
the household and establishment surveys.

Definitions

An establishment is an economic unit
which produces goods or services (such as
a factory or store) at a single location and is
engaged in one type of economic activity.
Employed persons are all persons who
received pay (including holiday and sick
pay) for any part of the payroll period in-
cluding the 12th day of the month. Persons
holding more than one job (about 5 percent
of all persons in the labor force) are counted
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in each establishment which reports them.

Production workers in the goods-pro-
ducing industries cover employees, up
through the level of working supervisors,
who engage directly in the manufacture or
construction of the establishment’s product.
In private service-providing industries, data
are collected for nonsupervisory workers,
which include most employees except those
in executive, managerial, and supervisory
positions. Those workers mentioned in
tables 11-16 include production workers in
manufacturing and natural resources and
mining; construction workers in construc-
tion; and nonsupervisory workers in all pri-
vate service-providing industries. Produc-
tion and nonsupervisory workers account
for about four-fifths of the total employment
on private nonagricultural payrolls.

Earnings are the payments production
or nonsupervisory workers receive during
the survey period, including premium pay
for overtime or late-shift work but exclud-
ing irregular bonuses and other special
payments. Real earnings are earnings ad-
Jjusted to reflect the effects of changes in
consumer prices. The deflator for this se-
ries is derived from the Consumer Price In-
dex for Urban Wage Earners and Clerical
Workers (CPI-w).

Hours represent the average weekly
hours of production or nonsupervisory
workers for which pay was received, and are
different from standard or scheduled hours.
Overtime hours represent the portion of av-
erage weekly hours which was in excess of
regular hours and for which overtime pre-
miums were paid.

The Diffusion Index represents the per-
cent of industries in which employment was
rising over the indicated period, plus one-
half of the industries with unchanged em-
ployment; 50 percent indicates an equal bal-
ance between industries with increasing and
decreasing employment. In line with Bureau
practice, data for the 1-, 3-) and 6-month
spans are seasonally adjusted, while those
for the 12-month span are unadjusted. Table
17 provides an index on private nonfarm
employment based on 278 industries, and a
manufacturing index based on 84 industries.
These indexes are useful for measuring the
dispersion of economic gains or losses and
are also economic indicators.

Notes on the data

Establishment survey data are annually ad-
justed to comprehensive counts of employ-
ment (called “benchmarks”). The March
2003 benchmark was introduced in Febru-
ary 2004 with the release of data for Janu-
ary 2004, published in the March 2004 is-
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sue of the Review. With the release in June
2003, cEs completed a conversion from the
Standard Industrial Classification (SIC) sys-
tem to the North American Industry Classi-
fication System (NAICS) and completed the
transition from its original quota sample de-
sign to a probability-based sample design.
The industry-coding update included recon-
struction of historical estimates in order to
preserve time series for data users. Nor-
mally 5 years of seasonally adjusted data are
revised with each benchmark revision.
However, with this release, the entire new
time series history for all CEs data series
were re-seasonally adjusted due to the NAICS
conversion, which resulted in the revision
of all CEs time series.

Also in June 2003, the CES program in-
troduced concurrent seasonal adjustment for
the national establishment data. Under this
methodology, the first preliminary estimates
for the current reference month and the re-
vised estimates for the 2 prior months will
be updated with concurrent factors with
each new release of data. Concurrent sea-
sonal adjustment incorporates all available
data, including first preliminary estimates
for the most current month, in the adjustment
process. For additional information on all of
the changes introduced in June 2003, see the
June 2003 issue of Employment and Earnings
and “Recent changes in the national Current
Employment Statistics survey,” Monthly La-
bor Review, June 2003, pp. 3-13.

Revisions in State data (table 11) oc-
curred with the publication of January 2003
data. For information on the revisions for
the State data, see the March and May 2003
issues of Employment and Earnings, and
“Recent changes in the State and Metropoli-
tan Area CEs survey,” Monthly Labor Re-
view, June 2003, pp. 14-19.

Beginning in June 1996, the BLS uses the
X-12-ARIMA methodology to seasonally ad-
Just establishment survey data. This proce-
dure, developed by the Bureau of the Cen-
sus, controls for the effect of varying sur-
vey intervals (also known as the 4- versus
5-week effect), thereby providing improved
measurement of over-the-month changes
and underlying economic trends. Revisions
of data, usually for the most recent 5-year
period, are made once a year coincident with
the benchmark revisions.

In the establishment survey, estimates for
the most recent 2 months are based on in-
complete returns and are published as pre-
liminary in the tables (12—17 in the Review).
When all returns have been received, the es-
timates are revised and published as “final”
(prior to any benchmark revisions) in the

third month of their appearance. Thus, De-
cember data are published as preliminary in
January and February and as final in March.
For the same reasons, quarterly establish-
ment data (table 1) are preliminary for the
first 2 months of publication and final in the
third month. Fourth-quarter data are pub-
lished as preliminary in January and Febru-
ary and as final in March.

FOR ADDITIONAL INFORMATION on estab-
lishment survey data, contact the Division
of Current Employment Statistics: (202)
691-6555.

Unemployment data by
State

Description of the series

Data presented in this section are obtained
from the Local Area Unemployment Statis-
tics (LAUS) program, which is conducted in
cooperation with State employment security
agencies.

Monthly estimates of the labor force,
employment, and unemployment for States
and sub-State areas are a key indicator of
local economic conditions, and form the ba-
sis for determining the eligibility of an area
for benefits under Federal economic assis-
tance programs such as the Job Training
Partnership Act. Seasonally adjusted unem-
ployment rates are presented in table 10.
Insofar as possible, the concepts and defi-
nitions underlying these data are those
used in the national estimates obtained
from the Cps.

Notes on the data

Data refer to State of residence. Monthly
data for all States and the District of Co-
lumbia are derived using standardized pro-
cedures established by BLS. Once a year,
estimates are revised to new population con-
trols, usually with publication of January
estimates, and benchmarked to annual aver-
age CPs levels.

FOR ADDITIONAL INFORMATION on data in
this series, call (202) 691-6392 (table 10)
or (202) 691-6559 (table 11).

Quarterly Census of
Employment and Wages

Description of the series

Employment, wage, and establishment data
in this section are derived from the quar-
terly tax reports submitted to State em-
ployment security agencies by private and
State and local government employers sub-
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ject to State unemployment insurance (ur)
laws and from Federal, agencies subject
to the Unemployment Compensation for
Federal Employees (ucrg) program. Each
quarter, State agencies edit and process the
data and send the information to the Bu-
reau of Labor Statistics.

The Quarterly Census of Employment
and Wages (QCEW) data, also referred as Es-
202 data, are the most complete enumeration
of employment and wage information by in-
dustry at the national, State, metropolitan
area, and county levels. They have broad eco-
nomic significance in evaluating labor mar-
ket trends and major industry developments.

Definitions

In general, the Quarterly Census of Employ-
ment and Wages monthly employment data
represent the number of covered workers
who worked during, or received pay for, the
pay period that included the 12th day of the
month. Covered private industry employ-
ment includes most corporate officials, ex-
ecutives, supervisory personnel, profession-
als, clerical workers, wage earners, piece
workers, and part-time workers. [t excludes
proprietors, the unincorporated self-em-
ployed, unpaid family members, and certain
farm and domestic workers. Certain types
of nonprofit employers, such as religious or-
ganizations, are given a choice of coverage
or exclusion in a number of States. Workers
in these organizations are, therefore, re-
ported to a limited degree.

Persons on paid sick leave, paid holiday,
paid vacation, and the like, are included. Per-
sons on the payroll of more than one firm
during the period are counted by each ur-
subject employer if they meet the employ-
ment definition noted earlier. The employ-
ment count excludes workers who earned no
wages during the entire applicable pay pe-
riod because of work stoppages, temporary
layoffs, illness, or unpaid vacations.

Federal employment data are based on
reports of monthly employment and quar-
terly wages submitted each quarter to State
agencies for all Federal installations with
employees covered by the Unemployment
Compensation for Federal Employees (ucre)
program, except for certain national secu-
rity agencies, which are omitted for security
reasons. Employment for all Federal agen-
cies for any given month is based on the
number of persons who worked during or
received pay for the pay period that included
the 12th of the month.

An establishment is an economic unit,
such as a farm, mine, factory, or store, that
produces goods or provides services. It is

typically at a single physical location and
engaged in one, or predominantly one, type
of economic activity for which a single in-
dustrial classification may be applied. Oc-
casionally, a single physical location encom-
passes two or more distinct and significant
activities. Each activity should be reported
as a separate establishment if separate
records are kept and the various activi-
ties are classified under different NAICS
industries.

Most employers have only one establish-
ment; thus, the establishment is the predomi-
nant reporting unit or statistical entity for
reporting employment and wages data. Most
employers, including State and local govern-
ments who operate more than one establish-
ment in a State, file a Multiple Worksite Re-
port each quarter, in addition to their quar-
terly ur report. The Multiple Worksite Re-
port is used to collect separate employment
and wage data for each of the employer’s
establishments, which are not detailed on the
u1 report. Some very small multi-establish-
ment employers do not file a Multiple
Worksite Report. When the total employ-
ment in an employer’s secondary establish-
ments (all establishments other than the larg-
est) is 10 or fewer, the employer generally
will file a consolidated report for all estab-
lishments. Also, some employers either can-
not or will not report at the establishment
level and thus aggregate establishments into
one consolidated unit, or possibly several
units, though not at the establishment level.

For the Federal Government, the report-
ing unit is the installation: a single loca-
tion at which a department, agency, or other
government body has civilian employees.
Federal agencies follow slightly different cri-
teria than do private employers when break-
ing down their reports by installation. They
are permitted to combine as a single state-
wide unit: 1) all installations with 10 or fewer
workers, and 2) all installations that have a
combined total in the State of fewer than 50
workers. Also, when there are fewer than 25
workers in all secondary installations in a
State, the secondary installations may be
combined and reported with the major in-
stallation. Last, if a Federal agency has fewer
than five employees in a State, the agency
headquarters office (regional office, district
office) serving each State may consolidate
the employment and wages data for that State
with the data reported to the State in which
the headquarters is located. As a result of
these reporting rules, the number of report-
ing units is always larger than the number
of employers (or government agencies) but
smaller than the number of actual establish-
ments (or installations).

Data reported for the first quarter are
tabulated into size categories ranging from
worksites of very small size to those with
1,000 employees or more. The size category
is determined by the establishment’s March
employment level. It is important to note that
each establishment of a multi-establishment
firm is tabulated separately into the appro-
priate size category. The total employment
level of the reporting multi-establishment
firm is not used in the size tabulation.

Covered employers in most States report
total wages paid during the calendar quar-
ter, regardless of when the services were per-
formed. A few State laws, however, specify
that wages be reported for, or based on the
period during which services are performed
rather than the period during which com-
pensation is paid. Under most State laws or
regulations, wages include bonuses, stock
options, the cash value of meals and lodg-
ing, tips and other gratuities, and, in some
States, employer contributions to certain de-
ferred compensation plans such as 401(k)
plans.

Covered employer contributions for old-
age, survivors, and disability insurance
(oaspi), health insurance, unemployment in-
surance, workers’ compensation, and private
pension and welfare funds are not reported
as wages. Employee contributions for the
same purposes, however, as well as money
withheld for income taxes, union dues, and
so forth, are reported even though they are
deducted from the worker’s gross pay.

Wages of covered Federal workers rep-
resent the gross amount of all payrolls for
all pay periods ending within the quarter.
This includes cash allowances, the cash
equivalent of any type of remuneration, sev-
erance pay, withholding taxes, and retire-
ment deductions. Federal employee remu-
neration generally covers the same types of
services as for workers in private industry.

Average annual wage per employee for
any given industry are computed by divid-
ing total annual wages by annual average em-
ployment. A further division by 52 yields
average weekly wages per employee. Annual
pay data only approximate annual earnings
because an individual may not be employed
by the same employer all year or may work
for more than one employer at a time.

Average weekly or annual wage is af-
fected by the ratio of full-time to part-time
workers as well as the number of individu-
als in high-paying and low-paying occupa-
tions. When average pay levels between
States and industries are compared, these
factors should be taken into consideration.
For example, industries characterized by
high proportions of part-time workers will
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show average wage levels appreciably less
than the weekly pay levels of regular full-
time employees in these industries. The op-
posite effect characterizes industries with
low proportions of part-time workers, or in-
dustries that typically schedule heavy week-
end and overtime work. Average wage data
also may be influenced by work stoppages,
labor turnover rates, retroactive payments,
seasonal factors, bonus payments, and so on.

Notes on the data

Beginning with the release of data for 2001,
publications presenting data from the Cov-
ered Employment and Wages program have
switched to the 2002 version of the North
American Industry Classification System
(NAICS) as the basis for the assignment and
tabulation of economic data by industry.
NAICS is the product of a cooperative effort
on the part of the statistical agencies of the
United States, Canada, and Mexico. Due to
difference in NaICS and Standard Industrial
Classification (SIC) structures, industry data
for 2001 is not comparable to the sic-based
data for earlier years.

Effective January 2001, the program be-
gan assigning Indian Tribal Councils and re-
lated establishments to local government
ownership. This BLS action was in response
to a change in Federal law dealing with the
way Indian Tribes are treated under the Fed-
eral Unemployment Tax Act. This law re-
quires federally recognized Indian Tribes to
be treated similarly to State and local gov-
ernments. In the past, the Covered Employ-
ment and Wage (CEW) program coded Indian
Tribal Councils and related establishments
in the private sector. As a result of the new
law, CEw data reflects significant shifts in
employment and wages between the private
sector and local government from 2000 to
2001. Data also reflect industry changes.
Those accounts previously assigned to civic
and social organizations were assigned to
tribal governments. There were no required
industry changes for related establishments
owned by these Tribal Councils. These tribal
business establishments continued to be
coded according to the economic activity of
that entity.

To insure the highest possible quality
of data, State employment security agen-
cies verify with employers and update, if
necessary, the industry, location, and own-
ership classification of all establishments
on a 3-year cycle. Changes in establish-
ment classification codes resulting from the
verification process are introduced with the
data reported for the first quarter of the year.
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Changes resulting from improved employer
reporting also are introduced in the first
quarter. For these reasons, some data, es-
pecially at more detailed geographic lev-
els, may not be strictly comparable with
earlier years.

County definitions are assigned accord-
ing to Federal Information Processing Stan-
dards Publications as issued by the National
Institute of Standards and Technology. Ar-
eas shown as counties include those desig-
nated as independent cities in some juris-
dictions and, in Alaska, those arcas desig-
nated by the Census Bureau where counties
have not been created. County data also are
presented for the New England States for
comparative purposes, even though town-
ships are the more common designation used
in New England (and New Jersey).

The Office of Management and Budget
(omB) defines metropolitan areas for use in
Federal statistical activities and updates
these definitions as needed. Data in this table
use metropolitan area criteria established by
OMB in definitions issued June 30, 1999
(omB Bulletin No. 99-04). These definitions
reflect information obtained from the 1990
Decennial Census and the 1998 U.S. Cen-
sus Bureau population estimate. A complete
list of metropolitan area definitions is avail-
able from the National Technical Informa-
tion Service (NTIS), Document Sales, 5205
Port Royal Road, Springfield, Va. 22161,
telephone 1-800-553-6847.

OMB defines metropolitan areas in terms
of entire counties, except in the six New
England States where they are defined in
terms of cities and towns. New England data
in this table, however, are based on a county
concept defined by oMB as New England
County Metropolitan Areas (NECMA) be-
cause county-level data are the most detailed
available from the Quarterly Census of Em-
ployment and Wages. The NECMA is a county-
based alternative to the city- and town-based
metropolitan areas in New England. The
NECMA for a Metropolitan Statistical Area
(MsA) include: (1) the county containing the
first-named city in that Msa title (this county
may include the first-named cities of other
MsA, and (2) each additional county having
at least half its population in the MsaA in
which first-named cities are in the county
identified in step 1. The NECMA is officially
defined areas that are meant to be used by
statistical programs that cannot use the regu-
lar metropolitan area definitions in New
England.

FOR ADDITIONAL INFORMATION on the
covered employment and wage data, contact
the Division of Administrative Statistics and
Labor Turnover at (202) 691-6567.

Job Openings and Labor
Turnover Survey

Description of the series

Data for the Job Openings and Labor Turn-
over Survey (JOLTS) are collected and com-
piled from a sample of 16,000 business es-
tablishments. Each month, data are collected
for total employment, job openings, hires,
quits, layoffs and discharges, and other sepa-
rations. The JOLTS program covers all private
nonfarm establishments such as factories,
offices, and stores, as well as Federal, State,
and local government entities in the 50 States
and the District of Columbia. The JOLTS
sample design is a random sample drawn from
a universe of more than eight million estab-
lishments compiled as part of the operations
of the Quarterly Census of Employment and
Wages, or QCEW, program. This program in-
cludes all employers subject to State unem-
ployment insurance (Ul) laws and Federal
agencies subject to Unemployment Compen-
sation for Federal Employees (UCFE).

The sampling frame is stratified by owner-
ship, region, industry sector, and size class.
Large firms fall into the sample with virtual
certainty. JOLTS total employment estimates are
controlled to the employment estimates of the
Current Employment Statistics (CES) survey.
A ratio of CES to JOLTS employment is used to
adjust the levels for all other JoLTS data ele-
ments. Rates then are computed from the ad-
justed levels.

The monthly JOLTS data series begin with
December 2000. Not seasonally adjusted data
on job openings, hires, total separations, quits,
layoffs and discharges, and other separations
levels and rates are available for the total non-
farm sector, 16 private industry divisions and
2 government divisions based on the North
American Industry Classification System
(NAICS), and four geographic regions. Season-
ally adjusted data on job openings, hires, total
separations, and quits levels and rates are avail-
able for the total nonfarm sector, selected in-
dustry sectors, and four geographic regions.

Definitions

Establishments submit job openings infor-
mation for the last business day of the refer-
ence month. A job opening requires that (1)
a specific position exists and there is work
available for that position; and (2) work
could start within 30 days regardless of
whether a suitable candidate is found; and
(3) the employer is actively recruiting from
outside the establishment to fill the position.
Included are full-time, part-time, permanent,
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short-term, and seasonal openings. Active
recruiting means that the establishment is
taking steps to fill a position by advertising
in newspapers or on the Internet, posting
help-wanted signs, accepting applications,
or using other similar methods.

Jobs to be filled only by internal transfers,
promotions, demotions, or recall from lay-
offs are excluded. Also excluded are jobs with
start dates more than 30 days in the future,
jobs for which employees have been hired
but have not yet reported for work, and jobs
to be filled by employees of temporary help
agencies, employee leasing companies, out-
side contractors, or consultants. The job
openings rate is computed by dividing the
number of job openings by the sum of em-
ployment and job openings, and multiplying
that quotient by 100.

Hires are the total number of additions to
the payroll occurring at any time during the
reference month, including both new and re-
hired employees and full-time and part-time,
permanent, short-term and seasonal em-
ployees, employees recalled to the location
after a layoff lasting more than 7 days, on-
call or intermittent employees who returned
to work after having been formally separated,
and transfers from other locations. The hires
count does not include transfers or promo-
tions within the reporting site, employees
returning from strike, employees of tempo-
rary help agencies or employee leasing com-
panies, outside contractors, or consultants.
The hires rate is computed by dividing the
number of hires by employment, and multi-
plying that quotient by 100.

Separations are the total number of termi-
nations of employment occurring at any time
during the reference month, and are reported
by type of separation—quits, layoffs and dis-
charges, and other separations. Quits are vol-
untary separations by employees (except for
retirements, which are reported as other separa-
tions). Layoffs and discharges are involuntary
separations initiated by the employer and in-
clude layoffs with no intent to rehire, formal
layoffs lasting or expected to last more than 7
days, discharges resulting from mergers,
downsizing, or closings, firings or other dis-
charges for cause, terminations of permanent
or short-term employees, and terminations of
seasonal employees. Other separations include
retirements, transfers to other locations, deaths,
and separations due to disability. Separations
do not include transfers within the same loca-
tion or employees on strike.

The separations rate is computed by di-
viding the number of separations by employ-
ment, and multiplying that quotient by 100.
The quits, layoffs and discharges, and other
separations rates are computed similarly,

dividing the number by employment and
multiplying by 100.

Notes on the data

The JoLTs data series on job openings, hires,
and separations are relatively new. The full
sample is divided into panels, with one panel
enrolled each month. A full complement of
panels for the original data series based on
the 1987 Standard Industrial Classification
(sIC) system was not completely enrolled in
the survey until January 2002. The supple-
mental panels of establishments needed to
create NAICS estimates were not completely
enrolled until May 2003. The data collected
up until those points are from less than a
full sample. Therefore, estimates from ear-
lier months should be used with caution, as
fewer sampled units were reporting data at
that time.

In March 2002, BLS procedures for col-
lecting hires and separations data were revised
to address possible underreporting. As a re-
sult, JOLTS hires and separations estimates for
months prior to March 2002 may not be com-
parable with estimates for March 2002 and
later.

The Federal Government reorganization
that involved transferring approximately
180,000 employees to the new Department
of Homeland Security is not reflected in the
JOLTS hires and separations estimates for the
Federal Government. The Office of Person-
nel Management’s record shows these trans-
fers were completed in March 2003. The
inclusion of transfers in the JOLTS definitions
of hires and separations is intended to cover
ongoing movements of workers between es-
tablishments. The Department of Homeland
Security reorganization was a massive one-
time event, and the inclusion of these inter-
governmental transfers would distort the
Federal Government time series.

Data users should note that seasonal ad-
justment of the JOLTS series is conducted with
fewer data observations than is customary.
The historical data, therefore, may be sub-
ject to larger than normal revisions. Because
the seasonal patterns in economic data series
typically emerge over time, the standard use
of moving averages as seasonal filters to cap-
ture these effects requires longer series than
are currently available. As a result, the stable
seasonal filter option is used in the seasonal
adjustment of the JOLTS data. When calculat-
ing seasonal factors, this filter takes an aver-
age for each calendar month after detrending
the series. The stable seasonal filter assumes
that the seasonal factors are fixed; a neces-
sary assumption until sufficient data are avail-

able. When the stable seasonal filter is no
longer needed, other program features also
may be introduced, such as outlier adjustment
and extended diagnostic testing. Additionally,
it is expected that more series, such as lay-
offs and discharges and additional industries,
may be seasonally adjusted when more data
are available.

JOLTS hires and separations estimates can-
not be used to exactly explain net changes in
payroll employment. Some reasons why it is
problematic to compare changes in payroll
employment with JOLTS hires and separations,
especially on a monthly basis, are: (1) the
reference period for payroll employment is
the pay period including the 12th of the
month, while the reference period for hires
and separations is the calendar month; and
(2) payroll employment can vary from month
to month simply because part-time and on-
call workers may not always work during the
pay period that includes the 12th of the
month. Additionally, research has found that
some reporters systematically underreport
separations relative to hires due to a num-
ber of factors, including the nature of their
payroll systems and practices. The shortfall
appears to be about 2 percent or less over a
12-month period.

FOR ADDITIONAL INFORMATION on the Job
Openings and Labor Turnover Survey, con-
tact the Division of Administrative Statistics
and Labor Turnover at (202) 961-5870.

Compensation and
Wage Data
(Tables 1-3; 30-36)

Compensation and waged data are gathered
by the Bureau from business establishments,
State and local governments, labor unions,
collective bargaining agreements on file
with the Bureau, and secondary sources.

Employment Cost Index

Description of the series

The Employment Cost Index (ECI) is a
quarterly measure of the rate of change in
compensation per hour worked and includes
wages, salaries, and employer costs of em-
ployee benefits. It uses a fixed market
basket of labor—similar in concept to the
Consumer Price Index’s fixed market bas-
ket of goods and services—to measure
change over time in employer costs of em-
ploying labor.

Statistical series on total compensation
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costs, on wages and salaries, and on ben-
efit costs are available for private nonfarm
workers excluding proprietors, the self-em-
ployed, and household workers. The total
compensation costs and wages and salaries
series are also available for State and local
government workers and for the civilian
nonfarm economy, which consists of pri-
vate industry and State and local govern-
ment workers combined. Federal workers
are excluded.

The EcI probability sample consists of
approximately 11,300 private nonfarm
establishments providing about 50,000
occupational observations and 800 State and
local government establishments providing
3,500 occupational observations selected to
represent the total employment in each sector.
Data are collected each quarter for the pay
period including the 12th day of March, June,
September, and December.

Fixed employment weights are used each
quarter to calculate the most aggregate
series—civilian, private, and State and local
government. These fixed weights are also
used to derive all of the industry and
occupational series indexes. Beginning with
the March 2006 estimates, 2002 fixed
employment weights from the Bureau’s
Occupational Employment Statistics survey
were introduced. From March 1995 to
December 2005, 1990 employment counts
were used. These fixed weights ensure that
changes in these indexes reflect only
changes in compensation, not employment
shifts among industries or occupations with
different levels of wages and compensation.
For the series based on bargaining status,
census region and division, and metropolitan
area status, fixed employment data are not
available. The employment weights are
reallocated within these series each quarter
based on the current EC1 sample. The indexes
for these series, consequently, are not strictly
comparable with those for aggregate,
occupational, and industry series.

Definitions

Total compensation costs include wages,
salaries, and the employer’s costs for em-
ployee benefits.

Wages and salaries consist of earnings
before payroll deductions, including pro-
duction bonuses, incentive earnings, com-
missions, and cost-of-living adjustments.

Benefits include the cost to employers
for paid leave, supplemental pay (includ-
ing nonproduction bonuses), insurance, retire-
ment and savings plans, and legally required
benefits (such as Social Security, workers’
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compensation, and unemployment insurance).

Excluded from wages and salaries and
employee benefits are such items as pay-
ment-in-kind, free room and board, and tips.

Notes on the data

The Ec1 data in these tables reflect the
conversion to the 2002 North American
Industry Classification System (NAICS) and the
2000 Standard Occupational Classification
(soc) system. The NaICs and sOC data shown
prior to 2006 are for informational purposes
only. ECI series based on NAICS and SOC
became the official BLS estimates starting in
March 2006.

The Ect for changes in wages and sala-
ries in the private nonfarm economy was
published beginning in 1975. Changes in
total compensation cost—wages and sala-
ries and benefits combined—were pub-
lished beginning in 1980. The series of
changes in wages and salaries and for total
compensation in the State and local govern-
ment sector and in the civilian nonfarm
economy (excluding Federal employees)
were published beginning in 1981. Histori-
cal indexes (December 2005=100) are avail-
able on the Internet:

www.bls.gov/ect/

FOR ADDITIONAL INFORMATION on the
Employment Cost Index, contact the Office
of Compensation Levels and Trends: (202)
691-6199.

Employee Benefits Survey
Description of the series

Employee benefits data are obtained from
the Employee Benefits Survey, an annual
survey of the incidence and provisions of
selected benefits provided by employers.
The survey collects data from a sample of
approximately 9,000 private sector and State
and local government establishments. The
data are presented as a percentage of em-
ployees who participate in a certain benefit,
or as an average benefit provision (for ex-
ample, the average number of paid holidays
provided to employees per year). Selected
data from the survey are presented in table
34 for medium and large private establish-
ments and in table 35 for small private estab-
lishments and State and local government.
The survey covers paid leave benefits
such asholidays and vacations, and personal,
funeral, jury duty, military, family, and sick
leave; short-term disability, long-term dis-
ability, and life insurance; medical, dental,
and vision care plans; defined benefit and

defined contribution plans; flexible benefits
plans; reimbursement accounts; and unpaid
family leave.

Also, data are tabulated on the inci-
dence of several other benefits, such as
severance pay, child-care assistance, well-
ness programs, and employee assistance
programs.

Definitions

Employer-provided benefits are benefits
that are financed either wholly or partly by
the employer. They may be sponsored by a
union or other third party, as long as there is
some employer financing. However, some
benefits that are fully paid for by the em-
ployee also are included. For example, long-
term care insurance and postretirement life
insurance paid entirely by the employee are
included because the guarantee of insurabil-
ity and availability at group premium rates
are considered a benefit.

Participants are workers who are cov-
ered by a benefit, whether or not they use
that benefit. If the benefit plan is financed
wholly by employers and requires employ-
ces to complete a minimum length of ser-
vice for eligibility, the workers are consid-
ered participants whether or not they have
met the requirement. If workers are re-
quired to contribute towards the cost of a
plan, they are considered participants only
if they elect the plan and agree to make the
required contributions.

Defined benefit pension plans use pre-
determined formulas to calculate a retirement
benefit (if any), and obligate the employer to
provide those benefits. Benefits are generally
based on salary, years of service, or both.

Defined contribution plans generally
specify the level of employer and employee
contributions to a plan, but not the formula
for determining eventual benefits. Instead,
individual accounts are set up for partici-
pants, and benefits are based on amounts
credited to these accounts.

Tax-deferred savings plans are a type
of defined contribution plan that allow par-
ticipants to contribute a portion of their sal-
ary to an employer-sponsored plan and de-
fer income taxes until withdrawal.

Flexible benefit plans allow employees
to choose among several benefits, such as
life insurance, medical care, and vacation
days, and among several levels of coverage
within a given benefit.

Notes on the data

Surveys of employees in medium and large

tized for FRASER
5://fraser.stlouisfed.org
eral Reserve Bank of St. Louis




establishments conducted over the 1979-86
period included establishments that em-
ployed at least 50, 100, or 250 workers, de-
pending on the industry (most service indus-
tries were excluded). The survey conducted
in 1987 covered only State and local gov-
ernments with 50 or more employees. The
surveys conducted in 1988 and 1989 in-
cluded medium and large establishments
with 100 workers or more in private indus-
tries. All surveys conducted over the 1979-
89 period excluded establishments in Alaska
and Hawaii, as well as part-time employees.

Beginning in 1990, surveys of State and
local governments and small private estab-
lishments were conducted in even-num-
bered years, and surveys of medium and
large establishments were conducted in
odd-numbered years. The small establish-
ment survey includes all private nonfarm
establishments with fewer than 100 work-
ers, while the State and local government
survey includes all governments, regard-
less of the number of workers. All three
surveys include full- and part-time work-
ers, and workers in all 50 States and the
District of Columbia.

FOR ADDITIONAL INFORMATION on the
Employee Benefits Survey, contact the Of-
fice of Compensation Levels and Trends on
the Internet:

www.bls.gov/ebs/

Work stoppages
Description of the series

Data on work stoppages measure the num-
ber and duration of major strikes or lock-
outs (involving 1,000 workers or more) oc-
curring during the month (or year), the num-
ber of workers involved, and the amount of
work time lost because of stoppage. These
data are presented in table 36.

Data are largely from a variety of pub-
lished sources and cover only establish-
ments directly involved in a stoppage. They
do not measure the indirect or secondary
effect of stoppages on other establishments
whose employees are idle owing to material
shortages or lack of service.

Definitions

Number of stoppages: The number of
strikes and lockouts involving 1,000 work-
ers or more and lasting a full shift or longer.
Workers involved: The number of
workers directly involved in the stoppage.
Number of days idle: The aggregate
number of workdays lost by workers in-

volved in the stoppages.

Days of idleness as a percent of estimated
working time: Aggregate workdays lost as a
percent of the aggregate number of standard
workdays in the period multiplied by total em-
ployment in the period.

Notes on the data

This series is not comparable with the one
terminated in 1981 that covered strikes in-
volving six workers or more.

FOR ADDITIONAL INFORMATION on work
stoppages data, contact the Office of Com-
pensation and Working Conditions: (202)
691-6282, or the Internet:

www.bls.gov/cba/

Price Data
(Tables 2; 37-47)

Price data are gathered by the Bureau
of Labor Statistics from retail and pri-
mary markets in the United States. Price in-
dexes are given in relation to a base period—
December 2003 = 100 for many Producer
Price Indexes (unless otherwise noted), 1982—
84 = 100 for many Consumer Price Indexes
(unless otherwise noted), and 1990 = 100 for
International Price Indexes.

Consumer Price Indexes
Description of the series

The Consumer Price Index (CPI) is a mea-
sure of the average change in the prices paid
by urban consumers for a fixed market bas-
ket of goods and services. The cPr1is calcu-
lated monthly for two population groups,
one consisting only of urban houscholds
whose primary source of income is derived
from the employment of wage earners and
clerical workers, and the other consisting of
all urban households. The wage earner in-
dex (CPI-W) is a continuation of the historic
index that was introduced well over a half-
century ago for use in wage negotiations.
As new uses were developed for the CPI in
recent years, the need for a broader and more
representative index became apparent. The
all-urban consumer index (CPI-U), introduced
in 1978, is representative of the 1993-95
buying habits of about 87 percent of the non-
institutional population of the United States
at that time, compared with 32 percent rep-
resented in the Ccpl-w. In addition to wage
earners and clerical workers, the CPI-U cov-
ers professional, managerial, and technical
workers, the self-employed, short-term
workers, the unemployed, retirees, and oth-

ers not in the labor force.

The cpi is based on prices of food, cloth-
ing, shelter, fuel, drugs, transportation fares,
doctors’ and dentists’ fees, and other goods
and services that people buy for day-to-day
living. The quantity and quality of these
items are kept essentially unchanged be-
tween major revisions so that only price
changes will be measured. All taxes directly
associated with the purchase and use of
items are included in the index.

Data collected from more than 23,000 re-
tail establishments and 5,800 housing units
in 87 urban areas across the country are used
to develop the “U.S. city average.” Separate
estimates for 14 major urban centers are pre-
sented in table 38. The areas listed are as in-
dicated in footnote 1 to the table. The area
indexes measure only the average change in
prices for each area since the base period,
and do not indicate differences in the level
of prices among cities.

Notes on the data

In January 1983, the Bureau changed the
way in which homeownership costs are
meaured for the CPI-U. A rental equivalence
method replaced the asset-price approach to
homeownership costs for that series. In
January 1985, the same change was made in
the cp1-w. The central purpose of the change
was to separate shelter costs from the invest-
ment component of homeownership so that
the index would reflect only the cost of shel-
ter services provided by owner-occupied
homes. An updated cpi-U and CPI-W were
introduced with release of the January 1987
and January 1998 data.

FOR ADDITIONAL INFORMATION, contact
the Division of Prices and Price Indexes:
(202) 691-7000.

Producer Price Indexes
Description of the series

Producer Price Indexes (PPI) measure
average changes in prices received by do-
mestic producers of commodities in all
stages of processing. The sample used for
calculating these indexes currently con-
tains about 3,200 commodities and about
80,000 quotations per month, selected to
represent the movement of prices of all
commodities produced in the manufactur-
ing; agriculture, forestry, and fishing; min-
ing; and gas and electricity and public utili-
ties sectors. The stage-of-processing struc-
ture of PPI organizes products by class of
buyer and degrec of fabrication (that is, fin-
ished goods, intermediate goods, and crude
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materials). The traditional commodity
structure of PPI organizes products by
similarity of end use or material composi-
tion. The industry and product structure of
PPI organizes data in accordance with the
2002 North American Industry Classifica-
tion System and product codes developed
by the U.S. Census Bureau.

To the extent possible, prices used in
calculating Producer Price Indexes apply
to the first significant commercial transac-
tion in the United States from the produc-
tion or central marketing point. Price data
are generally collected monthly, primarily
by mail questionnaire. Most prices are ob-
tained directly from producing companies
on a voluntary and confidential basis.
Prices generally are reported for the Tues-
day of the week containing the 13th day of
the month.

Since January 1992, price changes for
the various commodities have been aver-
aged together with implicit quantity weights
representing their importance in the total net
selling value of all commodities as of 1987.
The detailed data are aggregated to obtain
indexes for stage-of-processing groupings,
commodity groupings, durability-of-prod-
uct groupings, and a number of special com-
posite groups. All Producer Price Index data
are subject to revision 4 months after origi-
nal publication.

FOR ADDITIONAL INFORMATION, contact
the Division of Industrial Prices and Price
Indexes: (202) 691-7705.

International Price Indexes

Description of the series

The International Price Program pro-
duces monthly and quarterly export and im-
port price indexes for nonmilitary goods
and services traded between the United
States and the rest of the world. The export
price index provides a measure of price
change for all products sold by U.S. resi-
dents to foreign buyers. (“Residents” is
defined as in the national income accounts;
it includes corporations, businesses, and in-
dividuals, but does not require the organi-
zations to be U.S. owned nor the individu-
als to have U.S. citizenship.) The import
price index provides a measure of price
change for goods purchased from other
countries by U.S. residents.

The product universe for both the im-
port and export indexes includes raw ma-
terials, agricultural products, semifinished
manufactures, and finished manufactures,
including both capital and consumer
goods. Price data for these items are col-
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lected primarily by mail questionnaire. In
nearly all cases, the data are collected di-
rectly from the exporter or importer, al-
though in a few cases, prices are obtained
from other sources.

To the extent possible, the data gathered
refer to prices at the U.S. border for ex-
ports and at either the foreign border or the
U.S. border for imports. For nearly all
products, the prices refer to transactions
completed during the first week of the
month. Survey respondents are asked to in-
dicate all discounts, allowances, and re-
bates applicable to the reported prices, so
that the price used in the calculation of the
indexes is the actual price for which the
product was bought or sold.

In addition to general indexes of prices
for U.S. exports and imports, indexes are
also published for detailed product catego-
ries of exports and imports. These catego-
ries are defined according to the five-digit
level of detail for the Bureau of Economic
Analysis End-use Classification, the three-
digit level for the Standard International
Trade Classification (SITC), and the four-
digit level of detail for the Harmonized Sys-
tem. Aggregate import indexes by country
or region of origin are also available.

BLS publishes indexes for selected cat-
egories of internationally traded services,
calculated on an international basis and on
a balance-of-payments basis.

Notes on the data

The export and import price indexes are
weighted indexes of the Laspeyres type. The
trade weights currently used to compute
both indexes relate to 2000.

Because a price index depends on the
same items being priced from period to pe-
riod, it is necessary to recognize when a
product’s specifications or terms of transac-
tion have been modified. For this reason, the
Bureau’s questionnaire requests detailed de-
scriptions of the physical and functional
characteristics of the products being priced,
as well as information on the number of
units bought or sold, discounts, credit terms,
packaging, class of buyer or seller, and so
forth. When there are changes in either the
specifications or terms of transaction of a
product, the dollar value of each change is
deleted from the total price change to ob-
tain the “pure” change. Once this value is
determined, a linking procedure is employed
which allows for the continued repricing of
the item.

FOR ADDITIONAL INFORMATION, contact
the Division of International Prices: (202)
691-7155.

Productivity Data
(Tables 2; 48-51)

Business and maijor sectors

Description of the series

The productivity measures relate real out-
put to real input. As such, they encompass a
family of measures which include single-
factor input measures, such as output per
hour, output per unit of labor input, or out-
put per unit of capital input, as well as mea-
sures of multifactor productivity (output per
unit of combined labor and capital inputs).
The Bureau indexes show the change in out-
put relative to changes in the various inputs.
The measures cover the business, nonfarm
business, manufacturing, and nonfinancial
corporate sectors.

Corresponding indexes of hourly com-
pensation, unit labor costs, unit nonlabor
payments, and prices are also provided.

Definitions

Output per hour of all persons (labor pro-
ductivity) is the quantity of goods and ser-
vices produced per hour of labor input. Out-
put per unit of capital services (capital pro-
ductivity) is the quantity of goods and ser-
vices produced per unit of capital services
input. Multifactor productivity is the quan-
tity of goods and services produced per com-
bined inputs. For private business and pri-
vate nonfarm business, inputs include labor
and capital units. For manufacturing, inputs
include labor, capital, energy, nonenergy ma-
terials, and purchased business services.

Compensation per hour is total compen-
sation divided by hours at work. Total com-
pensation equals the wages and salaries of
employees plus employers’ contributions for
social insurance and private benefit plans,
plus an estimate of these payments for the
self-employed (except for nonfinancial cor-
porations in which there are no self-em-
ployed). Real compensation per hour is
compensation per hour deflated by the
change in the Consumer Price Index for All
Urban Consumers.

Unit labor costs are the labor compen-
sation costs expended in the production
of a unit of output and are derived by divid-
ing compensation by output. Unit nonlabor
payments include profits, depreciation,
interest, and indirect taxes per unit of out-
put. They are computed by subtracting com-
pensation of all persons from current-dollar
value of output and dividing by output.

Unit nonlabor costs contain all the com-
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ponents of unit nonlabor payments except
unit profits.

Unit profits include corporate profits
with inventory valuation and capital con-
sumption adjustments per unit of output.

Hours of all persons are the total hours
at work of payroll workers, self-employed
persons, and unpaid family workers.

Labor inputs are hours of all persons ad-
Jjusted for the effects of changes in the edu-
cation and experience of the labor force.

Capital services are the flow of services
from the capital stock used in production. It
is developed from measures of the net stock
of physical assets—equipment, structures,
land, and inventories—weighted by rental
prices for each type of asset.

Combined units of labor and capital
inputs are derived by combining changes in
labor and capital input with weights which
represent each component’s share of total
cost. Combined units of labor, capital, energy,
materials, and purchased business services are
similarly derived by combining changes in
each input with weights that represent each
input’s share of total costs. The indexes for
each input and for combined units are based
on changing weights which are averages of the
shares in the current and preceding year (the
Tornquist index-number formula).

Notes on the data

Business sector output is an annually-
weighted index constructed by excluding
from real gross domestic product (GDP) the
following outputs: general government, non-
profit institutions, paid employees of private
households, and the rental value of owner-
occupied dwellings. Nonfarm business also
excludes farming. Private business and pri-
vate nonfarm business further exclude gov-
ernment enterprises. The measures are sup-
plied by the U.S. Department of Commerce’s
Bureau of Economic Analysis. Annual esti-
mates of manufacturing sectoral output are
produced by the Bureau of Labor Statistics.
Quarterly manufacturing output indexes
from the Federal Reserve Board are adjusted
to these annual output measures by the BLS.
Compensation data are developed from data
of the Bureau of Economic Analysis and the
Bureau of Labor Statistics. Hours data are
developed from data of the Bureau of Labor
Statistics.

The productivity and associated cost
measures in tables 48-51 describe the rela-
tionship between output in real terms and
the labor and capital inputs involved in its
production. They show the changes from pe-
riod to period in the amount of goods and

services produced per unit of input.

Although these measures relate output to
hours and capital services, they do not mea-
sure the contributions of labor, capital, or
any other specific factor of production.
Rather, they reflect the joint effect of many
influences, including changes in technol-
ogy; shifts in the composition of the labor
force; capital investment; level of output;
changes in the utilization of capacity, en-
ergy, material, and research and develop-
ment; the organization of production; mana-
gerial skill; and characteristics and efforts
of the work force.

FOR ADDITIONAL INFORMATION on this
productivity series, contact the Division of
Productivity Research: (202) 691-5606.

Industry productivity
measures

Description of the series

The BLS industry productivity indexes mea-
sure the relationship between output and
inputs for selected industries and industry
groups, and thus reflect trends in industry
efficiency over time. Industry measures in-
clude labor productivity, multifactor pro-
ductivity, compensation, and unit labor
costs.

The industry measures differ in meth-
odology and data sources from the produc-
tivity measures for the major sectors be-
cause the industry measures are developed
independently of the National Income and
Product Accounts framework used for the
major sector measures.

Definitions

Output per hour is derived by dividing an
index of industry output by an index of la-
bor input. For most industries, output in-
dexes are derived from data on the value of
industry output adjusted for price change.
For the remaining industries, output indexes
are derived from data on the physical quan-
tity of production.

The labor input series is based on the
hours of all workers or, in the case of some
transportation industries, on the number of
employees. For most industries, the series
consists of the hours of all employees. For
some trade and services industries, the se-
ries also includes the hours of partners, pro-
prietors, and unpaid family workers.

Unit labor costs represent the labor
compensation costs per unit of output pro-
duced, and are derived by dividing an index

of labor compensation by an index of out-
put. Labor compensation includes payroll
as well as supplemental payments, includ-
ing both legally required expenditures and
payments for voluntary programs.
Multifactor productivity is derived by
dividing an index of industry output by an
index of combined inputs consumed in pro-
ducing that output. Combined inputs in-
clude capital, labor, and intermediate pur-
chases. The measure of capital input rep-
resents the flow of services from the capital
stock used in production. It is developed
from measures of the net stock of physical
assets—equipment, structures, land, and in-
ventories. The measure of intermediate
purchases is a combination of purchased
materials, services, fuels, and electricity.

Notes on the data

The industry measures are compiled from data
produced by the Bureau of Labor Statistics and
the Census Bureau, with additional data sup-
plied by other government agencies, trade as-
sociations, and other sources.

FOR ADDITIONAL INFORMATION on this se-
ries, contact the Division of Industry Pro-
ductivity Studies: (202) 691-5618, or visit
the Website at: www.bls.gov/Ipc/home.htm

International Comparisons
(Tables 52-54)

Labor force and
unemployment

Description of the series

Tables 52 and 53 present comparative meas-
ures of the labor force, employment, and
unemployment approximating U.S. con-
cepts for the United States, Canada, Austra-
lia, Japan, and six European countries. The
labor force statistics published by other indus-
trial countries are not, in most cases, compa-
rable to U.S. concepts. Therefore, the Bureau
adjusts the figures for selected countries, for
all known major definitional differences, to the
extent that data to prepare adjustments are
available. Although precise comparability may
not be achieved, these adjusted figures pro-
vide a better basis for international compari-
sons than the figures regularly published by
each country. For further information on ad-
justments and comparability issues, see
Constance Sorrentino, “International unem-
ployment rates: how comparable are they?”
Monthly Labor Review, June 2000, pp. 3-20
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(available on the BLS Web site at:
www.bls.gov/opub/mlr/2000/06/
art1full.pdf).

Definitions

For the principal U.S. definitions of the la-
bor force, employment, and unemployment,
see the Notes section on Employment and
Unemployment Data: Houschold survey
data.

Notes on the data

The foreign country data are adjusted as
closely as possible to U.S. concepts, with the
exception of lower age limits and the treatment
of layoffs. These adjustments include, but are
not limited to: including older persons in the
labor force by imposing no upper age limit,
adding unemployed students to the
unemployed, excluding the military and family
workers working fewer than 15 hours from the
employed, and excluding persons engaged in
passive job search from the unemployed.

Data for the United States relate to the
population 16 years of age and older. The U.S.
concept of the working age population has
no upper age limit. The adjusted to U.S.
concepts statistics have been adapted, insofar
as possible, to the age at which compulsory
schooling ends in each country, and the
Swedish statistics have been adjusted to
include persons older than the Swedish upper
age limit of 64 years. The adjusted statistics
presented here relate to the population 16
years of age and older in France, Sweden,
and the United Kingdom; 15 years of age and
older in Australia, Japan, Germany, [taly, and
the Netherlands. An exception to this rule is
that the Canadian statistics are adjusted to
cover the population 16 years of age and
older, whereas the age at which compulsory
schooling ends remains at 15 years. In the labor
force participation rates and employment-
population ratios, the denominator is the
civilian noninstitutionalized working age
population, except that the institutionalized
working age population is included in Japan
and Germany.

In the United States, the unemployed
include persons who are not employed and
who were actively seeking work during the
reference period, as well as persons on layoff.
Persons waiting to start a new job who were
actively seeking work during the reference
period are counted as unemployed under U.S.
concepts; if they were not actively seeking
work, they are not counted in the labor force.
In some countries, persons on layoff are
classified as employed due to their strong job
attachment. No adjustment is made for the
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countries that classify those on layoff as
employed. In the United States, as in Australia
and Japan, passive job seckers are not in the
labor force; job search must be active, such
as placing or answering advertisements,
contacting employers directly,or registering
with an employment agency (simply reading
ads is not enough to qualify as active search).
Canada and the European countries classify
passive jobseckers as unemployed. An
adjustment is made to exclude them in Canada,
but not in the European countries where the
phenomenon is less prevalent. Persons waiting
to start a new job are counted among the
unemployed for all other countries, whether
or not they were actively seeking work.

The figures for one or more recent years
for France, Germany, and the Netherlands are
calculated using adjustment factors based on
labor force surveys for carlier years and are
considered preliminary. The recent year
measures for these countries are therefore
subject to revision whenever more current
labor force surveys become available.

There are breaks in series for the United
States (1994, 1997, 1998, 1999, 2000, 2003),
Australia (2001), and Germany (1999).

For the United States, beginning in 1994,
data are not strictly comparable for prior years
because of the introduction of a major
redesign of the labor force survey question-
naire and collection methodology. The
redesign effect has been estimated to increase
the overall unemployment rate by 0.1
percentage point. Other breaks noted relate
to changes in population controls that had
virtually no effect on unemployment rates.

For a description of all the changes in the
U.S. labor force survey over time and their
impact, see Historical Comparability in the
“Household Data” section of the BLS publi-
cation Employment and Earnings (available
on the BLS Web site at www.bls.gov/cps/
eetech_methods.pdf).

For Australia, the 2001 break reflects the
introduction in April 2001 of a redesigned
labor force survey that allowed for a closer
application of International Labor Office
guidelines for the definitions of labor force
statistics. The Australian Bureau of Statistics
revised their data so there is no break in the
employment series. However, the reclassi-
fication of persons who had not actively
looked for work because they were waiting to
begin a new job from “not in the labor force”
to “unemployed” could only be incorporated
for April 2001 forward. This reclassification
diverges from the U.S. definition where
persons waiting to start a new job but not
actively seeking work are not counted in the
labor force. The impact of the reclassification
was an increase in the unemployment rate by

0.1 percentage point in 2001.

For Germany, the 1999 break reflects the
incorporation of an improved method of data
calculation and a change in coverage to
persons living in private households only.

For further qualifications and historical
data, see Comparative Civilian Labor Force
Statistics, Ten Countries, on the BLS Web site
at www.bls.gov/fls/flslforc.pdf

FOR ADDITIONAL INFORMATION on this
series, contact the Division of Foreign
Labor Statistics: (202) 691-5654 or
fishelp@bls.gov

Manufacturing productivity
and labor costs

Description of the series

Table 54 presents comparative indexes of
manufacturing labor productivity (output per
hour), output, total hours, compensation per
hour, and unit labor costs for the United
States, Australia, Canada, Japan, Korea, Tai-
wan, and nine European countries. These
measures are trend comparisons—that is, se-
ries that measure changes over time—rather
than level comparisons. BLS does not rec-
ommend using these series for level compari-
sons because of technical problems.

BLS constructs the comparative indexes
from three basic aggregate measures—out-
put, total labor hours, and total compensa-
tion. The hours and compensation measures
refer to all employed persons (wage and sal-
ary earners plus self-employed persons and
unpaid family workers) with the exception
of Belgium and Taiwan, where only employ-
ees (wage and salary earners), are counted.

Definitions

Output, in general, refers to value added in
manufacturing from the national accounts of
each country. However, the output series
for Japan prior to 1970 is an index of indus-
trial production, and the national accounts
measures for the United Kingdom are es-
sentially identical to their indexes of indus-
trial production.

The output measure for manufacturing in
the United States is the chain-weighted in-
dex of real gross product originating (deflated
value added), estimated by the Bureau of
Economic Analysis (BEA) of the U.S. Depart-
ment of Commerce. It is based on the North
American Industry Classification System
(NAICS). For more information on the U.S.
measure, see “Improved Estimates of Gross
Product by Industry for 1947-98,” Survey
of Current Business, June 2000, pp. 24-38
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and “Gross Domestic Product by Industry for
1947-86. New Estimates Based on the North
American Industry Classification System,”
Survey of Current Business, December 2005,
pp. 70-84. Most of the other economies now
also use annual moving price weights, but
earlier years were estimated using fixed price
weights, with the weights typically updated
every 5 or 10 years.

To preserve the comparability of the U.S.
measures with those for other economies, BLS
uses gross product originating in manufac-
turing for the United States for these com-
parative measures. The gross product origi-
nating series differs from the manufacturing
output series that BLS publishes in its news
releases on quarterly measures of U.S. pro-
ductivity and costs (and that underlies the
measures that appear in tables 48 and 50 in
this section). The quarterly measures are on
a “sectoral output” basis, rather than a value-
added basis. Sectoral output is gross output
less intrasector transactions.

Total labor hours refers to hours worked
in all economies. The measures are devel-
oped from statistics of manufacturing employ-
ment and average hours. The series used for
Australia, Canada, Denmark, France (from
1970 forward), Germany, Norway, and Swe-
den are official series published with the na-
tional accounts. For the United Kingdom
from 1992, an official annual index of total
manufacturing hours is used. Where official
total hours series are not available, the mea-
sures are developed by BLS using employment
figures published with the national accounts,
or other comprehensive employment series,
and estimates of annual hours worked.

Total compensation (labor cost) in-
cludes all payments in cash or in-kind made
directly to employees plus employer expen-
ditures for legally required insurance pro-
grams and contractual and private benefit
plans. The measures are from the national
accounts of each economy, except those for
Belgium, which are developed by BLS using
statistics on employment, average hours, and
hourly compensation. For Australia,
Canada, France, and Sweden, compensation
is increased to account for other significant
taxes on payroll or employment. For the
United Kingdom, compensation is reduced
between 1967 and 1991 to account for em-
ployment-related subsidies. Self-employed
workers are included in the all-employed
persons measures by assuming that their
compensation is equal to the average for
wage and salary employees.

Notes on the data

In general, the measures relate to total manu-
facturing as defined by the International Stan-
dard Industrial Classification. However, the

measures for France include parts of mining
as well.

The measures for recent years may be
based on current indicators of manufactur-
ing output (such as industrial production in-
dexes), employment, average hours, and
hourly compensation until national accounts
and other statistics used for the long-term
measures become available.

Official published data for Australia are
in fiscal years that begin on July 1. The Aus-
tralian Bureau of Statistics has furnished cal-
endar year data for recent years for output
and hours. For earlier years and for com-
pensation, data are BLS estimates using two-
year moving averages of fiscal year data.

FOR ADDITIONAL INFORMATION on this series,
contact the Division of Foreign Labor Sta-

tistics: (202) 691-5654.

Occupational Injury
and lliness Data

(Tables 55-56)

Survey of Occupational
Injuries and llinesses

Description of the series

The Survey of Occupational Injuries and IlI-
nesses collects data from employers about
their workers’ job-related nonfatal injuries and
illnesses. The information that employers pro-
vide is based on records that they maintain un-
der the Occupational Safety and Health Act of
1970. Self-employed individuals, farms with
fewer than 11 employees, employers regulated
by other Federal safety and health laws, and
Federal, State, and local government agencies
are excluded from the survey.

The survey is a Federal-State coopera-
tive program with an independent sample
selected for each participating State. A strati-
fied random sample with a Neyman alloca-
tion is selected to represent all private in-
dustries in the State. The survey is stratified
by Standard Industrial Classification and
size of employment.

Definitions

Under the Occupational Safety and Health
Act, employers maintain records of nonfa-
tal work-related injuries and illnesses that
involve one or more of the following: loss
of consciousness, restriction of work or mo-
tion, transfer to another job, or medical

treatment other than first aid.
Occupational injury is any injury such
as a cut, fracture, sprain, or amputation that re-
sults from a work-related event or a single, in-
stantaneous exposure in the work environment.
Occupational illness is an abnormal con-
dition or disorder, other than one resulting
from an occupational injury, caused by ex-
posure to factors associated with employ-
ment. It includes acute and chronic illnesses
or disease which may be caused by inhala-
tion, absorption, ingestion, or direct contact.
Lost workday injuries and illnesses are
cases that involve days away from work, or
days of restricted work activity, or both.
Lost workdays include the number of
workdays (consecutive or not) on which the
employee was either away from work or at
work in some restricted capacity, or both, be-
cause of an occupational injury or illness. BLS
measures of the number and incidence rate
of lost workdays were discontinued begin-
ning with the 1993 survey. The number of
days away from work or days of restricted
work activity does not include the day of in-
jury or onset of illness or any days on which
the employee would not have worked, such as
a Federal holiday, even though able to work.
Incidence rates are computed as the
number of injuries and/or illnesses or lost
work days per 100 full-time workers.

Notes on the data

The definitions of occupational injuries and
illnesses are from Recordkeeping Guide-
lines for Occupational Injuries and Il
nesses (U.S. Department of Labor, Bureau
of Labor Statistics, September 1986).
Estimates are made for industries and em-
ployment size classes for total recordable
cases, lost workday cases, days away from
work cases, and nonfatal cases without lost
workdays. These data also are shown sepa-
rately for injuries. Illness data are available for
seven categories: occupational skin diseases
or disorders, dust diseases of the lungs, respi-
ratory conditions due to toxic agents, poison-
ing (systemic effects of toxic agents), disor-
ders due to physical agents (other than toxic
materials), disorders associated with repeated
trauma, and all other occupational illnesses.
The survey continues to measure the num-
ber of new work-related illness cases which
are recognized, diagnosed, and reported dur-
ing the year. Some conditions, for example,
long-term latent illnesses caused by exposure
to carcinogens, often are difficult to relate to
the workplace and are not adequately recog-
nized and reported. These long-term latent ill-
nesses are believed to be understated in the
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survey’s illness measure. In contrast, the over-
whelming majority of the reported new ill-
nesses are those which are easier to directly
relate to workplace activity (for example, con-
tact dermatitis and carpal tunnel syndrome).

Most of the estimates are in the form of
incidence rates, defined as the number of in-
Juries and illnesses per 100 equivalent full-
time workers. For this purpose, 200,000 em-
ployee hours represent 100 employee years
(2,000 hours per employee). Full detail on
the available measures is presented in the an-
nual bulletin, Occupational Injuries and Ill-
nesses. Counts, Rates, and Characteristics.

Comparable data for more than 40 States
and territories are available from the BLS Of-
fice of Safety, Health and Working Condi-
tions. Many of these States publish data on
State and local government employees in ad-
dition to private industry data.

Mining and railroad data are furnished to
BLS by the Mine Safety and Health Adminis-
tration and the Federal Railroad Administra-
tion. Data from these organizations are in-
cluded in both the national and State data pub-
lished annually.

With the 1992 survey, BLS began publish-
ing details on serious, nonfatal incidents re-
sulting in days away from work. Included are
some major characteristics of the injured and
ill workers, such as occupation, age, gender,
race, and length of service, as well as the cir-
cumstances of their injuries and illnesses (na-
ture of the disabling condition, part o<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>