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Over the last 20 years, the financial sector has become larger, more complex, and more interconnected. While this expansion has facilitated the development of new financial products and markets, it has also introduced new risks to the financial system and the economy in general. The housing crisis and the subsequent collapse of the large investment banks Bear Stearns and Lehman Brothers and the government takeover of insurer AIG clearly demonstrates how negative events can easily ripple through the interconnected financial system and cause great harm to the banking system and the broader economy. Going forward, capital regulation will likely play an important role in adding stability to the financial system.

Bank capital is a measure that appears on the liability side of the bank’s balance sheet. One way to think about it is that capital is what is left over when you subtract other bank liabilities (such as deposits and loans made to the bank) from bank assets. One regulatory measure of capital is tier I capital, which is defined as the sum of common equity, noncumulative perpetual preferred stock, and minority interest. Tier II capital includes preferred shares not included in tier I capital, hybrid capital, term subordinated debt, general loan-loss reserves, and unrealized gains on equity securities. While regulators view large levels of tier I capital as an essential buffer against unexpected losses, the more risky tier II capital is generally viewed as a supplemental buffer.

FDIC-insured institutions fall under two regulatory capital requirements, the leverage-ratio and risk-based-capital requirements. Under the leverage ratio requirement, the FDIC requires banks to maintain a ratio of tier I capital to tangible assets of 4.0 percent. It is important to use tangible assets since this measure excludes intangible assets, such as goodwill, which cannot be easily valued upon liquidation.
In addition to the leverage ratio, banks are also required to maintain certain levels of tier I and tier II capital relative to risk-weighted assets. Risk-weighted assets allow banks to hold different levels of capital for various assets based on those particular assets’ credit risk characteristic. Moreover, unlike the leverage ratio, risk-weighted assets also consider assets that banks take off their balance sheet, such as the unused portion of a line of credit. Two ratios are important: a tier I risk-based capital ratio, which is tier I capital divided by risk-weighted assets, and a total risk-based capital ratio, which is the sum of tier I capital and tier II capital divided by total risk-weighted assets.

In order for a bank to be considered well capitalized in the United States, it must have a leverage ratio of 5.0 percent; a tier I risk-based capital ratio of 6.0 percent; and a total risk-based capital ratio of at least 10.0 percent. Regulators may permit banks or bank holding companies with high quality assets to have a leverage ratio of 3.0 percent. Conversely, a bank is considered undercapitalized if its leverage ratio or total risk-based-capital ratio falls below 4.0 percent or 6.0 percent, respectively.

Based on these measures of bank capitalization, the U.S banking industry has been well capitalized over the past decade. From March 2001 to December 2011, the average tier I capital ratio for the four largest bank holding companies rested above the well-capitalized threshold of 5.0 percent, averaging 6.4 percent from 2001 to 2011. Moreover, the average tier I leverage ratio for banks deemed systemically important (assets greater than $50 billion) was higher than the four largest bank holding companies, averaging 7.4 percent over the same period.

Additionally, bank holding companies were considered well capitalized under the broader measure of total capital. From 2001 to 2011, the four largest bank holding companies posted an average capital ratio of 12.8 percent, firmly above the well capitalized threshold of 10.0 percent. Systemically important bank holding companies managed to stay above the well capitalized threshold with a slightly lower average total capital to risk-weighted-assets ratio of 12.2 percent.

It is important to note that in response to the
financial crisis, banks began to increase their levels of capital to serve as a buffer against potential losses. From September 2008 to December 2011, the average tier I leverage ratio of all bank holding companies increased 190 basis points from 8.9 percent to 10.8 percent, and the average total capital ratio increased 430 basis point, from 12.9 percent to 17.2 percent.

The improvement in the tier I leverage ratio and the total capital leverage ratio can be attributed to an increase in both in tier I capital and a leveling off of risk-weighted assets. In response to the financial crisis of 2008, bank holding companies increased their tier I capital by 54.6 percent, from $790 billion in September 2008 to $1.2 trillion in December 2011. Meanwhile, over the same period, total risk-weighted assets rose only 16.5 percent. The combination of rising capital levels and falling risk-weighted assets resulted in better capitalized banks.
Economic growth continues to be modest compared to previous recoveries. Real GDP rose only at a 2.2 percent annual rate in the first quarter of 2012, according to the advance estimate from the BEA, and over the course of the recovery so far, it has grown just 2.43 percent annually. Going forward, it is forecasted to expand at rates lower than 3 percent for a long time. These rates are lower than is typical during expansionary periods, and they entail a gap between economic activity and trend growth that will persist into the future, rather than rapidly close as in previous recoveries. To shed some light on this puzzling feature of the current recovery, we take a longer-term perspective and examine the pattern of investment activity in the decades leading up to the current cycle.

Average Growth Rates of Real GDP during Expansions

<table>
<thead>
<tr>
<th>Expansion Period</th>
<th>Average Growth Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971:Q1–1973:Q3</td>
<td>5.38</td>
</tr>
<tr>
<td>1975:Q2–1979:Q4</td>
<td>4.49</td>
</tr>
<tr>
<td>1983:Q1–1990:Q2</td>
<td>4.34</td>
</tr>
<tr>
<td>2002:Q1–2007:Q3</td>
<td>2.73</td>
</tr>
<tr>
<td>2009:Q3–2012:Q1</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Source: Bureau of Economic Analysis.

After growing 3.46 percent on average during the 1970s and 1980s (more precisely, between the peaks of the 1969–1970 and 1990–1991 cycles), investment accelerated during the 1990s and remained elevated until the 2007 recession. Between 1995 and 2007, investment exceeded the level consistent with a 3.46 percent constant growth rate by about 20 percent to 40 percent. Relative to real GDP, investment measured in real terms rose from 12 percent to record-high levels above 17 percent. Several factors contributed to this period of high investment activity, including the introduction and spread of new information and communication technologies, which raised the productivity and return of investment; the steep decline of the relative cost of investment goods; and the greater supply of funds made available by the larger flow of foreign capital entering the U.S.
The higher level of investment had a positive impact on aggregate demand and economic activity. And by deepening the capital stock, it raised labor productivity and economic growth. After averaging 1.6 percent between 1987 and 1995, productivity growth accelerated to 2.6 percent. Of this productivity acceleration, capital deepening was a major contributor, raising the growth of labor productivity by about 0.6 percentage points during 1995–2010 relative to the previous 1987–1995 period.

When the 2007 recession hit the economy, investment dropped. Since then, it has recovered, but only partially, and it is still well below its pre-recession peaks. What level of investment activity should we expect going forward?

One reason investment activity is weak is that there is a large overhang of unused and underutilized structures, resulting from past high investment levels, which is depressing investment in residential and nonresidential structures. As the overhang will be absorbed over time, this effect will fade away, and investment will pick up.

However, investment activity is not likely to return to the high levels that it reached during the 1995–2007 period. The current level of investment activity, both relative to its trend and relative to real GDP, is broadly in line with the levels that were typical before the investment acceleration of the 1990s. This suggests that some of the factors that raised investment activity during that period have attenuated, and investment activity has stably returned to lower, more typical levels.

This pattern of investment activity has implications for economic activity and growth. Since a lower investment level weighs on aggregate demand and economic activity, it can partly explain why the forecasted path of real GDP has shifted downward and remains well below any measure of trend that is based on pre-recession levels. It also suggests that the strong contribution of capital deepening to labor productivity growth may weaken over time, leading to a slowdown of labor productivity and economic growth.
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It has been over two-and-a-half years since the National Bureau of Economic Research called an end to the recession that began in late 2007. Nonetheless, the recession’s negative effects on the U.S. housing market remain.

One potential headwind facing the housing market is foreclosures. The majority of foreclosures are initiated by banks after a borrower has missed three or more payments, a situation called serious delinquency. Borrowers who are seriously delinquent but who have not yet been foreclosed on may receive a mortgage modification from their bank or continue to live in the home without making payments until the bank forces them out.

Since the recession began in 2007, the percentage of mortgages that may enter foreclosure has ballooned. The rate of potential foreclosures can be determined by subtracting the average foreclosure rate from the average serious delinquency rate from the previous period. Data from the Mortgage Bankers Association shows that 2.0 percent of mortgages serviced (900,000 mortgages) may enter foreclosure or need to receive a mortgage modification.

Another potential problem facing the housing market is borrowers who strategically default on their mortgages. Strategic defaults occur when a borrower, who is current his mortgage, defaults because the value of the mortgage is higher than the value of the home. According to an April survey by FICO, 45.5 percent of risk professionals expect strategic defaults to be higher in 2012 compared to 2011. Moreover, nearly half of risk professionals believe that the current generation of home owners does not consider their mortgage to be their most important credit obligation. If risk managers are correct, this attitude would have negative implications for the housing market. According to CoreLogic, the number of home owners with negative equity or near negative equity on their mortgages remains largely unchanged since the height of the
housing crisis in December 2009. Furthermore, after declining for three consecutive quarters, the share of mortgages with negative or near negative equity rose to 27.8 percent, the highest level since December 2010.

According to Inside Mortgage Trends, the possibility of a large wave of strategic defaults has driven the debate as to whether Fannie Mae and Freddie Mac should offer principal write-downs in addition to their current practice of principal forbearance. Principal write-downs would allow mortgage servicers to reduce the principal of the mortgage to a level the homeowner would be more likely to afford. Principal forbearance, on the other hand, postpones principal payments for a period of time, which means the unpaid principal is still a part of the mortgage obligation but it is due to be paid later. There are concerns, however, that allowing principal write-downs could increase the number of strategic defaults, as consumers who are current on their mortgages would become noncurrent in order to obtain a principal write-down.

Interestingly enough, despite the headwinds facing the U.S. housing market, mortgage banking appears to be extremely profitable again. According to the most recent issue of Inside Mortgage Trends, a survey of the eight largest bank-held mortgage operations shows that first-quarter profit in 2012 was over three times the profit recorded in the first quarter of 2011. The increase in profits came despite the fact that mortgage originations fell 1.3 percent to $234.9 billion compared to the fourth quarter of 2011. Given the large levels of borrowers with negative equity and the large number of potential foreclosures, it is difficult to determine if mortgage banking will be as profitable going forward.
Is the Renminbi Challenging the Dollar’s Reserve Status?

04.25.2012
by Owen F. Humpage and Margaret Jacobson

Since its inception in 1999, the euro has gained ground against the dollar as an official reserve—a currency that foreign governments hold to facilitate their transactions in foreign-exchange markets. The dollar emerged after World War II with key official reserve status, but persistent trade deficits since 1982, coupled with a broad-based depreciation of the dollar after 2002, encouraged a marked shift out of dollars and into euros.

Most of the reshuffling has occurred within the developing countries, which hold particularly large portfolios of foreign-currency reserves. The Great Recession and the European sovereign debt crisis have recently stalled the euro’s ascent as the key reserve currency, but not the diversification out of dollars. The intriguing, but unanswered, question is: what currencies are now replacing the dollar, the euro, and the other traditional reserve currencies in these portfolios?

Although it has lost ground, the dollar remains the world’s key international reserve currency. At the end of last year, it constituted 58 percent of developing countries’ official reserves, according to preliminary IMF data. The euro remained a distant second, at 27 percent of the total, with the British pound and Japanese yen making up 6 percent and 2 percent, respectively. After accounting for all of the traditional reserve currencies, however, the IMF lumped 7 percent of foreign-currency reserves in an “other currencies” category—an eye popping amount. Usually, this “other currencies” category amounts to only 1 percent or 2 percent of the total.

A currency’s ranking as an official reserve typically parallels its broader—public and private—use in the foreign-exchange market. Every day, foreign currencies equivalent to roughly $4 trillion change hands. Of these transactions, 84 percent involve U.S. dollars. The euro accounts for slightly less than half of that, even after double counting trades of euros against dollars.
The sticking power of the dollar as the world’s key currency, despite the arrival of competitors, stems from its widely established use. International trade in both standardized commodities and products that sell in highly competitive markets—including many financial instruments—is typically denominated in dollars, because a common currency facilitates price comparisons. In contrast, international trade in heterogeneous manufactured goods, where price competition is less important, tends to be denominated in the exporter’s currency. Even so, importers—or their banks—will often acquire an exporter’s currency by first trading their home currency for U.S. dollars and then trading dollars for the exporter’s currency. The world has found significant cost savings from these arrangements.

The dollar has maintained this role because of the size, sophistication, and relative stability of the U.S. economy. The United States is one of the largest and most broad-based of exporters and importers in the world. With all this trading, a lot of dollars will naturally change hands. As a consequence, foreign traders often finance a large portion of their business in U.S. dollars, so they maintain accounts in dollars, seek loans in dollars, and undertake myriad other financial arrangements in dollars.

A strong, open, and liquid U.S. financial system accommodates their needs. U.S. financial markets have always been innovative and relatively free of cumbersome regulations. They offer many different types of financial instruments and well-developed secondary markets, all of which enhance the liquidity of dollar-denominated assets. The expansion of dollar trade and the growth of U.S. financial markets foster and complement each other.

To be sure, the euro enjoys many of these same attributes, and that is why it is rapidly gaining reserve currency status. Euro area gross domestic product and population are on par with that of the United States, implying a domestic euro market comparable to the domestic dollar market. In addition, euro area trade with the rest of the world last year was slightly larger than U.S. foreign trade. European financial markets are comparable to the U.S.
market save the notable lack of a single European government security. Still, a lot of euros naturally change hands.

The dollar’s continued dominance owes much to the inertial effects of its network benefits. As more and more people came to use dollars in international commerce over the years—as the global network expanded—the benefits of using the dollar in exchange rose. Moreover, once the network benefits became substantial, people were prone to continue using it, even after a viable competitor—like the euro—existed. Making a jump from the dollar to a new international currency requires a substantial portion of people to switch in close concert; otherwise the network benefits are lost. This does not mean that a competitor, like the euro, will not gain ground on the dollar, but it suggests that the diversification process will probably remain slow.

In 1998, the year before Europe launched the euro, its constituent currencies collectively accounted for 16 percent of developing countries’ official foreign currency reserves, compared with 75 percent for the dollar. At the end of 2006, just prior to the Great Recession, the euro and dollar shares had changed to 28 percent and 64 percent, respectively. Since then, the euro share has fallen to 27 percent. The dollar, however, has not benefited from the euro’s decline. Its share fell 6 percentage points to 58 percent. A rise in the “other currencies” category gained almost as much as the dollar lost. The IMF does not report the currencies in the category, but the Chinese renminbi seems a likely candidate. China’s economy is developing, and the country is important in global trade. The Chinese government would like to promote the use of the renminbi, at least regionally.

Although the dollar has lost ground relative to other currencies in the collective portfolio of developing countries, it has not done so in an absolute sense. Developing countries are not dumping dollars; they held more dollar reserves at the end of 2011 than in any previous year. As their portfolios have been expanding, however, developing countries have been acquiring euros and the mysterious “other currencies” much faster than they have been adding dollars.
Where all this is headed is anybody’s guess, but it seems clear that the dollar will share its status as key international reserve currency with the euro and, maybe, some other currency.
The April 2012 employment report offered a mixed bag of results. Payroll employment growth was modest, with the economy adding 115,000 jobs in April. The private service sector provided the bulk of the gains in April (+116,000), while the government sector continued to shed employment (−15,000). Since late 2008, state and local government employment has declined by 650,000 or 3.3 percent. The goods sector was mixed, with construction employment essentially holding steady (−2,000) and manufacturing increasing employment by 16,000. Inside the manufacturing sector, gains were led by the fabricated metals, machinery, and transportation industries, which have accounted for most of the rise in manufacturing employment over the last year. On the positive side, February and March were revised up slightly, a total of 53,000 jobs.

Average weekly hours in private industry held steady at 34.5 hours a week, as did average hourly earnings (+one cent). Year-over-year, average hourly earnings in the private sector have risen by a scant 1.8 percent—unadjusted for inflation. Weekly earnings showed a similar increase. On balance, like March’s report, April’s payroll employment gains were seen as rather tepid—losing some of the momentum observed at the end of 2011 and early 2012.

The household survey reflected a mixed picture, as well. The unemployment rate continued to slowly decline, coming in at 8.1 percent for April. On a year-over-year basis, the unemployment rate has come down 0.9 percentage points. However, looking below the headline number, the results were pretty weak. The number of unemployed persons did fall by 173,000, but so did the reported number employed by a similar amount (169,000), and the labor force contracted. Both the employment-population ratio and the labor force participation...
rate shrank in April and now stand at 58.4 percent and 63.6 percent, respectively. These measures of labor utilization are at or near decadal lows.

Over the course of the last four years, the size of the labor force has essentially remained constant, even as the civilian noninstitutional population (16 years and older) has grown by over 9 million individuals. That means that any potential rise in the labor force due to population growth has been completely offset by the decline in the labor force participation rate. Some of the decline in labor force participation has been expected, as the baby-boomer generation moves into the retirement. However, the recent magnitude of the decline is surprising and reflects in part the weak state of the current labor market.

We can see this by looking at the labor force participation rate for prime-age workers, 25 to 54 years old. The labor force participation rate for prime-age workers should be less sensitive to schooling and retirement decisions, which often affect the labor force participation rates of younger and older cohorts. Even for males aged 25-54, we saw steady declines in participation rates not only during the recession, but also during the recovery. A recent Chicago Fed Letter by Daniel Aaronson, Jonathan Davis, Luojia Hu reports that only one-quarter of the decline in labor force participation rates in the period from 2008 to 2011 can be explained by demographic factors.

We can get a sense of how unexpected the recent path of the labor force participation rate was by comparing it to recent projections by the Bureau of Labor Statistics (BLS) and the Congressional Budget Office (CBO). In January of 2012, the BLS projected that the labor force participation rate would decline from 64.7 percent in 2010 to 62.5 percent in 2020—a decrease of 2.2 percentage points over 10 years. Less than two years into the projection, labor force participation has already fallen by half of the projected amount—1.1 percentage points. The CBO provides annual projections from 2011 through 2021. For 2012, the CBO projected the labor force participation rate would be 64.6—a full percentage point above the current rate. Moreover, the CBO did not expect the
The labor participation rate to reach its current level of 63.6 percent until 2017, and the CBO’s projections do incorporate business cycle conditions.

Each of these projections shows that the current labor force participation rate is well below the trend rate predicted from these official agency models, and it is likely the case that cyclical factors continue to play an important role in explaining the gap. In fact, a recent Kansas City Fed Economic Review article by Willem Van Zandweghe estimates that cyclical factors explain about a half of the decline in the labor force participation rate between 2007 and 2011. This suggests that if the economy improved, individuals that are not in the labor force (not counted in the unemployed) would re-enter the workforce—putting some upward pressure on unemployment rates, but also expanding the labor force.

And there is evidence that the number of individuals not in the labor force but available for work has increased. The Bureau of Labor of Statistics estimates that the number of individuals who are not in the labor force but want a job is roughly 6.3 million or 7.2 percent of the total number of people not in the labor force. This is up by roughly 1.5 million from before the recession. Still, the pace of economic growth will need to accelerate from the first quarter’s rate of 2.2 percent in order to generate the rise in labor demand needed to induce more individuals to re-enter the workforce.

Since the early 1990s, employment growth has been persistently slow coming out of recessions. This phenomenon, often described as a “jobless” recovery, has become increasingly severe over the past two decades, posing new challenges for monetary policy. Achieving maximum employment, along with price stability, is one of the two policy objectives mandated by Congress for the Federal Reserve.

Not surprisingly, the jobless recovery phenomenon has prompted somewhat unprecedented interest rate policies from the Fed. These policies have been characterized by long periods of constant and increasingly lower levels of the federal funds rate following each of the last three recessions.

Each of the low-interest-rate periods has posed unique challenges for the communication of policy actions, especially at the onset of policy tightening. It is useful to review some key attributes that characterize the three policy episodes.

Just prior to and following the previous three recessions, the Fed aggressively lowered interest rates and held the fed funds rate at a low level for a period of several months. The recession in 1990-1991 induced a decline in the fed funds rate from over 9 percent to 3 percent, where it remained for 17 months. That stretch of 3 percent interest rates came to a sudden end in February 1994, when market participants were surprised by 50 basis point increase in the fed funds rate. Bond prices fell sharply after investors failed to anticipate the Fed’s series of policy firming moves, which were deemed necessary to contain inflationary pressures.

During and after the 2001 recession, the Fed also reduced the fed funds rate significantly, this time from 6.5 percent to 1 percent. The 1 percent interest rate was held for an entire year. Given the surprise the markets experienced in 1994, the Federal Open Market Committee (FOMC) introduced forward-looking language in its policy statements.
prior to the first firming move to reduce the potential for a disorderly surprise.

Many analysts have criticized the FOMC for keeping interest rates too low for too long during this episode. One factor that misled policymakers during this period was the FOMC’s preferred measure of underlying inflation. The Fed had adopted the core PCE as its key measure of inflation, but estimates of PCE inflation are subject to revisions, and in this case the revisions were quite substantial. As a result, the FOMC was gauging its policy actions on measures that suggested inflation rates were lower and falling faster than the subsequently revised numbers now indicate. Perhaps had policy firming been initiated sooner, the housing market bubble would have been less severe and less damaging to the economy.

The most recent policy episode has been the most extreme of the three, reflecting the worst recession since the Great Depression. As a consequence, the fed funds rate was reduced to almost 0 percent in December 2008 and has been held there since. What is unique about this recent experience is that policy easing was constrained by the zero lower bound. To address this constraint, the FOMC adopted several innovative policies, including the large-scale asset purchase program (LSAP). This is uncharted territory, however, leaving many policy analysts concerned that policy will be too accommodative for too long. Today’s policy announcement suggests that current policy is expected to persist until late 2014.

Clearly on the employment side, employment growth remains subpar and justifies continuation of the accommodative policy stance. On the inflation front, however, some policy analysts are concerned that the recent sharp rise in oil prices, in conjunction with the accommodative policy stance, could lead to a potentially sharp increase in inflation down the road.

One particularly policy-relevant indicator developed at the Cleveland Fed is the 3-year, 2-year forward expected inflation rate. This measure looks two years ahead and estimates what the average annual inflation rate is expected to be over the subse-
The increase in expected inflation that started in 1994 was accompanied by a similarly large increase in the fed funds rate. This was also true of the rate increases that began in 2004. In both cases, the increase in the fed funds rate was preceded by the increase in inflation expectations as well. This suggests that the federal funds rate increases that began in 1994 and 2004 were as least partly justified by this inflation indicator. Currently, one can clearly see that the trend in the policy-relevant inflation expectation measure continues to decline well after the recession. The expected inflation series seems to see oil-induced inflationary pressures as temporary, and further suggests that current policy does not pose a threat of an imminent acceleration in inflation.
Overview of the Latest Yield Curve Figures

Over the past month, the yield curve has flattened, as short rates stayed even and long rates fell. The three-month Treasury bill dropped to 0.08 percent (for the week ending April 20), just down from the March number of 0.09 percent, itself a slight drop from February’s 0.11 percent. The ten-year rate barely avoided dropping back below 2 percent, coming in at an even 2.00 percent, a fair drop from March’s 2.21 percent, and still a little above February’s 1.97 percent. The twist dropped the slope to 192 basis points, a full 20 basis points below March’s 212 basis points, but still above February’s 186 basis points.

The steeper slope was not enough to cause an appreciable change in projected future growth, however. Projecting forward using past values of the spread and GDP growth suggests that real GDP will grow at about a 0.7 percent rate over the next year, equal to the past two months. The strong influence of the recent recession is leading toward relatively low growth rates. Although the time horizons do not match exactly, the forecast comes in on the more pessimistic side of other predictions, but like them, it does show moderate growth for the year.

The flatter slope wasn’t such good news on the recession front, however. Using the yield curve to predict whether or not the economy will be in recession in the future, we estimate that the expected chance of the economy being in a recession next April is 6.4 percent, up from March’s 5.0 percent, but down from February’s 6.9 percent. So although our approach is somewhat pessimistic as regards the level of growth over the next year, it is quite optimistic about the recovery continuing.
The Yield Curve as a Predictor of Economic Growth

The slope of the yield curve—the difference between the yields on short- and long-term maturity bonds—has achieved some notoriety as a simple forecaster of economic growth. The rule of thumb is that an inverted yield curve (short rates above long rates) indicates a recession in about a year, and yield curve inversions have preceded each of the last seven recessions (as defined by the NBER). One of the recessions predicted by the yield curve was the most recent one. The yield curve inverted in August 2006, a bit more than a year before the current recession started in December 2007. There have been two notable false positives: an inversion in late 1966 and a very flat curve in late 1998.

More generally, a flat curve indicates weak growth, and conversely, a steep curve indicates strong growth. One measure of slope, the spread between ten-year Treasury bonds and three-month Treasury bills, bears out this relation, particularly when real GDP growth is lagged a year to line up growth with the spread that predicts it.

Predicting GDP Growth

We use past values of the yield spread and GDP growth to project what real GDP will be in the future. We typically calculate and post the prediction for real GDP growth one year forward.

Predicting the Probability of Recession

While we can use the yield curve to predict whether future GDP growth will be above or below average, it does not do so well in predicting an actual number, especially in the case of recessions. Alternatively, we can employ features of the yield curve to predict whether or not the economy will be in a recession at a given point in the future. Typically, we calculate and post the probability of recession one year forward.

Of course, it might not be advisable to take these numbers quite so literally, for two reasons. First, this probability is itself subject to error, as is the case with all statistical estimates. Second, other researchers have postulated that the underlying determinants of the yield spread today are materi-
Yield Curve Predicted GDP Growth

Sources: Bureau of Economic Analysis, Federal Reserve Board, authors’ calculations.
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Regional Differences in Household Income

05.01.2012
by Nelson Oliver and Stephan Whitaker

Statistics on the distribution of personal income by region can be helpful context for thinking about many important questions. Can lower labor costs help the Southern states to lure corporate operations? Do the higher salaries of the Northeast and West attract Midwestern college graduates? Does everyone in the Northeast benefit from its concentrations of finance and government employment? Has immigration pulled down wages in the West?

Our analysis of recent Current Population Survey (CPS) data finds that differences in personal income are actually quite small between regions. If we account for important determinants of income, such as education and age, the differences shrink further. We also find little evidence that gaps have increased over the past decade.

As a first look at the regional distribution of personal income, we ranked the CPS respondents within each region by their total personal income, from low to high. We then divided each regional sample into one hundred equal groups. (The dollar figures in the charts below represent the incomes of individuals at the bounds between the groups, and they are referred to as percentiles.) When plotting these values, the regions appear remarkably similar. We do not see masses of people in any region with significantly higher or lower wages compared to similarly ranked people in other regions.

The highest income plotted in the chart may seem surprisingly low, given all the attention paid to rising inequality. However, the very top-ranking incomes are not shown here. The highest incomes in the CPS are not released, for confidentiality reasons. Also, we exclude the 99th percentiles ($173,000 to $218,000) because they distort the scale and obscure the differences in the rest of distribution.

Next we subtracted off the equivalent nationwide dollar figure for each percentile. After this change, the distance on the graph between a high marker

---

Personal Income Differences between Regions and the Nation

What could explain the differences that do exist between regions? Among other things, they could reflect differences in education levels, industry mix, and the age of residents. Below we summarize the differences between the regions on several measures in the CPS that relate to personal income. The Northeast and West both have higher percentages of adults holding undergraduate and graduate degrees. The Midwest has more adults working in manufacturing, while the Northeast has a smaller share employed in agriculture and a larger share in government. The South’s share of adults not in the workforce is 3 points higher than the Midwest’s figure. This measure includes retirees, discouraged workers, students, etc.

When we use these statistics, along with measures of race and occupation, we can explain about 42 percent of the variation in personal income. We plot the unexplained differences between people at each level of the personal income ranking in the chart below (these data points are highly variable, so we gathered them into 10 deciles to reveal their pattern). Comparing this to the second chart above, we can see that the range is narrower because individuals’ characteristics have explained much of the differences in their incomes. Remarkably, in the lower half of the distributions, there appears to be little or no difference between observationally similar people in different regions. In the higher percentiles, which will include many professionals in law,
medicine, and finance, there are still only modest income advantages (less than $14,000) from living in the Northeast or West. For individuals at the top of the income rankings, personal characteristics do not explain as much of their incomes. The large regional differences in the top tenth decile cannot be explained away by differences in education or occupation.

Economic theory suggests that regional differences in income should be small because workers would migrate from one region to another if the differences were large. The lower supply in the sending region would increase wages, and the higher supply in the receiving region would lower wages until the wages equalized. Employers might also migrate with the same equalizing effect.

Wage differences may persist if income has to offset inequality in housing costs, taxes, and other cost-of-living differences. Consider the difference between purchasing a median-priced home in the South ($144,200 in 2011) versus the Northeast ($237,500) with a standard mortgage (30-year fixed, 20 percent down, 5 percent interest). The payment on the median home in the South is $619, while it is $1020 in the Northeast. This sums to $4,800 annually. Per capita taxes also differ. In Tennessee and South Carolina, state and local taxes are around $2,800 per person, while Connecticut and New Jersey governments collect over $5,800 per person. Cost-of-living differences could absorb the regional differences in income for many people.

What has been presented so far are 2011 data that reflect the recent slow recovery. Perhaps the gaps widen when the economy is growing quickly, or when some regions are growing faster than others. To look at time trends, we opted to focus on the largest gaps. Within each education category, the regional income differences are largest in the upper portion of the distribution. We calculated the gaps for individuals between the 75th and 95th percentiles. For people without a college degree, the largest gaps are between the Northeast and South. For people with college degrees, the largest gaps are between the Northeast and Midwest. We plot these differences over the last 12 years. The earnings gap between high income (75th-95th percentile) gradu-
Trends in the Largest Regional Differences in Personal Income

Notes: Figures represent regional differences calculated using personal income averaged over the 75th to 95th percentiles, within the education category. Dollars adjusted for inflation using the CPI. Source: Current Population Survey, March 2000–2011.

Degreed holders in the Northeast and Midwest appears to have been smaller during the mid-decade expansion. The other four series do not display a recognizable difference between years of growth and years of recession. There might be up or down drifts, but these trends are small relative to the year-to-year variation, which prevents us from identifying them definitively.

Having looked at the data, we may be less concerned about the questions mentioned at the beginning. Interregional income differences appear to be modest, which is consistent with competitive national labor markets. After controlling for observable characteristics, such as education and occupation, only differences of $10,000 or less remain for 95 percent of working-age adults. Gaps large enough to overcome cost-of-living differences are found mostly in the top 10 percent of the distributions.
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