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The relationship between Hispanic residential location 
and homeownership

Maude Toussaint-Comeau and Sherrie L. W. Rhine

Introduction and summary
For many families, homeownership is a foundation for 
financial asset building and future wealth accumula­
tion. Increased homeownership has been linked to 
improved property maintenance, higher property val­
ues, greater community involvement, and enhanced 
neighborhood stability (Glaeser and Shapiro, 2002; 
Rohe and Stewart, 1996; and Cox, 1982). The oppor­
tunity for homeownership, therefore, contributes to a 
community’s overall economic stability and growth.

The potential benefits of homeownership are not 
equally distributed across ethnic groups and ethnic 
communities. Although Hispanics represent the fastest 
growing minority/immigrant population in the U.S., 
their homeownership rate is among the lowest of any 
ethnic group. In 2000, close to 70 percent of U.S.-bom 
households were homeowners; householders from 
Europe had a homeownership rate of 63 percent; and 
householders from Asia had a rate of 52 percent. By 
comparison, the homeownership rate for Latin American 
immigrants was 41 percent and 39 percent for Mexican 
immigrants specifically (U.S. Census Bureau, 2001).

Over the last few years the homeownership gap 
between Hispanics and non-Hispanics has narrowed. 
Between 1994 and 2002, the rate of homeownership 
for Hispanics increased by 17 percent, from 41.2 per­
cent to 48.2 percent; while the rate for non-Hispanics 
increased by 6 percent from 65.9 percent to 70 per­
cent (U.S. Census Bureau, 2003). Retsinas and Belsky 
(2002) suggest that the narrowing of this gap can be 
attributed in part to the increase in mortgage loans to 
low-income and minority households. Even so, as of 
2002, more than a 20 percentage point gap in home- 
ownership rates remained between Hispanics and non- 
Hispanics.1 Recent increases in unemployment and 
foreclosures on homes owned by poorer minority 
families are stark reminders that closing the wealth 
gap through homeownership remains a challenge 
(Fleishman, 2002).

The Hispanic population in the U.S. has tradition­
ally been concentrated in only a few states and in partic­
ular urban areas (Bartel, 1989). For a large proportion 
of immigrants, particularly those from Mexico or other 
Latin American countries, housing needs remain crit­
ical. For example, Mexican and other Latin American 
immigrants are much more likely to live in crowded 
and severely inadequate housing and/or to experience 
a severe housing cost burden (Lipman, 2003).2 As a 
consequence, community development initiatives that 
respond to emerging and traditional immigrant com­
munities may be very important?

This study seeks to identify the socioeconomic, 
demographic, and life-cycle characteristics that influ­
ence the location choice and the homeownership de­
cision for Hispanic immigrants. We ask two basic 
questions. First, is homeownership more or less likely 
for Hispanics who choose to reside in an ethnic loca­
tion; and second, is the location decision jointly or 
endogenously made with the homeownership decision? 
Our findings suggest that, indeed, the location and 
homeownership decisions are jointly made. Further­
more, the decision to reside in a Hispanic enclave 
has a positive, significant influence on the likelihood 
of owning a home.

Overview of the literature
Most previous research on this subject has looked 

at immigrant homeownership within specific urban 
areas. For example, Sehili et al. (1998) analyzed the 
experience of immigrants in New York City; and 
Hamilton and Cogswell (1997) looked at Hispanics 
in Syracuse. Our study contributes to the literature 
by examining the implications of ethnic geographic

Maude Toussaint-Comeau is an economist at the Federal 
Reserve Bank of Chicago, and Sherrie L. W. Rhine is a 
senior economist at the Federal Reserve Bank of New York.
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concentration on the homeownership decision of 
Hispanic households in the Chicago metropolitan area.

Research suggests that disparities in homeowner­
ship between immigrants and non-immigrants can be 
explained by differences in socioeconomic and demo­
graphic characteristics (for example, Pitkin et al., 1997; 
Myers and Lee, 1996 and 1998; and Myers et al., 1998). 
Coulson (1998) finds that Hispanics have a lower ho­
meownership rate because Hispanic household heads 
tend to have less education, hold immigrant status, and 
are younger than non-Hispanics.4 This study also points 
out that immigrant groups tend to concentrate in cen­
tral cities where housing prices are relatively high, 
causing affordability constraints to be more binding.

Earlier, Krivo (1995) determined that the “immi­
grant context”5 decreases the likelihood of homeown­
ership among Hispanics in Los Angeles. However, 
the magnitude of this influence differs by Hispanic 
subgroup. Specifically, the negative effect of immigrant 
concentration on homeownership is more subdued 
for Mexicans than for non-Mexican Hispanics. At the 
same time, the Mexican “location context” tends to 
be more crowded with inferior or substandard quality 
housing. Alba and Logan (1992) find that, as the pro­
portion of Mexicans and Cubans in a metropolitan 
area becomes larger, the likelihood of homeownership 
increases, while for other immigrant groups, such as 
Puerto Ricans and Vietnamese, the likelihood of home- 
ownership decreases. More recently, Borjas (2002) 
argued that a sizable proportion of the homeownership 
gap is due to differences in the location decisions 
made by immigrants rather than their differences in 
socioeconomic background. He shows that in several 
major American cities, “ethnic clustering” increases 
the probability that immigrant households own their 
homes. He gives two potential explanations for this 
finding: first, housing prices in increasingly dense 
neighborhoods may encourage homeownership as an 
investment; and second, ethnic networks within en­
claves can more effectively channel information flows 
about homeownership opportunities.

The body of existing literature agrees that ethnic 
enclaves have a direct impact on the homeownership 
decision, although views diverge about the direction 
of the effect. Still, a much less explored aspect of the 
analysis of homeownership is the fact that the choice 
of location is endogenous with the decision to be a 
homeowner. It is reasonable to assume that the deci­
sion to reside in an ethnic enclave is not a random 
process. A number of factors are likely to influence 
an immigrant’s decision to choose an “enclave” rather 
than a location with only a sparse number of residents 
from their co-ethnic group.

Enclaves offer an alternative means of cushioning 
the relatively high cost of integration that some im­
migrants may face (Chiswick and Miller, 2002). Im­
migrants with less human capital, in terms of language, 
education, or labor skills, may have greater difficulty 
in adapting or assimilating to the new culture and, 
therefore, may need more of the support an ethnic 
enclave provides. For similar reasons, older immigrants 
also may choose such a location. Immigrants with 
less incentive to invest in learning to speak a new 
language, such as those who plan to repatriate at some 
point in the future, would tend to prefer to live with 
others who speak their language and share their cul­
ture. As such, unobserved factors that contribute to 
location choice might also influence the homeowner­
ship outcome of immigrants. The impact of ethnic en­
claves on homeownership shown in previous research 
using conventional probit analysis techniques might 
be biased. In this article, we draw from the immigrant 
location choice literature and consider the inside en- 
clave/outside enclave residential location decision to 
be endogenously or jointly determined with the home- 
ownership decision.6 We propose a bivariate probit 
technique to model the location and the homeowner­
ship decisions.7 Our findings suggest that, for Hispanic 
immigrants, the location and homeownership decisions 
are jointly made. Moreover, the decision to reside in 
a Hispanic enclave has a positive, significant influence 
on the likelihood of owning a home.

Data and descriptive statistics

The data we use in this analysis are drawn from 
the public use micro statistics (PUMS) of the 1990 
U.S. Census, 5 percent sample. The PUMS is advan­
tageous because it provides a sample of Hispanics 
that is larger than other surveys such as the American 
Housing Survey or the Current Population Survey. 
Furthermore, it includes a wealth of information on 
immigrant status, mobility history, and language pro­
ficiency that are important for our study.

The Chicago metropolitan statistical area (MSA) 
is divided into 47 public use micro areas (PUMAs). 
PUMAs are the smallest geographical units defined by 
the 1990 PUMS in the public version of the data. With­
in the Chicago metropolitan area, we identify PUMAs 
that are heavily populated by Hispanics and compare 
them with other PUMAs that have fewer Hispanic resi­
dents. These smaller geographical units allow us to iden­
tify specific Hispanic areas and potentially to capture 
ethnic enclave or ethnic affinity effects. This is in con­
trast to previous studies that typically considered only 
cross-metropolitan variation effects in analyzing the 
homeownership decision (for example, Borjas, 2002).

Federal Reserve Bank of Chicago 3



While the Hispanic population in the sample made 
up 10 percent of the population of the entire Chicago 
MSA, one of the PUMAs had an 86 percent household 
population of Hispanic origin. (It combines South 
Lawndale, known as Little Village and the neighboring 
Lower West Side, known as Pilsen, two communities 
on the southwest side of the City of Chicago). Another 
PUMA had 58 percent of its household population of 
Hispanic origin. (It includes Rogers Park and Uptown 
on the north side). These two PUMAs comprise the 
Hispanic enclave with a majority Hispanic population. 
The remaining PUMAs (or “other locations” in our anal­
ysis) had a population less than 26 percent Hispanic, 
with most having 10 percent or less Hispanic households. 
The clear concentration of Hispanic households in the 
two PUMAs is consistent with the inside-enclave/out- 
side-enclave pattern of choice observed for many other 
immigrant groups (Funkhouser and Ramos, 1993).

Table 1 provides the definition and mean value 
of variables for the Hispanic and other locations in 
the analysis. The sample includes Hispanic households 
residing in the Chicago MSA, with heads of household 
18 to 64 years of age, who either own or rent their 
primary residence and who had positive household 
income. A striking difference between these two groups 
is that Hispanics with the most human capital tend to 
locate outside the areas with the largest concentration 
of Hispanics. Specifically, households in the Hispanic 
locations have on average less education and less 
proficiency in English. They also have been in the 
U.S. for a shorter period of time. A greater proportion 
of households living within the Hispanic locations 
also tend to have less income and lower homeowner- 
ship rates.8 The larger household size observed with­
in the Hispanic locations is consistent with the findings 
reported for Hispanics in the Los Angeles metropolitan 
area (Krivo, 1995). Typical of immigrant groups and 
low-income households, mobility was fairly high (Kan, 
2000). Forty-two percent moved to the Hispanic lo­
cations in the MSA from a different area within the 
state of Illinois; 10 percent came from a foreign coun­
try; and 3 percent moved from a different state in the 
U.S. Households in the Hispanic locations seem to be 
much less mobile than those in other locations; 45 per­
cent of households in the Hispanic locations were non­
movers compared with 38 percent of those who resided 
in other locations. Surprisingly, movement across PUMA 
locations within the Chicago metropolitan area was a 
fairly uncommon occurrence—over the period ob­
served, none had moved to the Hispanic locations from 
a different PUMA; and only 2 percent of individuals 
living in other locations undertook such a move.9 There 
was in general a higher tendency for individuals to

move in other locations in the Chicago MSA, as op­
posed to the Hispanic locations in the Chicago MSA, 
if they came from a different state or if they came 
from a different area outside the Chicago MSA.

Homeownership and ethnic enclave choice

We consider the following two-equation model 
to evaluate the possible linkage between two binary 
choices—the decision to own a home (OWNHOME) 
and the decision to reside in an enclave (HISPANIC 
LOCATION).

1) Tj T2), and

2) y2=/,(x2).

In the first equation, the dependent variable, 
y = OWNHOME, is equal to one if the householder 
owns their home and zero otherwise. Then, x repre­
sents all exogenous variables on the right-hand side 
of the first equation. These include personal charac­
teristics, such as socioeconomic, demographic, and 
life-cycle attributes, immigrant status, and assimila­
tion indicator variables, and location characteristics, 
namely the relative price of owning a home versus 
renting. In addition, we assume that the decision to 
own is a function of location choice, y2.

For the second equation, the dependent variable, 
y2= HISPANIC LOCATION, is equal to one if the 
household chooses to reside in a Hispanic ethnic en­
clave and zero otherwise. The variable x2 represents a 
vector of right-hand indicator variables that include 
socioeconomic, demographic, and life-cycle attributes, 
and immigrant status characteristics. In addition, the 
covariates include indicator variables for the previous 
location of the households and whether they moved 
from abroad or from within the Chicago metropolitan 
area, as opposed to not having moved at all.

Note that the main aspect of the model is that y 
or HISPANIC LOCATION, a covariate in the first 
equation, is also the dependent variable in the second 
equation—HISPANIC LOCATION is assumed to be 
endogenous. The model is therefore a recursive, simul­
taneous model. However, although we have two equa­
tions, the familiar simultaneous equation techniques 
(for example, two-stage least squares) are inappropri­
ate because the model is nonlinear. We propose a bi­
variate probit model to ascertain whether the probability 
of choosing an ethnic enclave location (HISPANIC 
LOCATION) is jointly determined with the home- 
ownership decision (OWNHOME).10 Below, we ex­
plain the motivation behind our choice of covariates 
in each of the equations, then discuss the results.

4 3Q/2004, Economic Perspectives



TABLE 1

Variables

Descriptive statistics: Hispanics in the Chicago MSA

Definition of variables
Hispanic
location

Other
location

OWNHOME 1 if owns with mortgage or owns free and clear. 0 if renting 0.37 0.53
HISPANIC LOCATION PUMA locations with 86% and 58% Hispanic population, 

respectively. 0 for all other PUMAs 1.0 _

COLLEGE 1 if college degree and beyond. 0 otherwise 0.01 0.03
HIGH SCHOOL 1 if HS diploma or equivalent. 0 otherwise 0.37 0.45
NO HIGH SCHOOL 1 if less than HS diploma. 0 otherwise 0.62 0.52
PERMANENT INCOME Predicted values of log household income ($1990) 9.26 9.40
TRANSITORY INCOME Residuals of log household income ($1990) -0.06 0.02
MARRIED 1 if married. 0 otherwise 0.54 0.59
HHSIZE 1 number of persons in household 4.96 4.55
CHILDREN 1 if dependent children present. 0 otherwise 0.20 0.20
AGE 18-24 1 if age is 18 to 24. 0 otherwise 0.25 0.23
AGE 25-34 1 if age is 25 to 34. 0 otherwise 0.33 0.35
AGE 35-44 1 if age is 35 to 44. 0 otherwise 0.25 0.25
AGE 45-54 1 if age is 45 to 54. 0 otherwise. 0.12 0.11
AGE 55-64 1 if age is 55 to 64. 0 otherwise 0.05 0.06
MEXICO 1 if place of birth is Mexico. 0 otherwise. 0.56 0.45
NO ENGLISH 1 if speaks English “not well" or “not at all." 0 otherwise 0.36 0.24
US BORN 1 if born in U.S. or of American parents. 0 otherwise 0.23 0.34
NATURALIZED CITIZEN 1 if born abroad and naturalized. 0 otherwise 0.16 0.18
YSM5 1 if 5 or fewer years since migration. 0 otherwise 0.14 0.12
YSM6-10 1 if 6 to 10 years since migration. 0 otherwise 0.32 0.25
YSM11-2O 1 if 11 to 20 years since migration. 0 otherwise 0.43 0.53
YSM21-30 1 if 21 to 30 years since migration. 0 otherwise 0.04 0.04
YSM31-40 1 if 31 to 40 years since migration. 0 otherwise 0.06 0.05
YSM41+ 1 if over 40 years since migration. 0 otherwise 0.01 0.01
HOME VALUE 25th quartile of log value of home in PUMA 5.78 5.96
MEDIAN RENT Median value of rent in PUMA 393.2 517.5
MOVE_PUMA 1 if moved across PUMAs in the Chicago MSA. 0 otherwise 0.00 0.02
MOVEJL 1 if moved from an area in Illinois outside the Chicago MSA.

0 otherwise 0.42 0.47
MOVEJJS 1 if moved from a different state in the U.S. outside 

of Illinois. 0 otherwise 0.03 0.05
MOVE_FOREIGN 1 if moved from a foreign country. 0 otherwise 0.10 0.09
NON MOVERS 1 if did not move in last 5 years. 0 otherwise 0.45 0.38
Sample size 3.752 10.374

Determinants of homeownership choice
Socioeconomic, demographic, and life-cycle 
characteristics

The choice of variables to include in the OWN- 
HOME and HISPANIC LOCATION equations is guid­
ed by arguments and evidence from the literature and 
from the availability of variables in the data. There is 
agreement in the literature that the homeownership 
decision depends on socioeconomic, demographic, 
and life-cycle (including family structure) attributes

(Goodman, 1990). Following this convention, marital 
status (MARRIED), size of the household (HHSIZE), 
whether dependent children are present (CHILDREN), 
and the age of the head of household (various age 
groups) are included. We expect these characteristics 
to capture the preferences for homeownership. Edu­
cational attainment is viewed as one potential indica­
tor of wealth prospects, and we use it here as a proxy 
for the wealth-related taste for homeownership. We 
control for level of schooling using two indicator
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variables that reflect whether the head of household 
completed college or beyond (COLLEGE) or graduated 
from high school (HIGH SCHOOL). We expect that 
heads of household that have either a high school diploma 
or a college degree are more likely to be homeowners 
than those who have not completed high school.

We include household income to determine how 
nominal housing affordability influences the home- 
ownership decision. As is customary, we include both 
permanent and transitory components of household 
income (Goodman and Kawai, 1982). Permanent in­
come (PERMANENT INCOME) is the predicted 
value of the measured income estimated by a regression 
on a set of instrumental variables related to human 
capital and other demographic characteristics, while 
transitory income (TRANSITORY INCOME) is the 
difference between the observed measured household 
income and predicted income. We expect permanent 
income to have a positive influence on homeownership. 
Although included as a control, transitory income may 
be less important to the homeownership decision be­
cause the typical costs associated with the home pur­
chase process (that is, transactions, search, and moving 
costs) are so substantial that they may not be covered 
by transitory income (Goodman, 1990).

Immigration and assimilation factors
The immigrant experience of Hispanics has impor­

tant implications for homeownership outcomes for 
several reasons. Acquired English language fluency is 
an important human capital attribute for immigrants 
and an indicator of potentially greater integration into 
the mainstream financial system. We might expect 
that immigrants with greater English language fluen­
cy are more likely to be homeowners. However, in a 
Hispanic neighborhood where transactions may be 
conducted in Spanish, a lack of English language flu­
ency may not necessarily hinder homeownership. We 
include the variable NO ENGLISH, whether house­
holders reported that they speak English “not well” 
or “not at all,” to determine the influence that this 
lack of human capital has on homeownership.

Second, lack of familiarity with the U.S. credit 
system may result in households being less informed 
about opportunities and programs that could help them 
purchase a home. The length of time a person has re­
sided in the U.S., therefore, is important. From a lender’s 
point of view, the length of time a person has resided 
at a particular address in the U.S. can be considered 
for lending qualification or underwriting purposes 
(Warren, 1995). The longer a person has resided in 
the U.S., the less their immigrant status should influ­
ence the likelihood of homeownership. We control 
for length of time since migration in a nonlinear

fashion with dummies for incremental years since mi­
gration. For example, YSM5 is equal to one if the house­
hold head migrated less than five years prior to the 
survey. We also include an indicator variable for 
whether the householder is a U.S.-born citizen, US 
BORN (note, in this case, years since migration is 
equal to zero). We include whether the head of 
household is a naturalized citizen (NATURALIZED 
CITIZEN) as an indicator variable for integration or 
assimilation potential. The indicator variable, MEXICO, 
is equal to one if the head of household’s birthplace 
is Mexico (or zero otherwise). We include this variable 
to control for potential differences in homeownership 
between Mexican and other Hispanic householders.

The location choice variable
We include HISPANIC LOCATION in the 

OWNHOME equation to measure the direct impact 
that the decision to reside in an ethnic enclave has on 
the likelihood of homeownership. Whether homeowner­
ship is more or less likely for households who choose 
to live in a Hispanic enclave is unclear from the liter­
ature. If the influence of Hispanic location has a sig­
nificant and positive influence on the likelihood of 
homeownership, these two decisions are jointly made 
and residing in a Hispanic enclave increases the like­
lihood of homeownership. Alternatively, if the relation­
ship between Hispanic location and homeownership 
is significant and negative, this implies that living in 
an enclave lowers the probability of owning a home. 
Housing prices

Higher housing prices may lead to greater afford­
ability constraints, especially for lower-income and 
more recent immigrant groups. Because other studies 
have shown that Hispanics have lower income levels 
relative to other ethnic/racial groups, affordability is 
likely to be relevant to their homeownership decision. 
Gyourko and Linneman (1996) used the 25th percen­
tile of the log housing value in an MSA as an indica­
tor variable to capture the costs of a typical inexpensive 
home and the median rent value to capture local hous­
ing prices. We follow their approach by including the 
25th percentile of the log housing value in each PUMA 
(HOME VALUE) to control for local housing afford­
ability. We also include the median rent in the PUMA 
(MEDIAN RENT) to control for the typical cost of 
renting in the PUMA. Areas with relatively high housing 
values or low rents may be expected to lengthen the 
transition to homeownership (Painter et ah, 2000).

Determinants of enclave location choice
The independent variables in the second equation 

(HISPANIC LOCATION) comprise socioeconomic, 
demographic, and life-cycle characteristics, similar
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to the first equation. The inclusion of these personal 
characteristics in the location choice equation follows 
the immigration literature that suggests that individu­
als who choose to locate in enclaves tend to self-se­
lect in terms of personal attributes and as such tend 
to have relatively homogeneous personal characteris­
tics. For example, individuals with less human capi­
tal, who are older, and who are not proficient in English 
may have greater difficulty in adapting to the new 
culture and may therefore prefer an enclave location. 
We include indicator variables for age, education, 
language proficiency, and assimilation factors, as pre­
viously defined, to assess the extent to which they 
impact the decision to reside in an ethnic enclave.

Typically, researchers have looked at the move­
ment or mobility of households to better understand 
the location decision (Painter et al., 2000; Kan, 2000; 
and Boehm et al., 1991). Mobility is viewed as reflec­
tive of households’ responses to variations in local 
labor market opportunities or differences in neighbor­
hood amenities (for example, school quality). House­
holds that experience greater geographical mobility 
are expected to have a greater proclivity toward spa­
tial diversity and, therefore, are less likely to reside 
in a Hispanic enclave than their non-mover counter­
parts. Following previous research that shows that 
consideration for mobility is important to the location 
decision, our HISPANIC LOCATION model controls 
for geographic mobility. The variable MOVEUS in­
dicates whether the head of household’s residence 
five years earlier was in another state. The variable 
MOVEIL indicates whether the individual moved 
from a different location within the state of Illinois to 
the Chicago metropolitan area, while MOVEPUMA 
denotes whether a move was made across PUMAs 
within the Chicago metropolitan area.

Empirical results

Table 2 reports the results of the bivariate probit 
model.11 Households that decide to live in a Hispanic 
location are significantly more likely to be homeowners. 
The significance of the location coefficient suggests 
that the homeownership decision is jointly made with 
the decision to locate in a Hispanic enclave.

Generally speaking, the likelihood of homeown­
ership is greater for those with higher levels of edu­
cation, permanent income, or those that are married, 
have larger families, or are U.S.-born or naturalized 
citizens. Conversely, those who are younger or have 
been in the U.S. for a shorter period of time are signif­
icantly less likely to be a homeowner.

Factors that influence the decision to locate in a 
Hispanic enclave are also shown in table 2. Those

with higher education, greater permanent or transitory 
income, are more mobile, or are a U.S.-bom or natural­
ized citizens are less likely to choose a Hispanic location.

Given that a household chooses to reside in a 
Hispanic enclave, the question becomes: How do the
factors that determine this choice also influence the 
homeownership decision? The marginal effects reported 
in table 3 provide answers to this question. The mar­
ginal effects convey the magnitude and direction to 
which the different attributes influence the homeowner­
ship decision (OWNHOME = 1), in the case where a 
householder chooses to reside in a Hispanic enclave 
(HISPANIC LOCATION = l).12 As shown in table 3, 
householders residing in a Hispanic location who have 
a high school or college education (HIGH SCHOOL 
or COLLEGE) are approximately 3 percentage points 
and 6 percentage points, respectively, more likely to 
be homeowners than their less educated counterparts 
residing in a Hispanic enclave. Being married or having 
a larger family also increases the likelihood of own­
ing a home for those living in a Hispanic enclave by
2.9 percentage points and 2.7 percentage points, re­
spectively. Similarly, the likelihood of owning a 
home increases by 5.1 percentage points and 7.1 per­
centage points, respectively, for older respondents 
(AGE 45-54 and AGE 55-64) living in a Hispanic 
enclave relative to the comparison group (individuals 
between 35 and 45 years of age). Younger respondents 
residing in a Hispanic enclave, however, are signifi­
cantly less likely to be homeowners. Specifically, the 
probability of homeownership for those between the 
age of 18 and 24 is lower by almost 2.2 percentage 
points, while the probability is 3.1 percentage points 
lower for those in the 25 to 34 age category.

The number of years since migration has a sub­
stantial influence on the likelihood that a resident of 
a Hispanic enclave is a homeowner. For example, in­
dividuals who migrated five years ago or fewer (YSM5) 
are almost 10 percentage points less likely to be a home- 
owner than those with 11-20 years since migration. 
Those who have been in the U.S. between 31 and 40 
years are 6.2 percentage points more likely to be a 
homeowner than the comparison group. Naturalized 
citizens residing in a Hispanic enclave are 1.4 percent­
age points more likely to be homeowners, whereas 
U.S.-born citizens residing in a Hispanic enclave are
1.9 percentage points less likely to be homeowners.

Finally, an increase of 10 percent in home value
for those residing in a Hispanic enclave lowers the 
probability of homeownership by 2 percentage points, 
while higher median rental prices increase the likeli­
hood of homeownership by 1.3 percentage points.
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TABLE 2

Bivariate probit model

Dependent variables OWNHOME HISPANIC LOCATION

Inte rcept
HISPANIC LOCATION

2.35*
1.01*

(0.40)
(0.08)

0.24** (0-15)

Socioeconomic characteristics
COLLEGE 0.34* (0-07) -0.38* (0.09)
HIGH SCHOOL 0.19* (0.02) -0.09* (0.03)
PERMANENT INCOME 0.09* (0.01) -0.06* (0.01)
TRANSITORY INCOME -O.OOO1 (0.00) -0.0004* (0.00)
Demographic and life-cycle characteristics
MARRIED 0.22* (0.02) -0.16* (0.03)
HHSIZE 0.10* (0.01) 0.01* (0.01)
CHILDREN 0.04 (0.03) -0.03 (0.03)
AGE 18-24 -0.13* (0.04) 0.05 (0.04)
AGE 25-34 -0.15* (0.03) 0.03 (0.03)
AGE 45-54 0.21* (0.04) -0.04 (0.04)
AGE 55-64 0.33* (0.05) -0.14** (0.06)
Immigration and assimilation factors
MEXICO 0.03 (0.03) -
NO_ENGLISH -0.37* (0.03) 0.26* (0.03)
US BORN 0.28* (0.04) -0.33* (0.03)
NATURALIZED CITIZEN 0.18* (0.03) -0.20* (0.03)
YSM5 -0.64* (0.05) -
YSM6-10 -0.36* (0.03) —
YSM21-30 0.14* (0.05) —
YSM31-40 0.22* (0.05) -
YSM41+ 0.11 (0.12) -
Housing price variables
HOME VALUE -0.84* (0-07) —
MEDIAN RENT 0.19* (0.02) -
Mobility indicator variables
MOVE_PUMA — -0.59* (0.12)
MOVEJL - -0.29* (0.02)
MOVEJJS - -0.59* (0.06)
MOVE_FOREIGN - -0.43* (0.04)

P (1.2) -0.75* (0.05)
Log likelihood -16.038 .77

Notes: * Significant at less than O.O1. ** Significant at less than 0.05. Standard errors are in parentheses. The omitted education 
category is less than high school level education: the omitted age category is age 44 (ages 35 to 44); the omitted language category 
is “speak only English at home”: the omitted mobility category is N0N_M0VERS.

In summary, by order of the magnitude of the mar­
ginal effects, positive influences on the decision to own 
for households residing in an enclave are life-cycle char­
acteristics (being older), being in the country for a longer 
period of time, and being more educated. By contrast, 
some of the factors that are most potent in inhibiting 
this decision are being in the country for a shorter period 
of time and having a lack of proficiency in English.

It is worth noting that decomposing the marginal 
effects into direct and indirect effects reveals that the pos­
itive impact of the education variable on homeownership 
is somewhat lessened when one considers the indirect 
effect of having chosen an ethnic enclave location.13 
(For example, for the COLLEGE variable, the direct 
effect = 0.082; the indirect effect = -0.057; total effects

as reported = 0.065). Moreover, the negative effect of 
English language deficiency on homeownership is less 
substantial when accounting for the location selection’s 
indirect effect. (For the NOENGLISH variable, the 
direct effect = -0.893; indirect effect = 0.043; total 
effects as reported, = -0.860). This suggests that these 
human capital factors exert a somewhat lessened im­
pact on homeownership in the context of an immigrant/ 
ethnic enclave. This finding is consistent with the 
proposition that ethnic enclaves may serve as a more 
viable alternative for those individuals that possess 
less of these human capital attributes. Even so, these 
characteristics remain important to the homeowner­
ship decision inside enclaves.
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TABLE 3

Marginal effects

Probability (OWNHOME = 1 | HISPANIC LOCATION = 1)

Variable Marginal effect

COLLEGE 0.065*
HIGH SCHOOL 0.033*
PERMANENT INCOME 0.013*
TRANSITORY INCOME -0.0001
MARRIED 0.029*
HHSIZE 0.027*
CHILDREN 0.066
AGE 18-24 -0.022*
AGE 25-34 -0.031*
AGE 45-54 0.051*
AGE 55-64 0.071*
MEXICO 0.006
NO ENGLISH -0.146*
US BORN -0.019*
NATURALIZED CITIZEN 0.014*
YSM5 -0.099*
YSM6-10 -0.074*
YSM21-30 0.040*
YSM31-40 0.062*
YSM41+ 0.029
HOME VALUE -0.202*
MEDIAN RENT 0.013*

Note: * Significant at less than .01 level.

not only test the robustness of our approach but will 
also help inform policymakers about the determinants 
of immigrant homeownership in diverse settings. As 
a further consideration, the financial integration of 
immigrant households and whether these households 
have a banking relationship with mainstream finan­
cial markets will likely play an important role in de­
termining whether they have access to credit for a 
home mortgage. Because Hispanic households are 
more likely to be unbanked (lacking a transactions 
account with a mainstream financial institution) than 
other ethnic/racial groups, their future prospects for 
homeownership opportunities may be hindered 
(Hogarth and O’Donnell, 1997; Greene et al., 2003). 
Future research may also benefit from an investiga­
tion of other factors that may be related to access to 
credit and financial services. These include attitudes 
toward borrowing and preferences for or access to al­
ternative and/or informal credit sources.

New data from the 2000 U.S. Census points to a 
strikingly large dispersion of Hispanic communities 
across the Chicago metropolitan area. This suggests 
that Hispanic immigrant populations are mobile over 
time. Gains in human capital, such as English language 
proficiency and education, socioeconomic integration, 
and mobility outside of concentrated enclaves are 
likely to occur naturally in the long term. As such, we 
expect future homeownership rates to rise for Hispanics, 
potentially more so in locations outside of the tradi­
tional Hispanic enclaves.

Conclusion

The methodology developed in this article could 
be applied to other metropolitan areas. Indeed, we 
hope that this study will encourage researchers to 
conduct similar analyses for other areas, other racial/ 
ethnic groups, and other time periods. Doing so will
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NOTES

lrThere is also a large gap between black and white homeownership 
rates. Much of the recent literature has focused on the black-white 
differential (for example, Gyourko and Linneman, 1996; Munnel 
et al., 1996; Yinger, 1986).

2As defined by the American Housing Survey (AHS), a severe 
cost burden means that the housing costs exceed 50 percent of re­
ported income and severely inadequate housing means that the 
housing has severe physical problems, including lack of reliable 
plumbing or heating or faulty wiring.

3Drew (2002) discusses the potential impact of immigrants on the 
U.S. housing market.

4Coulson used the 1996 Current Population Survey data.

5Krivo defines the “immigrant context” as an index incorporating 
the percentage of the population that is Hispanic and foreign-born, 
that is Hispanic and living in the U.S. ten years or less, and that is 
Hispanic and speaks English less than very well within the metro­
politan area. Krivo’s study is based on 1980 PUMS data.

6Studies that focus on native groups have used a multinomial/ 
nested logit technique to model the location choices that tend to 
span across many places (for example, Deng et al., 2003).

7Borjas (2002) raises the issue of endogeneity of immigrant loca­
tion choice and homeownership result estimates. To address this 
concern, he estimates a probit model of homeownership for the 
refugee population, which he approximates by classifying all im­
migrants who originate in main refugee-sending countries as refu­
gees. The refugee countries included are Afghanistan, Bulgaria, 
Cambodia, Cuba, the former Czechoslovakia, Ethiopia, Hungary, 
Laos, Poland, Romania, Thailand, the former U.S.S.R, and Vietnam. 
His logic is that refugees have much less choice in deciding where 
to live than non-refugees and their location is randomly determined 
by sponsoring agencies. For our analysis of Hispanics, this approach 
was not warranted since Hispanics in the Chicago metropolitan 
area are mostly economic immigrants.

8The homeownership rate for Hispanics in the Chicago metropoli­
tan area is 46 percent (Joint Center for Housing Studies, 1999).

9It is possible that some households moved from one neighborhood 
to another within the PUMA; our level of geographic grouping 
does not allow us to identify such movements.

10For the reader interested in a formal derivation of the bivariate 
probit, see Greene (2003), chapter 21, p. 716.

11 As an extension of the probit model, the bivariate probit does 
not impose any stringent structure in terms of variables to be in­
cluded in each of the equations for identification purposes. The 
OWNHOME equation does not include the mobility indicator 
variables that appear in the HISPANIC LOCATION equation, be­
cause inclusion of these variables (although arguably, they could 
be explanatory variables in the decision to own model), annihilates 
the effect of the location covariate in the OWNHOME equation— 
the model becomes overidentified. The second equation does not 
include the housing prices variables because they would be per­
fect predictors of location by construction—the price indicators 
are based on the PUMA’s location housing prices. Years since mi­
gration variables were also omitted in the location choice model 
because of similar collinearity concerns.

12The second alternative, prob(OWNHOME = 1 [HISPANIC 
LOCATION = 0) was also considered. Generally, the results mir­
ror those reported in table 3 where HISPANIC LOCATION = 1. 
The results are available upon request from the senior author.

13The results in table 3 are the total marginal effects. An attribute’s 
total marginal effect in the homeownership model is the sum of 
its direct and indirect effects. The direct effect is produced by the 
attribute’s presence in the first equation, OWNHOME. The indi­
rect effect is also produced if this same attribute is included in the 
second equation, HISPANIC LOCATION. Accordingly, the total 
marginal effect on OWNHOME is the sum of the direct and indi­
rect effects for those attributes that are specified in both equa­
tions. Attributes that are included in the second equation directly 
influence the probability of choosing a Hispanic enclave. This ef­
fect is transmitted back to the first equation through the attribute, 
HISPANIC LOCATION, which appears in the OWNHOME 
equation, thus exerting the secondary, or indirect effect. Readers 
interested in more details about the marginal effects of the bivari­
ate probit can consult Greene (2003).
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FDIC losses in bank failures: Has FDICIA made a difference?

George G. Kaufman

Introduction and summary
Banks are generally failed and placed in receivership 
when the value of their assets declines below the value 
of their deposits and other debt, so that the value of 
their capital (net worth) becomes negative. The losses 
exceed the ability of the stockholders to absorb them. 
As a result, some of their creditors, and in the United 
States also the Federal Deposit Insurance Corporation 
(FDIC), which stands in the shoes of, at minimum, 
the insured depositors up to the insurance coverage 
ceiling, are likely to suffer losses. Because the FDIC 
is a federal government agency, if losses from bank 
failure resolutions are sufficiently high to exceed both 
the FDIC’s reserves and its ability to collect additional 
revenues by levying sufficient premiums on insured 
banks to replenish the reserve fund, the losses may 
need to be paid by the government and thereby the tax­
payers. Indeed, taxpayers were required to pay some 
$150 billion when losses incurred by the former in­
surer of deposits at savings and loan associations (S&Ls), 
the Federal Savings and Loan Insurance Corporation 
(FSLIC), in resolving the large number of failures in 
the S&L crisis of the 1980s exceeded its financial ca­
pacity to protect all insured deposits at these institutions 
against loss. Thus, the FDIC loss rate in resolutions 
is of concern to the uninsured depositors and other 
bank creditors who share in the loss with the FDIC, 
to the banks that pay insurance premiums, and to the 
taxpayers that are widely perceived to have backup 
liability.1 It is in the best interest of all of these parties 
that the FDIC minimize its losses in failure resolutions.

Indeed, it is the losses from bank failures more than 
the bank failures themselves that are most damaging to 
both most stakeholders of the failed banks and the FDIC, 
so that it is more important to minimize this loss rate 
than the number of bank failures. Inefficient or unlucky 
banks that become insolvent should be permitted if 
not encouraged to exit, but with minimum losses.

In this article, I review both the causes of resolu­
tion losses to the FDIC and recent legislative and regula­
tory initiatives intended to reduce such losses, compute the 
loss rates experienced by the FDIC from 1980 through 
2002, and compare and analyze the losses before and 
after the enactment of the FDIC Improvement Act 
(FDICIA) at year-end 1991, which, among other things, 
was intended to minimize such losses. I find that al­
though the number of bank failures declined sharply 
after the implementation of FDICIA in 1993, the FDIC’s 
loss rate increased significantly. This disturbing conclu­
sion holds even after adjustment for changes in the size 
distribution of failed banks in the two periods. Only 
when the failed high-loss larger banks in the second 
period are also removed from the observations does the 
loss rate in the post-FDICIA period decline below that 
of the pre-FDICIA period. I conclude the article with 
speculation on why the FDIC’s loss rate may have 
failed to decline and recommendations for enhancing 
the likelihood of loss reductions in the future.

These losses, however, are not necessarily the sole 
fault of the FDIC. Banks in the United States are de­
clared insolvent and put into receivership or conser­
vatorship under the FDIC by their chartering or primary 
federal regulatory agency, which is generally not the 
FDIC. Thus, the overall loss rate is in part determined 
by the embedded negative net worth of the bank at 
the time it is declared insolvent by these agencies and 
handed over to the FDIC.2

George G. Kaufman is the John Smith Professor of Finance 
and Economics at Loyola University Chicago and a consultant 
to the Federal Reserve Bank of Chicago. The author is indebted 
to James Barth (Auburn University), Robert Bliss, Douglas 
Evanoff, Craig Furfine, and Hesna Genay (Federal 
Reserve Bank of Chicago), Robert Eisenbeis and Larry 
Wall (Federal Reserve Bank of Atlanta), Paul Horvitz 
(University of Houston), James Marino and Lynn Shibut 
(FDIC), and Steven Seelig (International Monetary Fund) 
for helpful comments and suggestions on earlier drafts.
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Causes of FDIC losses

Unlike most other firms, chartered banks in the 
United States are not failed and placed into receiver­
ship by the federal bankruptcy courts and are not sub­
ject to the federal bankruptcy code.3 Rather, they are 
failed and placed in receivership (or conservatorship 
if the institution is to be kept operating by the FDIC 
on a temporary basis) by their chartering or primary 
federal regulatory agency and are subject to the pro­
visions of the Federal Deposit Insurance Act (FDIA). 
These differ significantly from the provisions of the 
corporate bankruptcy code.4 The FDIC is generally 
appointed as the receiver, and the depositors and other 
creditors have no representation.5 The loss rate to the 
FDIC in bank failure resolutions is determined by a 
number of factors, including how quickly a bank is 
placed in receivership or conservatorship after its net 
worth declines below zero, the relative importance of 
general creditors and uninsured depositors on the 
balance sheet, and the ability of the FDIC as receiver 
to sell the bank or its assets at the highest present val­
ue price. The longer insolvent, negative net worth banks 
are permitted to remain open and in operation under 
their existing management, either as a result of inad­
equate monitoring or forbearance by bank regulators, 
the larger their losses are likely to be on average. These 
institutions are likely to continue the inefficient oper­
ations that contributed to their insolvency and/or in­
crease their risk taking and “gamble for resurrection.” 
As the insolvent shareholders have no remaining in­
vestment in the bank, if they win their gamble they keep 
all the gains and possibly the bank and, if they lose, they 
lose their creditors’ funds, not their own. On average, 
these bets are unlikely to pay off. Regulatory forbear­
ance and inadequate monitoring have been costly in 
the past (Bartholomew, 1991; and Barth, Bartholomew, 
and Bradley, 1990; and Kaufman, 1995). The FDIA 
provides broad discretion to regulators in declaring 
an institution insolvent, but as amended by FDICIA 
requires an insured institution to be resolved within 
a brief period after its tangible equity declines to not 
less than, at minimum, 2 percent of its total assets.

Resolution losses to the FDIC are equal to the 
difference between the sum of the present value of the 
par value of insured deposits and of the recovery claim 
of uninsured deposits or non-deposit debt plus any 
protection that the FDIC decides to provide against loss 
at the insolvent bank being resolved and the lower 
present value of the recovery value of the bank as a 
whole or in parts. The lower any protection provided 
on uninsured claims and the larger the relative size of 
these claims, the more the FDIC is able to share any

given resolution losses with others and reduce the 
size of the losses it bears.

The ability of the FDIC to protect uninsured 
claims and with whom and in what amounts it can 
share resolution losses are prescribed by law. Since 
the Depositor Preference Act of 1993, the FDIC’s 
claim has had equal standing in liquidation with un­
insured deposits at domestic offices of insured banks 
and priority over deposits at foreign offices of in­
sured U.S. banks, general creditors, and other unse­
cured claimants. Before 1993, the FDIC had equal 
standing with all depositors and non-subordinated 
general creditors and priority only over subordinated 
creditors and equity claimants. Thus, for any given 
gross loss rate on a bank failure since 1993 and, in 
the absence of any protection of uninsured non-do­
mestic deposit claimants, the larger the relative im­
portance of non-domestic deposits and of general or 
subordinated creditors, the lower is the net loss rate 
to the FDIC. (The potential loss to the FDIC in re­
solving insolvencies with different liability structures 
is analyzed further in the appendix.)

Although the FDIC is required to protect all in­
sured deposits at resolved banks fully against loss from 
par value, it has greater discretion in protecting unin­
sured deposits and other claims. Indeed, from 1980 
through the enactment of FDICIA at year-end 1991, the 
FDIC effectively protected all uninsured deposits at all 
large resolved banks and, at times, even not very large 
banks and most non-deposit creditor claims (Benston 
and Kaufman, 1997).6 The FDIC’s discretion was re­
duced considerably but not eliminated altogether by 
FDICIA, a primary purpose of which was “to resolve 
the problems of insured depository institutions at least 
possible long-term cost to the deposit insurance fund.” 
In general, FDICIA prohibits the FDIC from protect­
ing any uninsured claims if doing so increases its losses, 
but there are exceptions. However, the exceptions are 
substantially more difficult for the FDIC to apply. To 
obtain a systemic risk exception (SRE), the FDIC must 
make a recommendation to the Secretary of the Trea­
sury that not protecting some or all uninsured claims 
at a failed bank “would have serious adverse effects 
on economic conditions or financial stability and ... 
[providing partial or complete protection] would 
avoid or mitigate such adverse effects.”

The recommendation to the Secretary must be made 
in writing by a vote of no less than two-thirds of both 
the board of directors of the FDIC and the Board of 
Governors of the Federal Reserve System. The Secretary 
must then make the determination in consultation 
with the President. The Secretary must also maintain 
all documentation and notify the House and Senate
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banking committees. The basis for the determination 
and any subsequent actions are required to be reviewed 
by Congress’ General Accounting Office (GAO). Fur­
thermore, if the FDIC suffers any losses from providing 
the protection, the losses must be repaid expeditiously 
by all banks through a special FDIC assessment based 
on asset size. Thus, the cost of the protection is paid 
by the banks and is not passed through to the taxpay­
ers. These provisions may be expected to significantly 
reduce the likelihood of FDIC protection for uninsured 
claimants, and since 1992 the FDIC has protected unin­
sured depositors only in a very few instances at small 
banks, where the acquiring bank bid a premium to assume 
the small amount of uninsured deposits that was greater 
than the pro-rata loss on these deposits.7 In addition, 
in these resolutions, the FDIC avoided the costs of 
identifying and separating the insured and uninsured 
deposits on the bank’s books.8 Thus, protecting the 
uninsured deposits in these instances did not increase 
the FDIC’s losses and was consistent with least cost 
resolution (Benston and Kaufman, 1997).9

Lastly, the higher the present value price received by 
the FDIC as receiver from the sale of the insolvent bank 
as a whole or in parcels, the lower is its loss. This may in­
volve a tradeoff between waiting to sell the assets in a 
potentially stronger market at a higher future price that 
must be discounted back to the date of resolution and 
selling quickly at a lower price that requires less dis­
counting. Evidence from the experience of both the U.S. 
in the 1980s and early 1990s and other countries suggests 
that, although not politically popular, quicker sales and 
resolutions, on average, achieve higher present values 
than delayed sales and resolutions, even in periods of 
widespread bank difficulties (Barth, 1991; Bartholomew, 
1993; Ely and Varaiya, 1996; and Kane, 1990).

FDIC losses

The 1980s saw the largest number of bank and 
S&L failures in the U.S. since the Great Depression 
of the 1930s. Between 1983 and 1990, some 1,150 
commercial banks, representing 8 percent of the in­
dustry in 1980, and some 900 S&Ls, representing fully 
25 percent of the industry in 1980, failed and were put 
in receivership (Kaufman, 1995). Moreover, the asso­
ciated combined losses to uninsured depositors, other 
stakeholders, and the FSLIC and FDIC were the high­
est in U.S. history. As noted earlier, the aggregate 
losses from the S&L failures alone exceeded the finan­
cial resources of the FSLIC to protect all insured de­
positors at its failed institutions and required an injection 
of some $150 billion of taxpayer funds. As a result, 
the FSLIC was dissolved by Congress and its deposit 
insurance functions transferred to a new Savings 
Association Insurance Fund (SAIF) housed in the FDIC.

The increase in S&L failures occurred before the 
increase in bank failures. When the number and size of 
bank failures picked up in the late 1980s and losses to the 
FDIC mounted, there was widespread fear that the banks 
would go the way of the S&Ls and the FDIC the way 
of the FSLIC. In response, Congress enacted FDICIA 
at year-end 1991. Among other provisions, FDICIA 
attempts to reduce losses to the FDIC from failure resolu­
tion by encouraging bank regulators to intervene sooner 
and more effectively in financially troubled banks to 
prevent their failure through prompt corrective action 
(PCA). And, if the intervention was unsuccessful, FDICIA 
authorized the FDIC to resolve these banks before their 
book net worth turned negative and, with the systemic 
risk exception noted above, not to protect any claims 
other than insured deposits if this would increase its 
losses and be inconsistent with least-cost resolution 
(LCR). The remainder of the article considers how 
successful this legislation and the bank regulators 
have been in reducing losses from failure resolutions.

Table 1 (overleaf) shows the losses incurred by the 
FDIC in 1,645 bank failures from 1980 though 2002.10 
Total losses in this period were $38.5 billion. As a per­
centage of the sum of on-balance-sheet bank assets on 
the date each bank was failed, losses averaged 12 per­
cent. This is the loss rate to the FDIC. The table also 
shows aggregate losses by bank size. Most failed banks 
were small. Eighty percent had assets of less then $ 100 
million and another 15 percent had assets between 
$100 and $500 million. Less than 1 percent of failed 
banks had assets in excess of $5 billion. The average 
aggregate loss rate varied with size. It was highest for 
small banks with assets of under $100 million and de­
clined progressively with asset size from 21 percent to 
6 percent for banks with assets in excess of $5 billion.11 
Although the loss rate was lowest for the largest banks, 
total dollar losses per bank were by far the largest at 
nearly $765 million at these banks, compared with only 
$6 million for banks with under $ 100 million in as­
sets. Indeed, the largest 1 percent of all bank failures 
accounted for 20 percent of the FDIC’s total losses.

Because more small than large banks failed, the 
loss rate computed as an average of individual bank 
loss rates—average of ratios, where each bank is 
weighted equally regardless of its size—was consid­
erably higher at 21 percent. The rate again tended to 
decline with bank size. However, individual bank loss 
rates varied considerably, ranging from a low of 0 per­
cent to a high of 75 percent in the failure of the First 
National Bank of Keystone (WV) in 1999, 72 percent 
in the failure of the BestBank (CO) in 1998, and 71 
percent for WestPoint National Bank (San Antonio, 
TX) in 1988.12 As can be seen from tables 2 and 3,
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FDIC losses on failure of BIF insured banks, 1980-2002
TABLE 1

Bank assets (Smillions)
Under 100 100-500 500-1,000 1,000-5,000 Over 5,000 Total

1980-2002
Number of banks3 1,313 241 42 39 10 1,645
Percent of number 79.82 14.65 2.55 2.37 0.61 100
Assets ($millions) 37,722 51,937 27,911 77,700 125,818 321,088
Percent of assets 11.75 16.18 8.69 24.20 39.18 100
Loss (Smillions) 8,029 9,172 3,681 9,990 7,651 38,523
Percent of loss 20.84 23.81 9.56 25.93 19.86 100
Loss/assets (%) 21.28 17.66 13.19 12.86 6.08 12.00
Average of bank

loss ratios (%) 22.30 17.33 12.97 13.84 7.26 21.04
Loss per bank (Smillions) 6.11 38.06 87.64 256.15 765.10 23.42

1980-92
Number of banks 1,247 217 40 37 10 1,551
Percent of number 80.40 13.99 2.58 2.39 0.64 100
Assets ($millions) 35,329 47,144 26,296 75,354 125,818 309,941
Percent of assets 11.40 15.21 8.48 24.31 40.59 100
Loss (Smillions) 7,610 8,252 3,264 9,035 7,651 35,812
Percent of loss 21.25 23.04 9.11 25.23 21.36 100
Loss/assets (%) 21.54 17.50 12.41 11.99 6.08 11.55
Average of bank

loss ratios (%) 22.56 17.15 12.23 12.21 7.26 21.19
Loss per bank (Smillions) 6.10 38.03 81.60 244.2 765.10 23.09

1993-2002
Number of banks 66 24 2 2 0 94
Percent of number 70.21 25.53 2.13 2.13 0 100
Assets ($millions) 2,393 4,793 1,615 2,346 0 11,147
Percent of assets 21.47 43.00 14.49 21.04 0 100
Loss (Smillions) 419 921 417 955 0 2,711
Percent of loss 15.44 33.95 15.38 35.23 0 100
Loss/assets (%) 17.49 19.20 25.82 40.71 0 24.32
Average of bank

loss ratios (%) 17.48 18.93 27.82 44.02 0 18.63
Loss per bank (Smillions) 6.35 38.38 208.50 477.50 0 28.84
Loss rate for asset distribution

in 1980-92b (%) 2.00 2.92 2.19 9.89 0 17.00
Loss rate omitting

2 outliers0 (%) 17.49 19.20 12.79 13.46 0 17.35
Size normalized loss rate

omitting 2 outliers3 (%) 2.00 2.92 1.08 3.27 0 9.27

aAII failed FDIC insured institutions from 1980 through 1989 and all failed BIF insured institutions 1990-2002. Omits 12 banks for 
which complete data are not available (11 banks in 1980-92 period and one bank in 1993-2002 period). 
bComputed by weighting loss rates in 1993-2002 by percent asset distribution in 1980-92. 
c0mits First National Bank of Keystone (WV) and NextBank (AZ).
Source: FDIC.

only 5 percent of all failures were resolved by the 
FDIC with effectively no loss and less than 25 per­
cent with a loss of less than 10 percent of assets.

To examine the impact of FDICIA on FDIC 
losses in bank resolution, I divided the bank failures 
into a pre-FDICIA period (1980-92) and a post-FDICIA 
period (1993-2002).13 The number of bank failures 
declined sharply in the later period from 1,551 to only 
94. The average individual bank loss rate declined

slightly from 21.2 percent to 18.6 percent, and the per­
centage of failures resolved with a loss of 10 percent 
or less increased from 22.4 percent to 31.9 percent. 
But the average aggregate loss rate to the FDIC more 
than doubled from 11.6 percent in the first period to 
24.3 percent in the second, and the average loss per 
bank increased from $23.1 million to $28.8 million. 
Only for the smallest banks—those with assets of un­
der $100 million—did the average loss rate not increase.
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TABLE 2

Distribution of bank loss rates by bank size, 1980-2002

Loss rate(%)
Bank assets (Smillions) 0-1 1.1-10 10.1-20 20.1-30 30.1-40 40.1-50 50.1-60 Above 60 Total

(number of banks)

Entire period: 1980-2002
Under 100 49 197 371 362 195 93 28 18 1,313
100-500 30 57 70 40 24 14 3 3 241
500-1,000 5 13 13 7 3 1 0 0 42
1,000-5,000 2 17 10 8 1 0 0 1 39
5,000 or greater 1 6 2 1 0 0 0 0 10
Total 87 290 466 418 223 108 31 22 1,645

Period 1: 1980-1992
Under 100 44 179 349 352 188 91 28 16 1,247
100-500 30 50 60 38 21 13 3 2 217
500-1,000 5 13 12 7 3 0 0 0 40
1,000-5,000 2 17 9 8 1 0 0 0 37
5,000 or greater 1 6 2 1 0 0 0 0 10
Total 82 265 432 406 213 104 31 18 1,551

Period 2: 1992-2002
Under 100 5 18 22 10 7 2 0 2 66
100-500 0 7 10 2 3 1 0 1 24
500-1,000 0 0 1 0 0 1 0 0 2
1,000-5,000 0 0 1 0 0 0 0 1 2
5,000 or greater 0 0 0 0 0 0 0 0 0
Total 5 25 34 12 10 4 0 4 94

Source: FDIC.

Moreover, the FDIC loss rate in the second period 
likely understates the total losses suffered by all claim­
ants in bank failures relative to the FDIC loss rate in 
the pre-1992 period. As noted earlier, FDICIA required 
the FDIC to share any losses with uninsured claim­
ants, and depositor preference gave the FDIC priority 
over nondeposit creditors. This reduced its losses at 
the expense of these claimants. In contrast, before 
FDICIA, the FDIC frequently protected all uninsured 
claimants, particularly at larger banks, and absorbed 
the total loss (Benston and Kaufman, 1997, and 1998). 
Thus, its losses would have been larger for the same 
total loss from a bank failure.

The increase in loss to the FDIC in the post-FDICIA 
period appears to be inconsistent with both the intent of 
FDICIA and other legislative and regulatory initiatives 
in this period and the considerably smaller number of 
failures, which should have given the regulators more 
time to devote to each troubled bank under PCA before 
insolvency to design an LCR solution at insolvency 
(Eisenbeis and Wall, 2003). The increase suggests that 
the legislation may have been flawed and ineffective 
and/or that the regulators failed to vigorously imple­
ment its provisions. But the increase in loss rates may 
also be attributed to other factors, including a change 
in the size distribution of failed banks and a change

in the incidence of major fraud or gross mismanage­
ment as a cause of bank failure.

As noted, loss rates vary with size of bank, so that 
the average loss rate can change between two periods 
if the size composition of the failed banks changed, 
even if the loss rate in each size category did not. 
Table 1 shows that, proportionately, somewhat fewer 
very small—high loss rate—and very large—low loss 
rate—banks failed in the post-FDICIA period than in 
the pre-FDICIA period.14 No very large banks (assets 
in excess of $5 billion) failed in the latter period. The 
relative increases were largest in the next to smallest 
category of banks. It is possible to estimate the im­
pact on the loss rate of the change in the failed bank 
size distribution by weighting the loss rate in each of 
the five size classifications in the second period by the 
percentage of assets in banks that failed in that size 
group in the first period. When asset size distribution 
is held constant, so that the same asset size distribu­
tion of failed banks is assumed for the post-FDICIA 
period as occurred in the pre-FDICIA period, the ag­
gregate average loss rate in the post-FDICIA period 
declines from 24 percent to 17 percent. But this is still 
considerably higher than the 12 percent in the earlier 
period and primarily reflects the absence of large low- 
loss banks in the second period. Thus, standardizing
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Percent distribution of bank loss rates by bank size, 1980-2002
TABLE 3

Loss rate (%)
Bank assets (Smillions) 0-1 1.1-10 10.1-20 20.1-30 30.1-40 40.1-50 50.1-60 Above 60 Total

(percent of banks in each size group)
Entire period: 1980-2002
Under 100 3.73 15.00 28.26 27.57 14.85 7.08 2.14 1.37 100.00
100-500 12.45 23.65 29.05 16.60 9.96 5.81 1.24 1.24 100.00
500-1,000 11.90 30.95 30.95 16.67 7.14 2.38 0.00 0.00 100.00
1,000-5,000 5.13 43.59 25.64 20.51 2.56 0.00 0.00 2.56 100.00
5,000 or greater 10.00 60.00 20.00 10.00 0.00 0.00 0.00 0.00 100.00
Total 5.29 17.63 28.33 25.41 13.56 6.57 1.88 1.34 100.00

Period 1: 1980-92
Under 100 3.53 14.35 27.99 28.23 15.08 7.30 2.25 1.28 100.00
100-500 13.82 23.04 27.65 17.51 9.68 5.99 1.38 0.92 100.00
500-1,000 12.50 32.50 30.00 17.50 7.50 0.00 0.00 0.00 100.00
1,000-5,000 5.41 45.95 24.32 21.62 2.70 0.00 0.00 0.00 100.00
5,000 or greater 10.00 60.00 20.00 10.00 0.00 0.00 0.00 0.00 100.00
Total 5.29 17.09 27.85 26.18 13.73 6.71 2.00 1.16 100.00

Period 2: 1992-2002
Under 100 7.58 27.27 33.33 15.15 10.61 3.03 0.00 3.03 100.00
100-500 0.00 29.17 41.67 8.33 12.50 4.17 0.00 4.17 100.00
500-1,000 0.00 0.00 50.00 0.00 0.00 50.00 0.00 0.00 100.00
1,000-5,000 0.00 0.00 50.00 0.00 0.00 0.00 0.00 50.00 100.00
5,000 or greater 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
Total 5.32 26.60 36.17 12.77 10.64 4.26 0.00 4.26 100.00

Source: FDIC.

for size differences in the two sub-periods reduces but 
does not eliminate the increase in the FDIC loss rate.

Fraud is a major cause of bank failures in all pe­
riods, but may be expected to be relatively more impor­
tant in good economic times, when few banks fail for 
economic reasons, than in bad economic times, when 
more banks fail for economic reasons. Fraud is by defini­
tion difficult to detect before failure and can lead to very 
large losses before it is detected relative to losses from 
other causes, which are generally easier to detect and 
to monitor. If so, losses from bank failures in the post- 
FDICIA period, which generally coincided with prosper­
ous times, would be expected to be relatively higher 
than in the pre-FDICIA period, when the economy did 
not perform as well. In addition, a change in the size 
distribution of failures due to major fraud or gross mis­
management leading to large operating losses can also 
change the aggregate loss rate. If the presence of major 
fraud or gross mismanagement may be proxied by large 
losses, then there appears to be a slight increase in major 
fraud and gross mismanagement at larger banks in the 
post-FDICIA period. Two banks, First National Bank of 
Keystone (WV) in 1999 and NextBank (AZ) in 2002, 
with assets in excess of $500 million failed in the post- 
FDICIA period with loss rates in excess of 40 percent— 
the costliest 10 percent of all failures—compared

with no such failures in the pre-FDICIA period, although 
the percentage of all failed banks with such large loss­
es remained about the same in both periods.15 These 
two banks accounted for the average loss per bank 
with assets between $500 million and $5 billion more 
than doubling in the second period.

If these two banks are removed from the analysis, 
the loss rate for the second period declines from 24.3 
percent to 17.4 percent, but still remains significantly 
higher than in the earlier period. Only if both these 
two large-loss large banks are omitted and the second 
period is adjusted for changes in the size distribution 
of failed banks does the loss rate to the FDIC in the post- 
FDICIA period decline below that of the pre-FDICIA 
period. It declines to 9.3 percent. This suggests that both 
an increase in fraud and gross mismanagement at larger 
banks and a reduction in the overall number of very 
large bank failures, which generally incur substantially 
smaller loss rates, contributed to the increase in the 
aggregate loss rate in the post-FDICIA period, despite 
a decrease in the average individual bank loss rate.16

However, an analysis of the larger major fraud and 
gross mismanagement cases in recent years, including 
the analyses undertaken by the inspector generals of 
the respective federal regulatory agencies required by
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FDICIA when the FDIC incurs material losses (defined 
as the larger of $25 million or 2 percent of the resolved 
bank’s total assets), suggests that, among other things, 
the regulators either delayed on their own accord or 
were delayed by legal or other actions initiated by the 
target banks for considerable periods of time after the 
fraud or mismanagement problems were first detected 
(for example, Committee on Banking, 2002; U.S. 
Department of Treasury, 2000, 2000a, and 2002b; 
and FDIC, 2002). The larger the bank, the greater its 
incentive to delay the regulators in identifying fraud 
or gross mismanagement by adopting legal and other 
challenges to their investigations. To the extent that 
FDICIA emphasizes prompt corrective action by reg­
ulators, the high loss rate in the post-FDICIA period 
suggests that the regulators need to improve, in particu­
lar, their means of detecting fraud and gross misman­
agement at larger banks and their reaction time in 
responding to such evidence.17 The latter may require 
additional legislative and regulatory authority from 
Congress and possibly additional funding to reduce 
delaying actions by target banks without reducing 
appropriate due legal process or appeal procedures.

In almost all instances of large losses to the FDIC 
in recent years, the failed bank reported very rapid 
growth in assets, exceptionally high earnings on assets 
and/or equity, and well above average capital ratios 
shortly before its failure. Evidence over the past 25 
years suggests that, while any one of these three mea­
sures in isolation does not signal problems and, in 
the case of earnings and capital is desirable, in com­
bination all three represent a red warning flag (Duncan 
et ah, 2003). In many instances, the actual data were 
significantly lower than the reported data as, among 
other things, troubled banks under-reserved for loan 
losses and overvalued other assets. Bank regulators 
have often been reminded in these failures that “if 
something looks too good to be true, it generally 
isn’t true.” This suggests that regulators can benefit 
by redeploying their examiners and supervisors to 
these banks more rapidly and aggressively. Reducing 
large losses at large banks is also important, because 
these are the losses that can reduce the FDIC’s reserves 
significantly and may lead to required increases in insur­
ance premiums on other banks, if the FDIC’s reserves 
decline to less than 1.25 percent of insured deposits 
as specified in FDICIA, or, if losses are sufficiently 
large, even to taxpayer support, as in the late 1980s. 

Conclusion

The analysis in this article suggests that a major ob­
jective of FDICIA of reducing the losses to the FDIC 
from bank failures has not been fully realized to date,

despite a benign environment of few bank financial 
problems and a decline in the average individual bank 
loss rate. The large losses experienced by the FDIC 
in the post-FDICIA period relative to the 1980-92 
pre-FDICIA period result primarily from large losses 
incurred in the resolution of a few larger banks. Nev­
ertheless, these are the losses that reduce the FDIC’s 
reserve ratio significantly and are more likely to reduce 
it below 1.25 percent. At this point, FDICIA requires 
increases in insurance premiums to restore the ratio. 
The large losses by the FDIC also indicate large losses 
by uninsured depositors and other creditors at resolved 
banks. As a result, the perception that bank failures have 
high costs is more likely to be maintained and is like­
ly to increase support for public policies that focus on 
reimbursing depositors at failed banks for their losses 
rather than on reducing these losses through prompter 
and more effective regulatory intervention, including 
resolution before the bank’s capital is fully dissipated 
as is envisioned in FDICIA. Because the latter is clearly 
the preferred policy in terms of maximizing aggregate 
social welfare, bank regulators may wish to focus their 
attention more on uncovering evidence of fraud and 
gross mismanagement at larger banks and to rely more 
heavily on readily visible, low-cost red flags of danger, 
such as unusually rapid growth rates and too-good- 
to-be-true profitability, to allocate their resources to 
reduce losses to the FDIC from smaller bank failures.

Again, it should be noted that, although the loss­
es are charged to the FDIC, they are not necessarily 
the sole fault of the FDIC. Some of the losses were 
likely to have already been embedded in the banks 
when they were declared insolvent by their chartering 
or primary federal regulatory agency and handed 
over to the FDIC for resolution. Thus, part of the 
fault lies with bank management and part with the 
regulatory agency that declared the bank insolvent in 
not resolving it sooner. The FDIC’s share of the loss 
blame generally begins only after the institution has 
become the FDIC’s responsibility. In addition, these 
losses are not a condemnation of the PCA program in 
general. Both the number of failures and the magnitude 
of the losses may have been even greater in the absence 
of the PCA provisions. Indeed, the agencies used the 
powers of the program to successfully rehabilitate a 
significant percentage of financially troubled institu­
tions before they became insolvent, thereby reducing 
potential later losses from insolvency (Comptroller 
of the Currency, 2003, and Salmon et al., 2003). If such 
application successfully continues and the above sug­
gestions are adopted, at least in part, it is likely that 
future losses to the FDIC would decline to rates more 
consistent with the objectives of FDICIA.
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NOTES

JThe FDIC Improvement Act of 1991 potentially reduces signifi­
cantly the backup liability of taxpayers for losses to the FDIC by 
requiring it to raise insurance premiums on banks whenever its 
reserves decline below 1.25 percent of total insured deposits, in 
order to replenish the insurance fund to this ratio within one year. 
The FDIC did not have this authority previously. Any taxpayer 
liability is and has in the past been implicit—never explicitly 
spelled out in legislation—but now is more likely to kick in only 
if the FDIC is unable to raise sufficient funds from higher premi­
ums to keep the reserve ratio from declining below zero 
(Kaufman, 2001 and 2002, and Kaufman and Wallison, 2001).

2Because agencies other than the FDIC do not have the responsibly 
to reimburse depositors and other creditors of the banks they fail, 
they do not have their own money at stake. Thus, they may have some 
incentive to delay declaring a bank insolvent if they believe that 
the additional time granted may help the bank regain solvency and 
thereby remove a stain of failure on their watch from the record.

3Bank holding companies, in contrast, are failed and placed in re­
ceivership subject to the federal corporate bankruptcy code.

4An overview of the differences is discussed in Bliss and Kaufman 
(2004). The difference in the bankruptcy process between chartered 
banks and most other corporations has important i mplications for 
both the timing of legal failure and the losses to uninsured depositors, 
other creditors, and shareholders. Under FDICIA, the FDIC is sub­
ject to both a 2 percent tangible equity to assets closure rule and a 
least cost resolution provision. In contrast, legal failure for other 
firms generally occurs only after an actual (or, if voluntary, pend­
ing) default on a major scheduled debt or other payment, and bank­
ruptcy courts in the U.S. tend to stretch out the rehabilitation process 
at high cost to creditors. Thus, it is reasonable to expect that in­
solvent banks are likely to be resolved sooner and with smaller losses 
to, at least, uninsured depositors than nonbank corporations.

5The process by which the FDIC resolves failed banks is de­
scribed in Salmon et al. (2003) and Walter (2004).

6The FDIC’s practice of protecting nearly all claimants in large 
resolutions before FDICIA gave rise to the misnamed phrase “too 
big to fail” (TBTF). Although perhaps not always on a timely basis, 
with rare exception, bank regulators did fail insolvent large banks 
in terms of terminating their shareholders’ claims and transferring 
ownership and management to an assuming institution. Only in 
rare instances were insolvent large banks liquidated or closed 
physically as well as legally. The more accurate but longer term 
would have been “too large not to protect uninsured non-share- 
holder claimants.” For a history of TBTF, see Kaufman (2004).

7The case that these restrictive provisions may be insufficient to 
prevent future bailouts of uninsured depositors at the very largest 
banks is made in Stem and Feldman (2004).

8Because the ex ante costs of administering the insurance compu­
tations when not protecting uninsured depositors are only estimates, 
the FDIC has some wiggle room in its determination of which 
resolution strategy represents least cost. However, it is likely that 
this leeway is significant only for resolving small banks with 
small amounts of uninsured deposits.

9As there have not been any very large bank failures since 1992, 
this procedure has not been fully tested.

10Failed and resolved banks include all failed institutions insured 
by the FDIC through 1989 and by the FDIC’s BIF (Bank Insurance 
Fund) in 1990-2002. The population excludes S&Ls but includes 
some savings banks. The table excludes 12 relatively small banks 
for which loss information was not published by the FDIC. None 
of these banks had assets in excess of $500 million. Loss rates are 
reported by the FDIC as actual for completed resolutions and as 
estimates for resolutions in process. Thus, reported loss rates may 
change through time.

11 The factors determining resolution losses at individual failed 
banks are analyzed in McDill (2004).

12One bank was reported to have been resolved with an eventual 
gain. A number of other banks may also have eventually been so 
resolved. Any gains are generally returned to subordinated credi­
tors and shareholders.

13The post-FDICIA period starts in 1993 rather than 1992 because 
many of the provisions were not scheduled to be implemented 
until then (Benston and Kaufman, 1994).

14No adjustment is made for increases in bank size in the second 
period from inflation effects per se.

15Legally fraud is difficult to prove and regulators are frequently 
cautious in charging it. For example, among other things, NextBank 
periodically replaced nonperforming credit card loan—its only 
type of loan—with performing loans to collateralize loans that 
had been securitized and the resulting bonds sold, so that, contrary 
to appearances, it implicitly retained the credit risk of the “sold,” 
off-the-balance-sheet loans. When the Comptroller of the Currency 
adjusted for this, the bank’s regulatory risk-based capital was re­
duced from 17 percent to 5.4 percent. In addition, the bank appar­
ently knowingly misclassified some credit losses as fraud losses, 
so as to avoid increasing loan loss reserves and decreasing reported 
capital. Nevertheless, the Inspector General of the Department of 
the Treasury concluded that the “failure can be attributed prima­
rily to improperly managed rapid growth that led to unacceptable 
high levels of credit risk, losses, and operational problems” rather 
than to fraud (U.S. Department of the Treasury, 2002a, p. 5). 
Losses to the FDIC from the failure of NextBank are likely to be 
significantly larger than estimated at the time of closure because 
losses on its credit card loans increased significantly after closure 
but before the FDIC both sold the bank-owned portfolio and 
stopped servicing the portfolio that had been securitized and paid 
the owners of the outstanding bonds (Blackwell, 2002, and FDIC, 
2003).

16In part, the FDIC may be expected to experience smaller loss 
rates on more recent large bank failures because, since the enact­
ment of depositor preference in 1993, it has priority in liquidation 
to nondomestic deposits and other creditor claims, which tend to 
be most important at large money center banks. Thus, these funds 
absorb losses before they are charged to the FDIC or uninsured 
domestic deposits.

17Eisenbeis and Wall (2003) suggest that the regulators may be 
confusing minimizing bank failures with minimizing losses from 
bank failures and have inappropriately focused on the former at 
the expense of the latter. Eisenbeis and Wall also report no evi­
dence that any one federal bank regulatory agency had a better 
track record in minimizing failure losses than the others.
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APPENDIX: ACCOUNTING FOR LOSSES TO THE FDIC IN RESOLVING BANK INSOLVENCIES WITH 
DIFFERENT LIABILITY STRUCTURES

Since the enactment of the Depositor Preference Act in 1993, 
the FDIC, as receiver, is generally required to pay claims 
in insured bank resolutions in the following order as funds 
from the sale of the bank and its assets are received, except 
if the systemic risk exception that protects some or all de 
jure uninsured depositors and/or other creditors at the in­
solvent bank is invoked:

1. Administrative expenses of receiver,
2. Secured claims,
3. Depositors at domestic offices,
4. General unsecured creditors and depositors 

at foreign offices,
5. Subordinated debt holders, and
6. Stockholders.

Secured creditors are paid from the proceeds of the associ­
ated collateral. If this is insufficient to satisfy the foil claim, 
they become general creditors for the remainder. Any ex­
cess collateral is returned to the bank. The FDIC effective­
ly stands in the shoes of insured depositors and has equal 
priority with uninsured depositors. Thus, the size of any 
loss experienced by the FDIC in resolutions depends both 
on the shortfall in the market value of the bank’s assets from 
the assigned value of its deposits and other debt and on 
the composition of the bank’s liabilities. The former deter­
mines the overall loss and the latter the distribution among 
claimants. For example, the relatively less important are 
insured deposits, the more the FDIC can share its losses and 
the smaller is the loss to the FDIC for any given aggregate 
resolution loss. The relationship between bank liability 
structure and FDIC loss in resolutions may be demonstrat­
ed at greater length with the use of T accounts for a hypo­
thetical, greatly over-simplified bank balance sheet.

Assume a bank that has only assets (A), insured deposits 
(ID), uninsured deposits (UD), unsecured other debt held 
by general creditors (OC), and equity capital or net worth 
held by shareholders (K). When solvent, its balance sheet 
looks as shown in table Al, panel A.

Assume now that the bank experiences a loss of $10. 
This can be shown by a $10 charge against assets, reduc­
ing their value from $100 to $90. The balance sheet would 
now be as shown in panel B.

Table Al

A L

A 100 40 ID
40 UD
10 OC
10 K

Total 100 100 Total

A L

A 90 40 ID
40 UD
10 OC

0 K
Total 90 90 Total

C) Allocation of losses

ID 0
UD 0
OC 0
K 10
FDIC __ 0
Total 10

Any loss is charged first to capital, which can absorb all of 
the $ 10 but is reduced to zero. The bank is declared insolvent 
by the FDIC and placed in receivership or sold at any pos­
itive price greater than zero. In this scenario, the FDIC, 
depositors, and other creditors do not suffer any loss (panel C). 
All the loss is borne solely by the shareholders. This reflects 
the theory underlying the closure rule at a nonnegative capi­
tal ratio in FDICIA. If successful, all depositors are fully 
protected and deposit insurance is effectively redundant.

But what if the FDIC was not able to resolve the in­
stitution before its losses exceeded its capital? Then some 
of the loss has to be charged against stakeholders with higher 
priority than shareholders. If the loss were $20, assets would 
now decline in value to $80 and capital would be a nega­
tive $10. But limited liability protects the shareholders from 
paying this full amount. Instead, they absorb only the first 
$10 of the loss, eliminating their ownership interest. The 
remaining $10 is charged against the general creditors, who 
have the next lowest priority. Depositors would still be 
whole and there is no loss to the FDIC. The balance sheet 
just before liquidation or sale would look like panel A in 
table A2.

Table A2

ID 0
UD 0
OC 10
K 10
FDIC 0
Total 20
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If the loss increases to $30—assets decline to $70— 
then depositors would also share in the loss. If the bank 
did not qualify for protection under the systemic risk ex­
ception, the additional $10 loss would be shared equally 
by the uninsured depositors and the FDIC standing in the 
shoes of the insured depositors. Because the FDIC must 
make the insured depositors whole at $40 when their de­
posits are valued at only $35, it effectively needs to pay 
$5 to the bank. This payment increases the bank’s assets 
from $70 to $75 and its balance sheet immediately after 
failure may be shown as in table A3, panel A.

Table A3

B) Allocation of losses

ID 0
UD 5
OC 10
K 10
FDIC 5
Total 30

The FDIC’s loss rate would be calculated by its loss as a 
percentage of the bank’s total assets on the date of resolu­
tion before any infusion of funds by the FDIC. In this ex­
ample, this would be $5/$70 or 7.1 percent.

But what if the FDIC obtains a systemic risk excep­
tion for the bank under FDICIA and acts to protect all de­
positors but not other creditors at par value? Then it would 
absorb the entire additional $10 loss and inject an additional 
$5 payment to the bank to make the uninsured as well as 
the insured depositors whole. This would increase assets 
from $70 to $80 as in table A4, panel A.

Table A4

B) Allocation of losses

ID 0
UD 0
OC 10
K 10
FDIC 10
Total 30

The FDIC’s loss rate would double to 14.2 percent 
($10/$70).

It is evident that capital, other debt, and uninsured 
deposits act as shock absorbers against losses for the FDIC 
and that the proportionately greater are these accounts, the 
proportionately smaller will be any loss to the FDIC from 
resolving a bank with a given negative net worth.

Alternatively, the FDIC may attempt not to fail the 
bank legally and invoke SRE to protect the other creditors 
as well as the uninsured depositors. Then, except for the 
$10 borne by the shareholders, the entire remaining $20 
loss would be borne by the FDIC, which would make a 
$20 cash infusion to make all nonshareholder claimants 
whole. This would increase its loss rate again to 28.4 percent. 
The bank balance sheet would read as in table A5, panel A.

Table A5

B) Allocation of losses

ID 0
UD 0
OC 10
K 10
FDIC 20
Total 30

Lastly, it is also of interest to note how the loss allo­
cations would have differed before the introduction of de­
positor preference in 1993. At that time, the FDIC did not 
have priority over other creditors (and deposits at foreign 
branches). The FDIC had equal standing with uninsured 
depositors and other creditors. Assume that the bank’s 
balance sheet was as shown in table A1. A loss of $ 10 
would not have affected the loss allocation. All of this 
amount would have been absorbed by the equity holders. 
But if the loss was greater than $10, the loss distribution 
would have been different. If the loss was $20, the $10 
loss not absorbed by the equity holders would be divided 
proportionately among the FDIC, standing in the shoes of 
the insured depositors, the uninsured depositors, and the 
other creditors.1 Each would have suffered a loss of 11 
percent ($10/$90). The FDIC would have had to make a 
cash infusion of $4.44 (0.11 X $40) to the bank to offset 
the loss to the insured deposits. After the infusion, the 
balance sheet would have looked like panel A of table A6.
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Table A6

A) A L

A 84.44 40.00
35.56

8.88
0

ID
UD
OC
K

Total 84.44 84.44 Total

B) Allocation of losses

ID 0
UD 4.44
OC 1.12
K 10.00
FDIC 4.44
Total 20.00

Table A7

A) A L

A 78.88 40.00
31.12

7.76
0

ID
UD
OC
K

Total 78.88 78.88 Total

B) Allocation of losses

ID 0
UD 8.88
OC 2.24
K 10.00
FDIC 8.88
Total 30.00

The FDIC’s loss rate would be $4.44/$80 or 5.5 percent, 
compared with 0 percent after depositor preference. Thus, 
the FDIC and the uninsured depositors would both have been 
worse off and the other creditors better off (see table A2).

Likewise, if the loss was $30 and the systemic risk 
exemption was not invoked, the $20 not borne by the 
shareholders would be home proportionately by the three 
other claimant classes. This would compute to 22 percent 
($20/$90 = 0.22) of claims of each class. For the FDIC, 
this would amount to $8.88. The bank balance sheet 
would be as shown in table A7, panel A.

Thus, without depositor preference, the FDIC would have 
lost $8.88, or $3.88 more than in table A4, when it lost only 
$5.00, and its loss rate would have been 12.7 percent 
($8.88/$70), up from 7.1 percent with depositor preference.

‘A more thorough analysis of the implications of depositor preference ap­
pears in Kaufman (1997) and Marino and Bennett (1999).
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timely global conference.
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House prices and the proposed expansion 
of Chicago’s O’Hare Airport

Daniel P. McMillen

Introduction and summary
Controversial plans to expand Chicago O’Hare Airport 
would add an additional runway and reconfigure the 
seven existing runways. The proposed expansion would 
allow the airport to handle 1.6 million flights annually, 
up from approximately 928,000 in 2003. O’Hare is not 
alone in having expansion plans: 18 of the 31 large hub 
airports in the U.S. are planning to add runways in the 
next decade. As of 2001, these 31 airports accounted 
for 70 percent of U.S. air passengers, and the top 25 
of these airports accounted for 86 percent of all severe 
air traffic delays. However, neighboring communities 
often oppose airport expansions, and the O’Hare expan­
sion plans are particularly controversial. O’Hare is 
surrounded by a densely populated ring of suburban 
municipalities whose residents already complain about 
the noise generated by flights in and out of O’Hare.

Airports are both a direct and indirect source of 
employment. The area around O’Hare Airport rivals 
downtown Chicago in terms of number of jobs. Data 
from the Northeastern Illinois Planning Commission 
show that there were about 800,000 jobs located within 
five miles of downtown Chicago in 2000. More than 
400,000 jobs were located within five miles of O’Hare 
in 2000, and about 950,000 jobs in the suburbs were 
located within a ten-mile radius of O’Hare Airport. But 
airports are also the source of traffic congestion, air 
pollution, and noise. Airport expansion plans frequently 
encounter strident opposition due to these unfavorable 
characteristics, despite the potential for more jobs.

In this article, I use recent data on sales of single­
family homes to estimate the effect of noise on property 
values in the area around O’Hare Airport. Home val­
ues are frequently used as the basis for estimating the 
costs of “disamenities” such as noise. Polinsky and 
Shavell (1976) present the theoretical underpinnings of 
the standard approach, while Bartik and Smith (1987) 
and Sheppard (1999) provide reviews of the theory

and relevant applications. The idea is simple and com­
pelling: People generally are well informed when they 
make an important decision such as the purchase of a 
new home. They may be willing to live in an area that 
is subject to severe noise, but only if they receive a dis­
count on their home price. The size of the discount mea­
sures their aversion to high aircraft noise. Home prices 
have been used to measure the costs of such disamenities 
as air pollution (Zabel and Kiel, 2000) and traffic noise 
(Theebe, 2004), as well as the benefits of amenities 
such as school quality (Black, 1999). The effects of 
airport expansions on home prices are important polit­
ically. A possible drop in property values is frequently 
cited as a key motivation for opposing new runways.

I find that home values are 10 percent lower in areas 
that are subject to severe noise. This noise discount 
may explain some of the opposition to the airport ex­
pansion. In addition to the direct suffering caused by 
noise, homeowners may logically expect a nearly 60 per­
cent increase in flights to lead to a large drop in property 
values. But paradoxically, noise levels may actually 
fall after the proposed O’Hare expansion. Older, noisy 
aircraft are being retired and airlines are switching to 
quieter planes. Regional carriers, which are projected 
to account for a higher percentage of flights in the fu­
ture, use small and comparatively quiet aircraft. Indeed, 
the area that is defined by the FAA (Federal Aviation 
Authority) as being subject to severe noise fell from 
57 square miles in 1997 to 38 square miles in 2000. 
The severe-noise area is projected to decline further 
to 27 square miles after the expansion and reconfigu­
ration of the airport. These trends suggest that noise 
reductions will cause the average home in an area 
that formerly was subject to severe noise to increase

Daniel P McMillen is an economics professor at the 
University of Illinois, Chicago, and a consultant to the 
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in value by as much as $17,000 (in 1997 
dollars) between 1997 and the time after 
the expansion.

These results partially undermine 
one of the primary arguments against 
airport expansions. An important caveat 
is in order, however. Although the results 
suggest that prices may rise even if traffic 
at O’Hare increases significantly, they 
do not show how much prices would 
have increased if the airport remained at 
its current capacity. With aircraft getting 
significantly quieter over time, prices 
would presumably rise even more if the 
number of flights did not increase beyond 
current levels in the future. Nevertheless, 
the finding that the number of flights at an 
airport can increase by nearly 60 percent 
without generating significantly higher 
noise levels is a surprising result, temper­
ing arguments against an expansion.

The proposed O’Hare expansion

Chicago is currently served by two 
airports, O’Hare and Midway. Midway 
opened first in 1926. O’Hare opened in 
1955 and quickly overtook Midway as 
Chicago’s busiest airport. In 2003,
O’Hare served approximately 928,000 
flights, compared with 328,000 at Midway. The 
number of flights continues to increase as airlines 
switch to smaller planes. Partly due to the move to 
smaller aircraft, load factors (the percentage of seats 
that are occupied) have risen from about 60 percent in 
the late 1970s to more than 70 percent today, and the 
FAA projects a continued increase. The FAA estimates 
that nearly 650 billion passengers were served nation­
ally by U.S. commercial airlines in 2003, and their 
projections call for the number to increase to 1,124 
billion in 2015.1

The hub and spoke system places enormous pres­
sure on the capacity of large hub airports such as O’Hare. 
Hubs operate by gathering larger numbers of flights 
from feeder airports and sending passengers on as 
quickly as possible to their ultimate destinations. As 
a major hub in the center of the county, O’Hare con­
tends with Atlanta for the title of the world’s busiest 
airport. It also is currently a major bottleneck for U.S. 
air traffic. The year 2003 saw 11,960 late arrivals at 
O’Hare, or 20.28 percent of all arriving flights.2 The 
delays lead to further delays at other airports as the 
effects ripple through the entire system. By changing 
the current configuration of the airport and adding

FIGURE 1

Existing runways

Source: http://modernization.ohare.com/program_pages/configuration.htm.

another runway, the proposed expansion is intended 
to reduce delays at O’Hare and elsewhere.

The existing runway configuration at O’Hare is 
shown in figure 1. Two runways have an east-west 
orientation, two run northeast-southwest, and anoth­
er two have a northwest-southeast orientation. A sev­
enth runway runs due north-south. Unfortunately, all 
but one of the runways intersect another. The safety 
concerns caused by this inefficient configuration re­
duce the number of flights that the airport can handle, 
particularly in conditions of poor visibility.

Although the expansion plans are still in flux, 
figure 2 shows a recent proposal. The two northwest- 
southeast mnways would be removed. Most flights would 
be handled by six parallel east-west mnways. Although 
there still is some debate over how far apart these run­
ways must be to handle simultaneous operations, the 
idea is that landings and takeoffs could occur at the same 
time on different runways. The remaining two north­
east-southwest mnways would only be used in extreme 
weather conditions. The more efficient configuration 
would permit the number of flights to increase by nearly 
60 percent, even though there would only be one addi­
tional runway—for a total of eight rather than seven.
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The O’Hare expansion is not the only plan under 
consideration. The primary contending plan is to build 
a new airport in Peotone, Illinois, which is located about 
40 miles south of downtown Chicago along 1-57. As 
early as the 1960s, Major Richard J. Daley proposed 
building a new airport on landfill in Lake Michigan. 
A site near Lake Calumet on the city’s south side was 
proposed as the site of a second airport in 1929, but 
this site was rejected in favor of O’Hare.3 The Lake 
Calumet site continues to be proposed as a candidate 
for the location of a third airport. Another proposal is 
to expand the existing airport in Gary, Indiana.

The expansion plans are very controversial, and 
nearby suburbs have actively opposed them. The op­
position is based in part on fears of additional noise 
and traffic congestion. In addition, politics has permeated 
the decision process:

From the start, O’Hare was used by City Hall as 
a means to reward political allies. Richard J. Da­
ley’s administration, for instance, gave the right 
to sell flight insurance to a company that had 
hired Daley’s City Council floor leader, Thomas

Keane, and it handed millions of dollars in con­
struction work to another company that em­
ployed Keane. ... O’Hare helps [Richard M.]
Daley at election time. Airport vendors, conces­
sionaires, and other businesses tied to O’Hare— 
and their executives and lobbyists—donated 
about $360,000 to Daley’s campaign in an 18- 
month period beginning in July 1998. ... Due to 
the length of Daley’s tenure, he has hired nearly 
60 percent of the 1,900 employees who work for 
the city’s Department of Aviation, which manages 
O’Hare, Midway and Meigs Field. (Martin and 
Cohen, 2000.)

The Peotone and Gary proposals call for the con­
struction of an airport outside of the City of Chicago. 
Although suburban and downstate legislators have 
been supportive of the Peotone proposal, Chicago 
has consistently opposed it. The airlines tend to pre­
fer the O’Hare expansion, in part because O’Hare 
has a proven record and it is unclear whether passen­
gers would be drawn to a Peotone airport. Hub airports 
rely on local passengers as well as those who are

simply transferring en route to other des­
tinations, and O’Hare is closer to down­
town Chicago than Peotone and is closer 
to firms that account for a major portion 
of lucrative business travel. It is unclear 
whether a Peotone airport would success­
fully draw passengers away from O’Hare 
who are simply transferring through the 
Chicago area. The federal government has 
given mixed signals over time, sometimes 
supporting the O’Hare expansion and 
other times preferring a third airport.4

In the face of this debate, Governor 
Blagojevich of Illinois signed legislation 
in August 2003 authorizing the expansion 
of O’Hare. Chicago submitted its expan­
sion plan to the FAAin October 2003. The 
city hopes to begin construction in fall of 
2004. However, Chicago cannot begin con­
struction or receive federal funding for the 
expansion until it receives FAA approval. 
Delays in the approval process mean that 
the odds are low that construction will begin 
in the next year. In the meantime, the con­
troversy over the expansion plans casts a 
cloud of uncertainty over the housing 
market in the area around O’Hare.

Noise contours

The FAA requires airports throughout 
the country to continually monitor noise
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FIGURE 3

Noise contours

levels. O’Hare maintains a system of 31 permanent 
noise-monitoring stations. Another ten mobile monitors 
respond to specific complaints. Together, the monitors 
record more than five million data points each day, 
which are then used to measure monthly average 
decibel (db) levels. A ten-decibel penalty is included 
for times between 10 p.m. and 7 a.m. (for example, 
a 60-db reading at 11 p.m. is recorded as 70 db). The 
FAA and HUD (the U.S. Department of Housing and 
Urban Development) define areas exposed to average 
decibel readings in excess of 65 db as incompatible 
with residential housing.

Figure 3 shows 65-db noise contour bands for 1997 
and 2000. It also shows a projected contour band for the 
time after the proposed expansion. Areas within the noise 
contours have average decibel readings in excess of 65 
db. Although the entire area shown in figure 3 suffers to 
some extent from aircraft noise, I will refer to the area

within the 65-db band as the “noisy” or “severe-noise” 
area and the area outside the band as the “quiet” area.

The 1997 and 2000 noise contour bands show 
clearly the effects of quiet aircraft. The area covered by 
the 65-db contour band shrinks from 57 to 38 square 
miles. The overall shape of the contour bands hints at 
the current inefficient runway layout, in which important 
runways cross. A common pattern is for flights to take 
off to the west or northwest, while landings frequently 
come from the east or south. This tendency leads to the 
long extensions of the noise contour bands to the north­
west, east, and south. With no change in the runway lay­
out between 1997 and 2000, the 2000 noise contour fits 
inside the 1997 contour, with roughly the same shape.

The post-expansion (“long-range”) contour band 
has an entirely different shape. One of the objectives 
of the expansion is to create a more efficient layout by 
eliminating crossings. The new runway configuration
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will allow multiple flights to take off and land simul­
taneously. The new layout produces a much narrower 
long-range contour band. Significant noise reductions 
take place to the northwest and south of the airport. 
The only significant areas with increases in noise are 
east of the airport, along the landing approaches to 
the new runways.

A combination of forest preserve, light industry, 
commercial buildings, and homes surrounds O’Hare 
Airport. McMillen (2004) presents evidence that air­
craft noise reduces the value of residential properties 
in this area but does not have an effect on industrial 
or commercial properties. Figure 3 shows that very few 
square miles are expected to have higher noise levels 
after the proposed expansion. However, the expan­
sion could lead to a large reduction in property values 
if the areas with higher noise levels are densely pop­
ulated residential neighborhoods. Thus, the next step 
in the analysis is to prepare an accounting of homes 
according to noise contour status.

The Illinois Department of Revenue provided trans­
actions data for all single-family homes in Cook County 
for 1996-2001. Of these sales, 22,541 were located 
within two miles of the 1997 noise contour, which is 
the area chosen for study. Table 1 shows the distribu­
tion of sales by noise contour status. More than 77 per­
cent—17,418—of the transactions are homes that were 
located on the quieter side of the noise contour in both 
1997 and 2000. More homes (2,574) switched from the 
noisy to the quiet side between 1997 and 2000 than 
remained on the severe-noise side during both years 
(2,327). Only 222 of the sales were homes that switched 
from the quiet side of the 1997 contour to the severe- 
noise side of the 2000 contour. These trends are pro­
jected to continue between 2000 and the time after the 
proposed expansion, with 2,086 sales switching from 
the severe-noise side of the 2000 contour to the quieter 
side of the long-range contour and only 706 switching 
from the quieter to severe-noise side. The percentage 
of sales on the severe-noise side of the boundary falls

from 21.7 percent in 1997 to 11.3 percent in 2000 to 
5.2 percent after the expansion.

Table 1 shows that the geographic distribution of 
home sales is not skewed toward locations that are 
adversely affected by the proposed runway reconfig­
uration. Although the results are not shown here, an 
analysis of the geographic distribution of a census of 
all homes is not different from the distribution of the 
subsample of those that sold. Homes are far more 
likely to have switched from the severe-noise side to 
the quieter side of the noise contours than to have 
gone in the other direction. Most homes are already 
experiencing a reduction in noise, and the trend is 
forecasted to continue even after the expansion.

The noise discount

Homes that are subject to severe noise sell at a 
discount. Many studies use a traditional hedonic ap­
proach (Bartik and Smith, 1987; Polinsky and Shavell, 
1976; Shephard, 1999) to estimate the noise discount. 
The hedonic approach decomposes a home’s price into 
its various attributes, such as lot size, building square 
footage, and the number of bedrooms. Controlling for 
such housing characteristics is critical because home- 
owners may react to low land prices near the airport 
by substituting toward big homes on large lots. A simple 
comparison of average sales would understate the 
noise discount.

In a review of the initial wave of studies of house 
prices, Nelson (1980, p. 46) concludes, “a survey of 
evidence from thirteen studies suggests noise discounts 
in the range of 0.4 to 1.1 percent per decibel.” Recent 
studies include Collins (1994); Espey and Lopez (2000); 
Feitelson, Hurd, and Mudge (1996); Levesque (1994); 
O’Byme, Nelson, and Seneca (1985); and Penning­
ton, Topham, and Ward (1990). All of these find that 
airport noise significantly reduces property values; a 
detailed comparison can be found in McMillen (2004).

In McMillen (2004), I find that homes around 
O’Hare Airport sold at nearly a 10 percent discount in

TABLE 1

Number of house sales by noise contour status

Quiet Noise Quiet Noise
2000 2000 long range long range Total

Quiet 1997 17.418 222 17.458 182 17.640
Noise 1997 2.574 2.327 3.914 987 4.901
Quiet 2000 19.286 706 19.992
Noise 2000 2.086 463 2.549
Total 19.992 2.549 21.372 1.169 22.541

Source: Calculations based on Illinois Department of Revenue data.
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1997 if they were located within a 65-db noise con­
tour band. In this article, I expand on that study in 
several ways. First, I now have sales data for 1996— 
2001 rather than just 1997. The additional data allow 
me to determine whether the noise discount is changing 
over time. Second, I use two methods to estimate the 
noise discount. In addition to the standard specification, 
which uses a simple dummy variable to represent loca­
tions that are subject to severe noise, I estimate a model 
using a continuous measure of exposure to noise— 
distance from the 1997 noise contour band. Finally,
I expand on my previous work by estimating wheth­
er home prices appreciated more rapidly in areas that 
experienced significant reductions in noise between 
1997 and 2000.

The Illinois Department of Revenue data provide 
the necessary information on sales prices for 1996 to 
2001. However, the Department of Revenue does not 
collect any information on the characteristics of the homes. 
The Cook County Assessor’s Office made their 1997 
file available for this study. This file allows me to merge 
standard housing characteristics with the sales price 
data. Details on the construction of the dataset are 
provided in McMillen (2004).

Descriptive statistics are provided in table 2. The 
Assessor’s Office file provided standard housing 
characteristics, such as building square footage, land 
area, age, and the number of bedrooms. I supplemented 
these variables with measures of proximity to standard 
amenities—the Chicago central business district (CBD), 
the entrance to O’Hare (the intersection of 1-294 and 
the Kennedy expressway), stops on the elevated train 
line, commuter stations, and highway interchanges. I 
also include a variable indicating that a home is with­
in one-eighth of a mile of a rail line, which is the reg­
ular length of a city block in Chicago’s grid street system. 
As a proxy for neighborhood quality, I include the 
median income in 2000 for the census tract as an ex­
planatory variable.

I include two measures of aircraft noise. The first 
is a simple dummy variable indicating that a home is 
located within the 1997 noise contour band. The second 
measure is a continuous variable representing straight- 
line distance in miles from the 1997 contour band. The 
value of this variable is zero at the contour line and it 
is positive when homes lie outside the noise contour 
band. I record negative values for this variable for 
homes than lie within the noise contour band. Thus, 
larger values of the distance variable indicate quieter 
locations. The mean value for this variable, 0.710, in­
dicates that more homes lie outside the noise contour 
band than on the severe-noise side. Despite the FAA

and HUD’s definition of average noise levels in excess 
of 65 db as incompatible with residential housing, 21.7 
percent of the home sales lie within the 1997 noise 
contour band, and homes lie as far as 1.5 miles with­
in the contour band.

The basic equation for a standard hedonic model 
of house price is y. = p'A + b'D + m., where y. is the 
natural logarithm of the sales price of home z, A is a 
vector of house characteristics such as square footage 
and lot size, D is a vector of dummy variables indi­
cating the date of sale, and u is an error term. I sup­
plement this standard model with two measures of 
airport noise—NOISE97, a dummy variable that 
equals one when a home is located within the 1997 
noise contour band; and the continuous measure of 
distance from the noise contour band, DCONTOUR.
I then estimate the following two equations:

Model 1: y. = P'A.+ 8'D +yNOISE91 + u..

Model 2: y.= P'A+ 8'D.+XDCONTOUR +

Table 3 (p. 35) presents the regression results.
All sales prices are in nominal terms; the year dummy 
variables adjust for inflation as well as real price in­
creases. The key results are at the top of the table. 
Controlling for standard housing characteristics and 
other location variables, houses sell at a 10 percent 
discount when they are located within the 1997 noise 
contour band. Alternatively, the second regression indi­
cates that each additional mile from the noise contour 
line increases home values by 8 percent. The t-values 
indicate that these discounts are highly significant. 
The discounts are at the high end of existing studies— 
not a surprising result given how intensively O’Hare 
is used.5 Not only are average noise levels high around 
O’Hare, they are nearly unrelenting (at least in the 
daytime) because the airport has long operated at or 
near capacity levels.

Other results are standard. For example, an addi­
tional 10 percent of building square footage increases 
sales prices by about 36 percent, and prices rise by 
about 18 percent with an additional 10 percent of land 
area. However, these variables simply serve as con­
trols for the purpose of this analysis. The coefficients 
for the years of sale are more important because they 
produce a constant-quality price index. Prices rose 
by 2.9 percent between 1996 and 1997 and by anoth­
er 4 percent during the following year. Prices rose es­
pecially rapidly between 1999 and 2001. By 2001, 
prices were a full 34.2 percent higher than in 1996, 
or an average annual appreciation rate of 5.9 percent.
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Descriptive statistics

Standard

TABLE 2

Mean deviation Minimum Maximum

Sale price nominal dollars 186.637.800 76.163.790 10.000 1.380.000
Within 1997 noise contour 0.217 0.413 0 1
Within 2000 noise contour 0.113 0.317 0 1
Within long-range noise contour 0.052 0.222 0 1
Distance from 1997 noise contour 0.710 0.816 -1.501 2.000
Distance from Chicago CBD 14.304 3.839 8.683 23.995
Distance from O'Hare entrance 5.045 1.329 1.444 8.739
Distance from El stop 3.126 1.795 0.083 8.800
Distance from highway interchange 1.519 0.727 0.057 3.590
Distance from commuter train station 1.136 0.638 0.037 4.104
Within 1/8 mile of train line 0.085 0.279 0 1
Building area (sq. ft.) 1307.310 450.670 400 5644
Land area (sq. ft.) 6401.150 3705.199 536 195279
Age 45.842 17.484 1 128
Number of bedrooms 3.002 0.735 1 7
More than one story 0.348 0.476 0 1
Multi-level 0.072 0.259 0 1
Masonry construction 0.702 0.457 0 1
Slab foundation 0.108 0.310 0 1
Partial basement 0.208 0.406 0 1
Crawlspace 0.091 0.287 0 1
Basement is finished 0.277 0.448 0 1
Attic 0.405 0.491 0 1
Attic is finished 0.136 0.343 0 1
Central air conditioning 0.364 0.481 0 1
One car garage 0.337 0.473 0 1
Two or more car garage 0.525 0.499 0 1
Garage is attached 0.259 0.438 0 1
Fireplace 0.180 0.385 0 1
2000 Census median income (000s) 54.861 10.943 16.250 96.006
Within Chicago city limits 0.272 0.445 0 1
1996 sale 0.179 0.384 0 1
1997 sale 0.179 0.383 0 1
1998 sale 0.199 0.399 0 1
1999 sale 0.214 0.410 0 1
2000 sale 0.150 0.357 0 1
2001 sale 0.078 0.269 0 1

Note: The sample includes 22,541 single-family homes that are in Cook County and within two miles of the 1997 noise contour. 
Source: Calculations based on Illinois Department of Revenue and Cook County Assessor data.

Predicted changes in home values

The reduction in noise around O’Hare Airport 
should make the area more attractive for homeown­
ers. The area is well served by public transportation 
and is in the midst of a concentration of jobs that ri­
vals Chicago’s traditional business district in size and 
scope. Even after the proposed expansion, more homes 
are predicted to change from the severe-noise to the 
quiet side of the noise contour than vice versa. Data 
for 1997 from the Cook County Assessor’s Office al­
low us to make tentative predictions regarding the 
change in home values over time. This dataset allows

us to base our predictions on an entire census of homes 
in the area rather than on the subsample of sales.

Calculations using the 1997 data from the asses­
sor’s office imply that the average market value was 
$ 174,883 for the 13,311 homes that switched from the 
severe-noise side of the 1997 noise contour to the quieter 
side of the 2000 contour.6 In contrast, the average 
market value was $113,306 for the 1,167 homes that 
switched from the quieter side of the 1997 noise con­
tour to the severe-noise side of the 2000 contour. Based 
on this estimate, we would expect the average home 
price to increase by $17,488 in the area that switched 
from the severe-noise side of the 1997 noise contour
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Regression results for sales of single-family homes
TABLE 3

Coefficient T -value Coefficient T-value

Within 1997 noise contour -0.100 -22.798
Distance from 1997 noise contour 0.080 25.509
Distance from Chicago CBD 0.025 25.018 0.025 25.185
Distance from O'Hare entrance -0.025 -16.893 -0.044 -24.085
Distance from El stop -0.085 -38.499 -0.085 -38.258
Distance from highway interchange 0.058 24.136 0.045 17.785
Distance from commuter train station 0.026 9.816 0.028 10.827
Within 1/8 mile of train line -0.073 -15.072 -0.069 -14.263
Log of building area 0.367 49.543 0.356 47.934
Log of land area 0.183 45.036 0.186 45.859
Age -0.002 -19.250 -0.002 -21.395
Number of bedrooms 0.027 10.210 0.028 10.696
More than one story -0.027 -7.711 -0.024 -7.015
Multi-level 0.081 12.661 0.078 12.196
Masonry construction 0.007 2.014 0.002 0.690
Slab foundation -0.062 -13.275 -0.058 -12.411
Partial basement -0.047 -11.658 -0.048 -12.049
Crawlspace -0.150 -28.415 -0.143 -27.001
Basement is finished 0.004 1.136 0.003 0.888
Attic 0.003 0.818 0.003 1.051
Attic is finished -0.030 -6.121 -0.028 -5.803
Central air conditioning 0.014 4.525 0.012 3.928
One car garage 0.017 3.856 0.024 5.354
Two or more car garage 0.059 13.709 0.068 15.801
Garage is attached 0.024 6.149 0.024 6.012
Fireplace 0.093 23.045 0.092 22.861
2000 Census median income (OOOs) 0.007 47.443 0.007 46.866
Within Chicago city limits 0.160 37.940 0.160 38.121
1997 sale 0.029 6.672 0.029 6.585
1998 sale 0.069 16.206 0.068 16.036
1999 sale 0.135 32.365 0.134 32.347
2000 sale 0.249 54.811 0.249 54.857
2001 sale 0.342 61.399 0.343 61.693
Constant 7.428 60.092 7.338 135.123
R2 0.689 0.690

Notes: The dependent variable is the natural logarithm of the sales price. The number of observations is 22,541. 
Source: Calculations based on Illinois Department of Revenue and Cook County Assessor data.

to the quieter side of the 2000 contour. Similarly, the 
average decline in home prices in the other area ex­
periencing a change in noise contour would be $11,331. 
On net, the total value of homes in the area would in­
crease by $219.6 million.

Home values should continue to increase even 
after the expansion since the trend toward quieter air­
craft is continuing. The 4,079 homes in locations that 
are predicted to change from the quieter side of the 2000 
noise contour to the severe-noise side of the post-ex­
pansion contour had an average value of $200,862 in 
1997. More homes are predicted to switch from the 
severe-noise to the quiet side—9,889 homes, with an 
average value of $143,043 in 1997. Our 10 percent noise 
discount implies that the estimated net increase in home

values between 2000 and the time after the expansion is 
$59.5 million. In addition to the change between 1997 
and 2000,1 estimate that aggregate home values will in­
crease by nearly $280 million (in 1997 dollars) between 
1997 and the time after the expansion of the airport.

These predictions are based solely on changes in 
noise contour status. The value of other homes may 
also increase, as nearly the entire area around O’Hare 
is experiencing reductions in aircraft noise. The pre­
dictions do not take into account other changes in the 
area affecting home prices. For example, Brueckner 
(2003) estimates that the O’Hare expansion would raise 
service-related employment in the Chicago area by 
185,000 jobs. Some of these workers would move into 
the area around the airport, driving prices up further.
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The crucial result is the counter-intuitive prediction 
that declines in aircraft noise can lead to increases in 
home prices even as the number of flights rises by 
nearly 60 percent.

Noise contour changes and home prices, 
1996-2001

Three critical assumptions underlie the prediction 
that home prices will rise over time in areas experiencing 
reductions in aircraft noise. First, the noise contour 
maps must be accurate, including the one representing 
the time after the proposed expansion. Second, noise 
reductions must be generally known and understood 
so that they can be capitalized into home prices. Third, 
my predictions do not take into account uncertainty 
regarding future noise levels.

The proposed expansion plans create an enormous 
amount of uncertainty. Small changes in flight paths 
can produce large variations in noise levels. The densely 
populated area to the east of the airport lies under the 
expected landing patterns for the reconfigured runways. 
Quieter aircraft can still lead to noisier neighborhoods 
for homes lying under the paths of thousands of new 
flights. Uncertainty may well work to keep home prices 
from rising even in the short term, during which sur­
rounding areas are clearly becoming quieter.

The Illinois Department of Revenue data allow 
me to test whether home prices have in fact appreci­
ated more rapidly in areas that became quieter between 
1997 and 2000. As model 1 is the standard for the lit­
erature, I use it as the basis for a model in which the 
noise discounts are allowed to vary over time and de­
pend on the change in the contour status between 1997 
and 2000. In the base location, a house is on the qui­
et side of the noise contour in both 1997 and 2000. 
Alternatives are to be 1) located on the quiet side of 
the noise contour in 1997 and the severe-noise side in 
2000, 2) located on the noisy side of the 1997 contour 
and the quiet side of the contour in 2000, and 3) lo­
cated on the severe-noise side of the contour in both 
years. These locations define three dummy variables 
showing the change in noise contour status between 
1997 and 2000. Letting C denote this vector of dum­
my variables, the final estimating equation is

Model 3: y = 3'X + 8'D +y'C+ X'C. * D + u,

where C x D represents the set of dummy variables 
obtained by interacting the time of sale variables with 
the variables representing changes in noise contour 
status. This flexible specification permits the appreci­
ation rates to vary by both year and region.

Table 4 shows the results for time and noise con­
tour status. Although the full model also includes the 
other variables listed in table 3, these results do not 
change substantially. The coefficients for year of sale 
indicate that the sale price of a home that is on the quiet 
side of the contour in both 1997 and 2000 increased 
by 3 percent between 1996 and 1997, by 7 percent 
between 1996 and 1998, and by 34.7 percent between
1996 and 2001. These appreciation rates are virtually 
identical to the results reported in the simpler, table 3 
specification.

The coefficients for the noise contour status dummy 
variables are listed next in table 4. They show the dis­
count (or premium) associated with sites in different 
regions. The insignificant t-value of 1.444 for sites 
that were on the quieter side of the 1997 contour and 
the severe-noise side of the 2000 contour indicates that 
there is not a significant difference between prices in 
this area and the base, quiet-quiet region. In contrast, 
homes that were on the severe-noise side of the bound­
ary in 1997 sell at an 8.3 percent to 8.8 percent dis­
count, compared with homes that were on the quiet side 
of the boundary in 1997. This discount is approximately 
the same for homes that fall on either the severe-noise 
or quieter side of the 2000 boundary.

The remaining variables show differences in ap­
preciation rates over time. Accepting the estimates at 
face value, a property that was on the quieter side of 
the 1997 contour and the severe-noise side of the 2000 
contour appreciated by only 3% - 2.4% = 0.6% be­
tween 1996 and 1997 and by 34.7% - 4.6% = 30.1% 
between 1996 and 2001. However, none of these co­
efficients is significantly different from zero, which 
implies that the appreciation rates for homes in this 
region are statistically no different from rates for homes 
that are on the quieter side of the boundary in both
1997 and 2000.

There is some evidence that homes on the severe- 
noise side of the boundary in 1997 appreciated some­
what less rapidly than homes that started on the quieter 
side of the boundary. The statistically significant co­
efficient for a 2000 sale of a property that changed 
from the severe-noise side of the 1997 boundary to 
the quieter side of the 2000 boundary indicates that 
the appreciation rate was 3.1 percent lower (22.7 per­
cent versus 25.8 percent) than the base, quiet-quiet 
region. However, the appreciation rates are not signifi­
cantly different for this noise-quiet region in any oth­
er year. The one-time difference in appreciation rates 
disappears by the following year: The difference in 
appreciation rates between 1996 and 2001 for homes 
in the noise-quiet and quiet-quiet regions is not statisti­
cally significant. The price path is similar for homes
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TABLE 4

Regression results for changes in noise contour status

Coefficient T -value

1997 sale 0.030 6.066
1998 sale 0.070 14.629
1999 sale 0.140 29.573
2000 sale 0.258 49.803
2001 sale 0.347 54.460
Quiet side in 1997. noisy side in 2000 0.043 1.444
Noisy side in 1997. quiet side in 2000 -0.088 -8.759
Noisy side in 1997. noisy side in 2000 -0.083 -7.582
1997 sale. Quiet side in 1997. noisy side in 2000 -0.024 -0.523
1998 sale. Quiet side in 1997. noisy side in 2000 -0.016 -0.385
1999 sale. Quiet side in 1997. noisy side in 2000 -0.017 -0.420
2000 sale. Quiet side in 1997. noisy side in 2000 -0.036 -0.767
2001 sale. Quiet side in 1997. noisy side in 2000 -0.046 -0.877
1997 sale. Noisy side in 1997. quiet side in 2000 -0.005 -0.349
1998 sale. Noisy side in 1997. quiet side in 2000 0.005 0.376
1999 sale. Noisy side in 1997. quiet side in 2000 -0.018 -1.364
2000 sale. Noisy side in 1997. quiet side in 2000 -0.031 -2.171
2001 sale. Noisy side in 1997. quiet side in 2000 -0.016 -0.955
1997 sale. Noisy side in 1997. noisy side in 2000 -0.002 -0.107
1998 sale. Noisy side in 1997. noisy side in 2000 -0.021 -1.493
1999 sale. Noisy side in 1997. noisy side in 2000 -0.030 -2.197
2000 sale. Noisy side in 1997. noisy side in 2000 -0.043 -2.860
2001 sale. Noisy side in 1997. noisy side in 2000 -0.027 -1.472
R2. number of observations 0.689 22.541

Notes: The dependent variable is the natural logarithm of the sales price. The full regression includes the explanatory variables 
listed in table 3.
Source: Calculations based on Illinois Department of Revenue and Cook County Assessor data.

that were on the severe-noise side of the boundary in 
both 1997 in 2000: Appreciation rates are lower by 
3 percent in 1999 and 4.3 percent in 2000, but there 
is no significant difference in the rate of appreciation 
for the full 1996-2001 period for any of the regions.

Figure 4 shows the price paths implied by the 
results presented in table 4. Prices clearly are lower 
throughout this time for homes that start on the severe- 
noise side of the 1997 boundary. But the price paths 
are almost parallel. There is no evidence that prices 
appreciate more rapidly for homes that change from the 
severe-noise to the quiet side of the noise contour bands.

Although these results might simply indicate that 
homeowners are unaware of the noise reductions, a 
more likely explanation is that appreciation rates will 
not rise significantly near the airport as long as uncer­
tainty looms regarding the expansion plans. The num­
ber of flights could increase from 928,000 to 1.6 million. 
Homes located in areas that currently are experiencing 
noise reductions could be faced with large increases 
in noise levels in the future. As long as the well-publi­
cized expansion plans are cloaked in uncertainty, it is 
not surprising that prices are not appreciating unusually

rapidly near the airport. Nevertheless, noise reduc­
tions should eventually result in higher appreciation 
rates, as neighborhoods near the airport become 
more attractive places to live.

Conclusion

Empirical studies uniformly find that aircraft noise 
significantly reduces home prices. The area around 
Chicago O’Hare is no exception to this rule. Using 
transactions data for 1996-2001,1 find that homes inside 
a 65-db noise contour band sell at a 10 percent discount 
relative to homes in quieter locations. Each addition­
al mile from the noise contour band raises property 
values by 8 percent. In 1997, nearly 25,000 homes 
were located within the 65-db noise contour band, de­
spite the fact that the FAA and HUD consider these 
noise levels to be inconsistent with residential housing.

As older aircraft are retired and airlines switch 
to smaller aircraft, residential neighborhoods near 
airports are becoming significantly quieter. The area 
within the 65-db contour band around O’Hare Air­
port fell from 57 square miles in 1997 to 38 square 
miles in 2000. More than 13,000 homes that were on
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the severe-noise side of the contour are now on the 
quieter side. Only 1,167 homes were in areas that 
changed from the quiet side to the severe-noise side. 
Aggregate home values can be expected to increase 
significantly as the area becomes more attractive for 
residential housing. My estimates imply that home 
values will increase by nearly $280 million (in 1997 
dollars) between 1997 and the time after the expan­
sion of the airport.

The regression models suggest that home prices 
did not appreciate any more rapidly in areas that were 
formerly on the noisy side of the noise contour line. 
All homes in the area around O’Hare Airport appre­
ciated by about 34 percent between 1996 and 2001— 
an average annual appreciation rate of 5.9 percent.

Reductions in airport noise do not yet ap­
pear to be capitalized into property values. 
Homes that were in severe-noise areas in 
1997 sold for the same discount in 2001 
as in earlier years.

It is unlikely that homeowners and 
potential buyers are unaware of reductions 
in very loud and very obtrusive aircraft 
noise. A more likely explanation for the 
parallel price paths is that uncertainty 
concerning potential expansion plans for 
O’Hare Airport keeps prices from appre­
ciating rapidly in areas that are becoming 
quieter. Plans call for the addition of one 
runway, along with major reconfiguring 
of the existing runways. Together, these 
changes could lead to nearly 700,000 
additional flights at O’Hare each year, an 
increase of nearly 60 percent over current 

volumes. Despite this enormous increase in traffic, the 
area covered by the 65-db noise contour band is pro­
jected to decline still further to 27 square miles. If the 
projections are correct, home values may continue to 
rise even in the face of higher air traffic at O’Hare.

However, small changes in flight paths can af­
fect many households, and homeowners may well be 
skeptical that such a large increase in the number of 
flights will not actually increase noise levels. Further, 
homeowners may dislike greater flight frequency 
even when average noise levels are the same. Faced 
with this uncertainty, it is not surprising that home 
prices have not appreciated unusually rapidly in ar­
eas that have experienced reductions in noise levels.

NOTES

1The source for the earlier load factor is the Metropolitan Plan­
ning Council (1996a). The source for current load factors and cur­
rent and projected commercial passengers is the FAA website, 
http://apo.faa.gov/foreca03/actablel0.xls.

2The source for these figures is the Bureau of Transportation Sta­
tistic s: http://www.transtats.bts.gov/
HomeDrillChart.asp?URL_SelectMonth=2&URL_SelectYear=2004.

’Metropolitan Planning Council (1996b).

4The history of the controversy is described in Martin and Cohen 
(2000).

5These results are robust. Other specifications that include non­
linear effects for the distance variables, distance to the CBD, the 
entrance to the airport, train stops, and highway interchanges all 
produce statistically significant noise discounts that are at the high 
end of the range of existing estimates.

6The assessor’s data show assessed value rather than market 
value. Although the statutory assessment rate is 16 percent, on 
average homes in this area were assessed at 9.4 percent of market 
value in 1997.1 divide assessed values by 9.4 percent to estimate 
market values.
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You can’t take it with you: Asset run-down at the end 
of the life cycle

Kate Anderson, Eric French, and Tina Lam

Introduction and summary
The life-cycle model is the workhorse of most analyses 
of saving and is widely used to evaluate the macro- 
economic and distributional effects of various policy 
proposals such as the repeal of estate taxation.

The life-cycle model presumes that people are for­
ward-looking and make their current consumption and 
savings decisions based on their preferences for con­
sumption and knowledge of their future income. In 
its simplest form, the model assumes that individuals 
know with perfect certainty the age at which they will 
die. Moreover, this simplest model assumes that indi­
viduals do not value inheritances to their children. That 
is, they have no bequest motive. Under this model, all 
individuals die with no wealth, because if an individ­
ual were about to die and had no bequest motive, he 
would be better off consuming all of his remaining 
wealth than if he died with some wealth remaining. 
Making a few additional assumptions about individuals’ 
expectations of the future and their preferences1 allows 
us to predict an individual's consumption and, thus, 
wealth at each age.2

Although this simple version of the life-cycle model 
is unrealistic, it is also simple to analyze. As a result, 
it is often used to evaluate policy reforms (Altig et al., 
1997). However, this simple version of the life-cycle 
model is unable to replicate several key facts. Perhaps 
most importantly, empirical research shows that many 
households retain large amounts of assets even in old 
age (see Hurd, 1990, for a review).3 Some have argued 
that the fact that many households do not run down 
their assets is evidence of a bequest motive, meaning 
that elderly people do not keep assets just for them­
selves, but also for their children.

Because most of the literature on policy reform 
relies on the simple life-cycle model, it has assumed 
saving behavior that compares poorly with the mi­
croeconomic data. It is possible that changing the

assumptions of the simple life-cycle model to better 
describe the data will also change the results of the 
studies that use these models. Thus, a better understand­
ing and quantitative analysis of household saving be­
havior may have a substantial impact on the evaluation 
of policy reforms, such as reforming the Social Secu­
rity system, Medicare, and changing estate taxes.

To illustrate this point, we look at a policy issue 
where it is important to consider savings motives of 
individuals at the end of their lives: estate taxation. 
On July 7, 2001, the Economic Growth and Tax Re­
lief Reconciliation Act was signed into law, which 
will gradually reduce estate taxation starting in the 
year 2002. The estate tax is a tax on assets that remain 
after an individual dies. The estate tax will be com­
pletely repealed in the year 2010.4 Before the Economic 
Growth and Tax Relief Reconciliation Act was passed, 
only estates valued over $675,000 were taxed. By the 
year 2002, the exemption had risen to $1,000,000. 
Whether or not this reform increases or reduces gross 
domestic product (GDP) depends critically on the 
strength of the bequest motive. Therefore, whether we 
assume a bequest motive has a dramatic effect on the 
conclusions that we draw and the policy recommen­
dations that we make. If, as in the simple life-cycle 
model, individuals have no bequest motive and, thus, 
do not value the estate they leave to their children, 
the estate tax will not affect the economic behavior 
of households.5 The likely alternative to taxes on 
assets left after death is a tax on income while alive.
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In contrast to estate taxes, income taxes will likely re­
duce savings and work effort, which causes economic 
inefficiency, or “deadweight loss.” It is likely that any 
loss of federal income due to a repeal of the estate taxes 
will force an increase in income taxes. Therefore, as­
suming that progressivity is a desirable feature in a tax 
system and distortions on work decisions and savings 
are undesirable, the repeal of the estate tax might be 
seen as undesirable; the decrease in estate taxes reduces 
progressivity, while the increase in the income tax 
distorts saving behavior.

On the other hand, if we move away from the sim­
ple life-cycle model, our conclusions may be different. 
If households have strong bequest motives, repealing 
the estate tax may have a non-trivial effect on saving 
decisions. (Castaneda et al., 2003, and Cagetti and 
DeNardi, 2003). For example, Cagetti and DeNardi 
(2003) find that eliminating the estate tax and replacing 
it with an increased labor income tax would raise GDP 
by .7 percent. Therefore, if bequest motives are very 
important, then the repeal of the estate tax is poten­
tially a good idea.

In the above analysis, our conclusions differed dra­
matically depending on whether we used the simple 
life-cycle model or one that assumes a bequest motive. 
This indicates that understanding bequest motives is 
important to making policy decisions. An important 
first step for determining the strength of the bequest 
motive is to determine whether individuals decumu- 
late or run down assets at the end of their lives. The 
absence of asset decumulation is potential evidence 
that bequest motives are important. The goal of this 
article is to provide new evidence on the extent to which 
households run down their assets near the end of the 
life cycle. Using data from Assets and Health Dynamics 
of the Oldest Old (AHEAD), we document asset growth 
at each age for members of different cohorts. This al­
lows us to consider the quantitative importance of 
the asset decumulation puzzle.

There are several econometric problems with the 
existing evidence on asset run-down. We discuss these 
problems, as well as our approach to overcoming them. 
We find that whereas the usual approach for document­
ing asset run-down at the end of the life cycle shows 
some evidence of run-down, correcting for some im­
portant econometric problems removes almost all traces 
of asset run-down.

Asset run-down as predicted by the life- 
cycle model

In this section, we briefly describe the amount of 
asset run-down that we would expect to see if people 
behaved according to the life-cycle model. We calibrate

a simple life-cycle model, as described in appendix A. 
Individuals in the model make consumption and sav­
ing decisions depending on their current assets, their 
perceived income and medical expenses in the future, 
how long they expect to live, and whether they have 
a bequest motive.

A model can not tell us what causes people to save. 
However, it can help us to frame the questions we need 
to ask in order to understand the causes of savings. A 
model that is calibrated to the data can also illuminate 
the likely causes of why individuals run down their 
assets so slowly. In this section, we provide evidence 
that uncertain life expectancy, uncertain medical ex­
penses, and bequest motives are all potentially impor­
tant savings incentives at the end of the life cycle.

We begin with the simplest version of the model, 
then move to more complex models. First, we present 
the case where individuals face no medical expense 
risk, have no bequest motive, and are certain to live 
12 years, which is the average life expectancy for a 
man aged 70.

Panel A of figure 1 presents the asset profile im­
plied by this model and highlights its key implication— 
Assets at age 82, the age of certain death, are equal 
to zero. This implication of the life-cycle model is at 
odds with the data, as we describe below.

Panel B of figure 1 presents the asset profile im­
plied by a model augmented to include mortality risk. 
Life expectancy is still 12 years, but there exists the 
possibility of living much longer.6 Panel B shows that 
individuals run down their assets much more slowly 
when the model is augmented to account for uncertain 
life expectancy. Because individuals are risk averse, 
they do not wish to outlive their financial resources. 
By holding assets until a very old age, they insure them­
selves against the risk of outliving their financial re­
sources. Nevertheless, the model still predicts that by 
age 95, assets are near zero. Conditional on being age 
70, there is only a 4 percent chance of surviving to age 
95. Moreover, two annual mortality rates exceed 20 
percent by age 95. Therefore, this model predicts that 
individuals would bear the risk of low consumption at 
age 95 in the event that they survive to that age. How­
ever, as we show below, this does not fit what is ac­
tually observed; many people still hold considerable 
levels of assets, even at age 95. Therefore, it seems that 
uncertain life expectancy alone cannot explain the slow 
rate of asset decumulation we observe in the data.7

The risk of catastrophic out-of pocket medical ex­
penses also helps explain the absence of asset run-down. 
Even in the presence of social insurance (Medicare 
and Medicaid), households still face potentially sub­
stantial out of-pocket medical expenses (see French
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FIGURE 1

Asset profiles
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and Jones, 2004b; Palumbo, 1999; and Feenberg and 
Skinner, 1994). Moreover, nursing home expenses 
are potentially large and virtually uninsurable. French 
and Jones (2004b) find that in any given year, 1 per­
cent of all households incur a medical expense shock 
that costs $44,000 over their lifetimes and . 1 percent 
of all households incur a medical expense shock that 
costs $ 125,000 over their lifetimes. The risk of incur­
ring such expenses repeatedly could financially deci­
mate a household; this could cause a household to keep 
a large amount of assets in order to buffer itself against 
the possibility of catastrophic medical expenses. There­
fore, the risk of catastrophic medical expenses might 
generate precautionary savings on top of those accu­
mulated against the risk of living a very long life. Panel C 
of figure 1 presents the asset profile implied by a

model augmented to include medical expenses, as well 
as mortality risk. It shows that individuals run down 
their assets much more slowly when faced with med­
ical expense risk. Nevertheless, they still run down their 
assets much more quickly than we see in the data.8

Lastly, panel D of figure 1 presents the asset pro­
files implied by a model augmented to include a bequest 
function, as well as medical expenses and mortality 
risk. Unsurprisingly, asset run-down at the end of the 
life cycle is even slower when we augment to the model 
to include a bequest function. In short, uncertain life 
expectancy, uncertain medical expenses, and bequest 
motives all potentially play a part in asset run-down. 
Therefore, while a relatively slow rate of asset run­
down is not necessarily evidence of a bequest motive, 
it is consistent with a bequest motive.
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Data
In order to estimate the extent of asset run-down, 

we use data from the Asset and Health Dynamics Among 
the Oldest Old (AHEAD) dataset. The AHEAD is a 
sample of non-institutionalized individuals, aged 70 
or older in 1993. A total of 8,222 individuals in 6,047 
households were interviewed for the AHEAD survey 
in 1993. These individuals were interviewed again in 
1995, 1998, and 2000. The AHEAD data include a 
nationally representative core sample, as well as addition­
al samples of blacks, Hispanics, and Florida residents.

The AHEAD has information on the value of hous­
ing and real estate, autos, liquid assets (which include 
money market accounts, savings accounts, and Trea­
sury bills), IRAs (individual retirement accounts), Keogh 
plans, stocks, the value of a farm or business, mutual 
funds, bonds, and “other” assets and investment trusts 
less mortgages and other debts. However, we do not 
include pension and Social Security wealth in order 
to maintain comparability with other studies (for ex­
ample, Hurd, 1989, andAttanasio andHoynes, 2000).

There are two important problems with our asset 
data. The first is that the wealthy tend to underreport 
their wealth in virtually all household surveys (Davies 
and Shorrocks, 2000). This will lead us to understate 
asset levels at all ages. However, Juster et al. (1999) 
show that the wealth distribution of the AHEAD matches 
up well with aggregate values for all but the richest 
1 percent of households. A second important problem 
with our data is that it spans the years 1993 to 2000, 
a period in which there was a rapid rise in asset prices. 
This makes it difficult for us to distinguish between 
intended asset growth through active saving versus 
unintended asset growth though unexpectedly high 
asset returns.

There are also several econometric problems com­
mon to all panel data. Perhaps most importantly, the 
panel data suffer from attrition. In other words, people 
leave the sample over time. Interviewers make serious 
efforts to repeatedly interview the same individuals 
over time, but they are not always successful. There 
are many reasons for attrition in panel data. In the 
AHEAD survey, attrition is largely due to death. This 
information is recorded, and reported deaths are con­
firmed using the National Death Index. However, in 
some cases, interviewers are unable to track down 
sample members as they move homes, and some in­
dividuals refuse to give interviews.

This attrition raises two problems. First, those who 
leave the sample may be different from those who re­
main in the sample for systematic reasons. For example, 
wealthy individuals may not wish to report their

wealth and refuse to be interviewed. Second, it is dif­
ficult to know whether an individual who leaves the 
sample is still alive. Individuals who cannot be con­
tacted may have moved, but they also may be dead. 
Once again, this will cause problems if the people 
who are difficult to contact differ systematically from 
those we are able to keep track of. If, for example, it 
is relatively difficult to track down poor individuals 
who die, then we will potentially understate mortality 
rates for relatively poor people. Nevertheless, we find 
that, of 5,992 households, representing 23,053 house- 
hold-year observations, only 502 leave the survey for 
reasons other than death versus 1,930 who die during 
the survey period. Removing those who leave for 
reasons other than death leaves us with a sample of 
5,490 households, representing 20,527 household-year 
observations. Therefore, we view attrition for reasons 
other than death as a minor problem.

Another problem with the data is that the questions 
changed and became more comprehensive as time went 
by. Moreover, as respondents developed greater trust 
in the survey, they appeared to become more willing 
to report truthfully. As a result, much of the increase 
in assets overtime, especially between 1993 and 1995, 
should be viewed with some skepticism. Table 1 shows 
average reported assets in each wave, by type of asset. 
Note that both reported business wealth and stock market 
wealth more than double between 1993 and 1995. Al­
though asset prices grew quickly over this time period 
(see figure 5 on p. 47), they averaged less than 15 per­
cent growth per year. This makes the wave 1 values of 
stock and business wealth appear especially suspicious.

Life-cycle asset profiles in the cross-section
Given that most studies use cross-sectional data 

to estimate the life-cycle profile of assets, we begin 
by repeating this exercise. By initially replicating the 
results of other studies, we can infer whether our re­
sults differ from previous results because we use dif­
ferent data or because we use different estimation 
techniques. Figure 2 shows mean household assets, by 
five-year age groups of the head of household, start­
ing with age 70-74 and ending at 90-94, from the 
1993, 1995, 1998, and 2000 waves of the AHEAD.

There are several things that we can note from 
figure 2. First, later cross-sections show higher assets 
than earlier cross-sections at each age. For example, 
at age 75-79 the 1993 cross-section shows assets 
equal to $210,000, the 1995 cross-section shows as­
sets equal to $290,000, the 1998 cross-section shows 
assets equal to $300,000, and the 2000 cross-section 
shows assets equal to $400,000. Second, figure 2 shows 
some evidence that assets decline with age in each
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TABLE 1

Mean assets, by year and asset category

1993 1995 1998 2000

Housing $88,217 $94,092 $95,423 $114,559
Liquid assets 33,288 53,874 52,844 51,299
Stocks 22,012 53,496 55,870 67,485
Autos 6,634 5,759 5,726 6,646
Businesses 3,907 8,270 10,847 9,923
IRAs 6,491 9,046 11,397 12,532
Trusts 34,343 37,148 46,060 79,582
Other assets 2,404 4,086 5,044 4,752
Total debt 3,090 3,393 3,942 3,540
Total assets 194,207 262,378 279,269 343,239
Number of observations 4,694 4,174 3,318 2,704

cross-section. The 1993 asset profile shows assets de­
clining from $240,000 at age 70-74 to $100,000 at 
age 90-94. Asset profiles for other years also show 
rapid declines in assets between ages 70 and 94.

Because the distribution of assets is skewed (that 
is, a small number of households have very high assets), 
mean assets can give a misleading depiction of the 
asset distribution at each age. Nevertheless, median 
and mean asset profiles have similar shapes. For ex­
ample, in 1993 median assets were $110,000 for house­
holds aged 70-74 and only $30,000 for households 
aged 90-94. These results suggest that assets do decline 
with age. Recall, however, that those who are 90-94 
in a given year were bom 20 years earlier than those 
aged 70-74 in the same year, and thus had lower life­
time income.

In the past, cross-sectional data were used to 
infer life-cycle saving decisions because of a lack of 
data. Until recently, panel data on wealth 
were not available, so most analyses of
the life cycle were based on single cross- 
sections by necessity (see Hurd, 1990, 
who mentions the rare exceptions). Be­
low, we discuss some of the problems as­
sociated with using a cross-sectional 
profile to infer the evolution of wealth 
over the life cycle.

Estimation issues

We estimate life-cycle asset profiles 
of households. However, there are three 
main problems with the estimation of 
life-cycle asset profiles. Below, we dis­
cuss these problems, as well as our ap­
proach to dealing with them.

First, in cross-sectional data we ob­
serve individuals who were bom at dif­
ferent times (that is, older people were

bom in earlier years than younger people). Households 
from older cohorts have on average lower real lifetime 
earnings than households from younger cohorts. Thus, 
we would expect the asset levels of households in old­
er cohorts to be lower than those of younger cohorts in 
any given year. Therefore, comparing older households 
with younger households leads the econometrician to 
overstate assets when young and to understate assets 
when old when looking at a particular year. In other 
words, this will potentially lead the econometrician 
to infer that individuals run down their assets near the 
end of their lives when this is not actually the case.

Figure 3 helps quantify this point. It shows the level 
of real per capita income in the United States over the 
1950-2002 period. Income per capita is indexed to 100 
in 1950. Figure 3 shows that in most years, income 
per capita increases, averaging 1.7 percent growth 
over the sample period. Therefore, two cohorts bom

Mean assets, by wave and age of head of household
FIGURE 2
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20 years apart tend to have lifetime incomes that are 
different by a factor of 1.01720 = 1.40. In other words, 
members of the cohort that were age 70-74 in 1993 
are likely to have average lifetime incomes that are 
40 percent higher than those of the cohort that were 
90-94 in 1993.

A second econometric problem occurs because 
people with lower income and wealth tend to die at 
younger ages than richer people. Therefore, the aver­
age survivor in a cohort has higher assets than the 
average deceased member of the cohort. As a result, 
“mortality bias” leads the econometrician to overstate 
the average lifetime income of members of a cohort. 
This bias is more severe at older ages, when a greater 
share of the cohort members are dead. With cross-sec­
tional data, the econometrician is forced to treat the 
level of assets of surviving (and, on average, higher- 
asset) members as indicative of the entire cohort, had 
all members survived. This leads the econometrician 
to increasingly overstate assets as individuals age.

One way to ascertain whether mortality bias will 
be an issue is to look at probability of death at each 
age, conditional on wealth. We made predictions by 
regressing an indicator for whether the respondent died 
on a polynomial in age, a polynomial in the respon­
dent’s percentile in the wealth distribution, and inter­
actions of age and percentile in the wealth distribution. 
Figure 4 shows this statistic for women and men in 
our sample. It shows that, conditional upon age, those 
with low wealth are more likely to die than those with 
high wealth. For example, in our sample, the average 
probability of death for men at age 80 in 1993 is 8.0

percent.9 However, the probability of death for men 
who are at the 80th percentile of the wealth distribu­
tion is 7.0 percent, whereas the probability of death 
for men whose wealth is at the 20th percentile of the 
wealth distribution is 10.1 percent. Conditional on 
being alive at age 70, life expectancy is 14.2 years at 
the 80th percentile of the wealth distribution and 11.5 
years at the 20th percentile. These differences in 
mortality across wealth quartiles are smaller than 
differences reported in Attanasio and Hoynes (2000), 
who use data from the Survey of Income and Program 
Participation. They report that those in the bottom 
quartile of the wealth distribution have mortality rates 
over double the rates of those in the top quartile of 
the distribution.

We solve both of these problems by using panel 
data, which allows us to track the same households 
over time. Our profiles are estimated using the growth 
rate of assets for surviving households in different years. 
Because we are tracking the same households over 
time, we are obviously tracking members of the same 
cohort over time. Because we estimate growth rates 
for surviving households, our estimates do not suffer 
from mortality bias. Next, we detail these procedures.

While tracking the same households over time 
solves the two problems discussed above, it also makes 
another more serious problem. Asset growth of a 
household not only represents anticipated asset growth 
through savings, but also unanticipated asset growth. 
Over our sample period, there are large shocks to the 
rate of return on savings, primarily due to the run-up 
in the stock market.

Figure 5 shows growth in the stock 
market. Specifically, it shows the dollar 
value of a broad portfolio of stocks in­
vested in 1950 (as measured by the Cen­
ter for Research in Security Prices data 
or CRSP). The CRSP stock market index 
measures the growth of a portfolio of 
stocks that includes all stocks in the NYSE, 
AMEX, and NASDAQ indices. It is a 
broader measure of stock prices than the 
S&P 500 or the Wilshire 5000 index. 
Figure 5 shows that stocks grew at a 
much faster rate over the 1993-2000 pe­
riod than during the previous 40 years. For 
example, the CRSP index grew at an av­
erage annual rate of 14.9 percent over the 
1993-2000 period, compared with only 
9.4 percent over the 1950-92 period.

Figure 6 shows growth in the housing 
market, based on the dollar value of a 
home purchased in 1950. For growth
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FIGURE 4

Mortality probabilities, by wealth quartile

Sources: AHEAD data and authors’ calculations.

rates between 1950 and 1971, data are from the price 
index for private residential investment divided by the 
price index for all personal consumption expenditures, 
as measured in the National Income and Product ac­
counts. For housing price growth after 1971, data are 
the price series from the Conventional Mortgage Home 
Price Index from the Office of Federal Housing Enter­
prise Oversight, which is a price index of single family 
homes.10

Figure 6 shows that housing prices grew much 
more rapidly over the 1993-2000 sample period than 
over the previous 40 years; prices grew 2.3 percent

over the 1993-2000 period, versus .8 per­
cent over the 1971-92 period.

Table 1 shows that in our AHEAD 
sample, 28 percent of household wealth 
is held in stocks, either directly or through 
IRAs (Cheng and French, 2000, find that 
60 percent of all IRA wealth was held in 
stocks during our sample period and we 
assume that 50 percent of all wealth in 
trusts are in stock market wealth). Another 
36 percent of wealth is held in housing. 
Much of the remainder of household wealth 
is held in assets that likely did not grow 
very much over the sample period, such 
as short-term bonds.

Life-cycle asset profiles

Panel A of figure 7 (p. 48) presents 
estimates of the life-cycle asset profile 
for five different five-year birth cohorts 
using both fixed-effects and ordinary 
least squares (OLS) (we detail our estima­
tion methods in box 1 on p. 49). Consid­
er the OLS estimates first. These life-cycle 
profiles are for the cohorts aged from 
70-74 through 90-94 in 1993. Because 
the OLS estimator of assets at each age is 
merely the sample mean, it is unsurpris­
ing that the 1993 value of mean assets for 
each cohort reported in the panel A of 
figure 7 is roughly the same as the mean 
assets from the 1993 cross-section of as­
sets reported in figure 2. Note that in 1993, 
mean household wealth was $283,000 
for those aged 70-74, $230,000 for those 
75-79, $191,000 for those 80-84, 
$163,000 for those 85-89, and $100,000 
for those 90-94. In other words, wealth 
of the oldest cohort was 64 percent lower 
than wealth of the youngest cohort in 
1993. One could argue that this is evi­

dence of asset run-down within households (Hurd, 
1990). Recall, however, that households aged 90-94 in 
1993 were bom 20 years earlier than households aged 
70-74 in 1993. If aggregate income grows 1.7 percent 
per year, then the lifetime income of the oldest cohort 
is 34 percent lower than for the youngest cohort. There­
fore, the fact that the 1993 wealth level is 65 percent 
lower for the 90-94 cohort relative to the 70-75 co­
hort is evidence of only a minor run-down in assets.

When tracking assets of households within a co­
hort, note the rapid increases in assets over the length 
of the panel. For example, assets increase about 37
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percent between 1993 and 2000 for the cohort aged 
70-74 in 1993. Although one could argue that this is 
evidence that wealthy households intentionally in­
crease their wealth, recall that asset prices increased 
rapidly over the sample period. Recall that stock 
price growth was 7 percent above its average over 
the 1950-1992 period and housing price growth was 
1.5 percent above its average for the 1971-1992 peri­
od. If individuals expected average asset price 
growth over the seven years of the 1993-2000 peri­
od, their stock market wealth would be (1.055)7 -1 
45% higher than anticipated and their
housing wealth would be (1.015)7 -1 =
11% higher than anticipated.11 Given that 
28 percent of household wealth is held in 
stocks and 36 percent in housing, house­
hold wealth was approximately (.28 x 
.45 + .36 x .11) = 17% higher than antic­
ipated. Therefore, much (but not all) of 
the apparent run-up in assets results from 
the run-up in asset prices.

Next, consider the fixed-effects pro­
files. Fixed-effects profiles show less as­
set growth with age. If no members of 
the sample left the survey for death or 
other reasons, OLS and fixed-effects 
would produce the same results as fixed 
effects. However, because sample mem­
bers die, the two profiles are different, 
especially for the older cohorts with 
higher mortality rates. Because the fixed- 
effects estimator estimates asset growth

for the same households, it does not suf­
fer from mortality bias.12

Although fixed-effects estimates in­
dicate slower asset growth than OLS, they 
still show increases in assets with age, in­
dicating that the same sample members 
had significant run-ups in assets during 
the sample period. The question remains, 
however, whether these run-ups in assets 
were anticipated. Because the sample pe­
riod was 1993-2000 and the fixed-effects 
profiles track asset growth over the sam­
ple period, the fixed-effects profiles still 
suffer from mixing anticipated asset 
gains with unanticipated asset gains from 
the stock market, as mentioned earlier.

Additionally, the wealth profiles pre­
sented above mix the asset growth of dif­
ferent types of households. Panel B of 
figure 7 shows that for households with 
both a husband and a wife present in wave 

1 (that is, in 1993), asset growth was even more rapid 
than for the full sample. Panels C and D of figure 7 
show that for single women and men in wave 1, re­
spectively, there is very little evidence of asset run-up 
over the sample period. Hurd (1990) also finds more 
evidence of asset run-down by singles than couples.

There are three possible reasons the asset profiles 
of these three groups differ. First, asset compositions 
may be different across household types. However, 
the differences him out to be fairly small. For example, 
both couples and single women have 23 percent of
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FIGURE 7

Average assets, by age and cohort

A. Wealth profile, OLS and fixed-effects estimate, everyone

thousands

70 72 74 77 79 82 84 87 89 92 94 97 99

B. Wealth profile, OLS and fixed-effects estimate, couples

age

C. Wealth profile, OLS and fixed-effects estimate, women
thousands

1919 to 1923 OLS

age

D. Wealth profile, OLS and fixed-effects estimate, men
thousands

1919 to 1923 FE

1914 to 1918 OLS 1914 to 1918 FE

1909 to 1913 OLS 1909 to 1913 FE

1904 to 1908 OLS “1904 to 1908 FE

-■“ 1899 to 1903 OLS 1899 to 1903 FE

Sources: AHEAD data and authors’ calculations.

their assets in stocks, and single men have 18 percent 
of their assets in stocks. Therefore, couples benefited 
only slightly more from the run-up in the stock mar­
ket than did singles. A second possible explanation is 
that singles are less likely to have children than couples 
(although there are many singles who were previously

married in our sample) and are less likely to have a 
strong bequest motive. Third, it may be that couples 
have stronger life-cycle savings motives than singles. 
Married individuals tend to live longer than singles. 
We leave a deeper understanding of these differences 
for future research.
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BOX 1

Statistical methods

In the section, “Life-cycle asset profiles,” we provide 
estimates of expected wealth at each age given that 
the individual was observed in the initial period. We 
do this using both OLS and fixed-effects estimators. 
This box discusses the difference between the two 
estimators. Specifically, we show that using fixed- 
effects estimators overcomes the mortality bias 
problem, where the OLS estimator does not.

Consider a set of individuals referenced by 
i G {1, ..., 1} who were bom in 1923 (in practice, 
we use five-year cohorts, one being born 1919-23). 
As we described earlier, we observe these individuals 
in 1993, 1995, 1998, and 2000. Therefore, we ob­
serve members of this cohort at age 70, 72, 75, and 
77. We denote their age by a 6 {70, 72,..., A}, where 
A = T1. Assets of a particular individual at a certain 
age, denoted A , are determined by the following 
function:

3) 4„ = / + E x l !" = age} + eia
age=12

will not yield consistent estimates (Pn }.
To see the problem with OLS anJhow fixed

effects circumvents this problem, consider figure BI. 
It shows wealth profiles of two households. The first 
household has $250,000 in every year. The second 
household has $50,000 in every year until death, at 
age T. In the notation above, = $250,000, f2 = $50,000, 
Page = 0 f°r a" a8es> an<3 Mi„ = M2» = 0 f°r a" a8es-

FIGURE B1
OLS estimators

assets, estimation problem using OLS

300,000

250,000

Person 2

1) A. = f. + B(n) + it.,z la J i i \ / ia7 200,000 OLS

where f is the individual’s fixed effect, which in­
cludes all age-invariant factors, u is a residual, and 
3(n) is a function of a. We wish to estimate the 
function P(a) which measures how assets change as 
individuals age. The results from the section on as­
set run-down in the life-cycle model indicate that 
understanding p(«) will help us better understand 
savings motives after retirement. We estimate the 
function using a full set of dummy variables, that is,

2) P(a) = Pflge x l{a = age},
age=72

where !3„g,. 72 represents1 a vector of parame­
ters to estimate and the 0-1 indicator function 1 {.} 
returns 1 when the statement in parentheses is true 
and returns 0 otherwise.

The fixed effect f. and the residual w. merit fur-JI la .
ther discussion. The fixed effect captures objects 
such as lifetime earnings. Individuals with high life­
time earnings likely have high wealth at every age.

The residual captures variation in wealth aris­
ing from short-term contingencies, such as medical 
expenses. It also captures the difference between 
the true level of assets and reported assets, that is, it 
is possibly measurement error.

We are interested in obtaining consistent esti­
mates of the parameter vector [P„,,J- However,
OLS estimates of the regression

150.000

100.000

50.000
Person 1

0 ----- ,--- ,----- ,-----,-----,-------,--- ,-----,-------,----- ,
0 10 20 30 40 50 60 70 80 90 100

age

The OLS estimator estimates average assets at 
each age. When both households are alive, average 
assets are $150,000. When only the wealthy house­
hold is alive (after age 7), average assets are $250,000. 
Therefore, the OLS estimator infers that average as­
sets jump at age T. While assets did rise at this age, 
they did not rise for any individual.

The fixed-effects estimator, on the other hand, 
infers whether assets rise relative to the fixed effect 
(/?). The fixed effects estimator correctly infers that 
assets do not rise at any age for individual z and thus 
Poge = 0 at all ages. We give a more technical discus­
sion in appendix B.

'Because we have a fixed-effect for each household, the age 
70 coefficient is captured in the intercept term f because the 
age 70 wealth level is just the average fixed effect for individu­
als age 70.
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Conclusion
A key implication of the simplest version of the 

life-cycle model is that assets are run down as indi­
viduals near death. This article presents new evidence 
on the lack of asset run-down at the end of the life 
cycle. We show that assets decline with age when ob­
serving different individuals at different ages at a sin­
gle point in time. However, the younger individuals 
in the sample, who were born more recently, are likely 
to have higher income and wealth at every age. When 
looking at a single point in time, this leads to an over­
statement of wealth when young and thus overstates 
the extent to which assets decline with age. We also 
show that wealth rises with age when tracking the same 
individuals as they age. Because we track households

over the 1993-2000 period, we observe individuals 
in 1993 and the same individuals seven years later, in 
2000. Although we can measure the asset growth of 
the exact same people, we do not know whether assets 
grew because of intentional savings decisions or be­
cause of the run-up in the stock market over this period. 
We are partly able to resolve these discrepancies. When 
we make some simple adjustments, we find little evi­
dence that people intend to either increase or decrease 
their assets near the end of their lives. We take this as 
evidence against the simplest versions of the life-cy­
cle model. We also show that our results fit better with 
versions of the life-cycle model that are augmented 
to include life expectancy and medical expense uncer­
tainty as well as bequest motives.
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APPENDIX A: A MATHEMATICAL REPRESENTATION OF THE LIFE-CYCLE MODEL

In order to fix ideas about the life-cycle model, we discuss a parameterized mathematical model of how individuals 
consume and save over their lives. In figure 1 (p. 42), we show the implied consumption and wealth profiles for a 
given initial value of wealth and for income over the life cycle. As in the introduction, assume that there is no uncer­
tainty about income, or medical expenses, although we will allow for uncertainty about age of death. The model is 
similar to that of Palumbo (1999), although it also allows for a bequest function, as in Hurd (1990).

Specifically, consider a household head seeking to maximize his expected lifetime utility at age t = 70, 71, 72, 
... . Each period that he lives, the individual receives utility, U from consumption, C. Furthermore, assume that his

preferences are of the constant relative risk aversion form, so that ut ~ j ■ The parameter y is called the

coefficient of relative risk aversion. The greater the value of y, the more risk averse the individual. Most estimates 
of y are between 1 and 5. A value of y equal to 1 implies that an individual would be indifferent between consuming 
$14,140 this year or consumption determined by the following lottery: with probability 1/2 consume $10,000 this 
year and with probability 1/2 consume $20,000. Note that this lottery has an expected payout of 1/2 x $10,000 +
1/2 x $20,000 = $15,000. If the individual has a coefficient of relative risk aversion of 5, an individual would be 
indifferent between consuming $11,700 this year or consumption determined by the lottery described above. In 
other words, the greater the value of y, the greater the amount the individual is willing to pay to avoid the risk 
associated with a lottery.

When he dies, he values bequests of assets, A, according to a constant relative risk aversion bequest 
(C )ly

function ^(4-) = 4 “■ The greater the value of 05, the stronger the bequest motive. We know very little about 

this parameter.
Let s denote the probability of being alive at age t conditional on being alive at age t - 1, and let

S(j,t) = (l/s,)nj':=lsk denote the probability of living to age j > t, conditional on being alive at age I. Let T= 95 denote 
the terminal period, so that 5r+1 = 0.

We assume that preferences take the form

I4) D(C,) + £ I ^P^5(y-l,0^.[7(C7) + (l-5.)h(4)]
7='+l

where £ is an expectations operator and 3 is the time discount factor. The smaller the value of 3, the more individu­
als discount the future relative to the present. Most estimates of 3 are between .95 and 1.

Furthermore, assume that individuals have the following asset accumulation equation:

5) ^+1 = (l+r)(^+L,-z» -C), ;̂+1>0,

where r is the interest rate, Y is income, and m denotes medical expenses. Assets must always be non-negative in all 
periods.1 In this article we present simulations from this model.

When presenting profiles implied by the model, we consider a value of y equal to 3 and 3 equal to .95. 
Throughout the article, we assume that assets in the bank receive a 4 percent rate of interest. Initial assets at age 70 
are $300,000 (which is close to the mean for our sample), income at each age is $20,000 (which is close to the mean 
in our sample).

'If the non-negativity constraint on assets implies consumption below $5,000 (which is a conservative estimate of the SSI, housing, and 
Medicaid benefits the elderly can receive), we set consumption equal to $5,000. See French and Jones (2004a) for more on this.
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APPENDIX B: WHY OLS WILL NOT YIELD CONSISTENT ESTIMATES, BUT FIXED EFFECTS WILL: 
A TECHNICAL DISCUSSION

To understand why OLS is unlikely to produce consistent estimates, consider the “true” model in equations 1 
and 2 as well as the OLS estimator in equation 3 (in box 1). Note that e = f + u —f Recall that those with above 
average values of wealth (an above average value of/;) are likely to live longer than average. As a result,
£[(/J - /)1 {a = age}] > 0 for a large value of a (that is, at older ages), which will result in {Po } being
biased upwards for a large value of a. We obtain consistent estimates of {Poge} only if A|eo x 1 {a = age}] = 0.

By de-meaning the data, however, we can overcome this problem. Specifically, we estimate the regression:

6) 4» ~A,= f< ~f, + = + W,„ - M, .

£(l{« = age} - ogAg„ X = age}\\

where At = — ^Ala, f = —^2 Z’ and so on- Note that f - ff = 0. If £[uia xl{a = age}] = 0, then 
A A

uja - = 0, and we will obtain consistent estimates. We discuss the

plausibility of this assumption in the text.

When predicting assets using the fixed effects estimator, we use the average fixed effect of the cohort 
members observed in 1970.
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NOTES

Tn the simplest life-cycle model, the assumptions are that indi­
viduals know their future income, medical expenses, and health 
status, and that individuals have constant relative risk aversion 
preferences.

2If individuals are certain of all future events, then whether con­
sumption is increasing or decreasing over the life cycle depends 
on only two things: the discount rate and the rate of interest.
First, if individuals are very impatient (have a high discount rate), 
then they will consume more in the present, less in the future. 
Second, if the market rate of interest is high, then individuals will 
have an incentive to save money, consuming less in the present, 
more in the future.

3There are several other facts that the simplest version of the life 
cycle cannot explain. For example, the distribution of wealth is 
much more skewed than the distribution of income (Diaz- 
Gimenez et al., 1997). Also, the saving rate of people with higher 
lifetime income is much higher than the one of people with lower 
levels of lifetime income (Dynan et al., 1996).

4Under this law, the estate tax will be re-imposed in 2011.

5Assuming no bequest motive and uncertain mortality, and hold­
ing income taxes constant, repealing estate taxes might reduce 
savings levels and thus output. The intuition behind this is that 
children of the deceased might reduce savings rates given that 
they can finance retirement with assets that their parents leave 
behind to hedge against extended life. This would, in turn, reduce 
aggregate savings and thus capital.

6Survivor probabilities are taken from U.S. life tables.

7Hurd (1989) argues that uncertain life expectancy can explain 
the slow rate of asset run-down in his data from the Retirement 
History Survey.

8However, we found that medical expense risk could generate a 
large amount of savings for some parameter of the model. For ex­
ample in results not reported, we found that the importance of 
medical expenses depends critically upon the extent to which the 
government provides insurance against catastrophic medical ex­
penses through what we refer to as “consumption floors.” Con­
sumption floors are meant to capture social insurance schemes such 
as Medicaid, Supplemental Security Income (SSI), and food stamps. 
Results presented are for the case when we set the consumption

floor to $5,000. Given that Medicaid covers virtually all medical 
expenses, and SSI provides income to individuals who have low 
income and assets, we believe that this is a conservative value for 
the consumption floor. For example, SSI benefits are $9,480 per 
year in California and $7,200 in Nevada. Nevertheless, lowering 
the consumption floor to $100 produces much higher savings 
rates. Also, higher levels of risk aversion produce higher levels of 
savings.

9In the life tables for the U.S., the corresponding probability of 
death at age 80 is 8.6 percent. This discrepancy is possibly due to 
the fact that the core sample in the AHEAD was not in a nursing 
home in 1993. Therefore, the AHEAD sample is healthier than 
the U.S. population.

10The main difference between the two measures is in the controls 
for the quality of the home. The quality of homes has changed 
over time as different amenities become available for homes. 
Some features on homes, such as intercom service, were not 
available 50 years ago. Therefore, comparing average home price 
from year to year provides a misleading picture of housing price 
appreciation. The price index for private residential investment 
measures the price of new homes. Adjustments for changes in the 
quality of new homes is made using a hedonic adjustment. The 
other index is constructed using resale prices of the exact same 
homes whose mortgages are held or guaranteed by Fannie Mae or 
Freddie Mac. Although this approach overcomes the problems as­
sociated with hedonics, the approach still has problems. Most im­
portantly, the approach does not account for home improvements. 
Moreover, these indices are available only back to 1971.

nThis is assuming that the run-up in assets did not affect savings 
behavior.

12Shortly before death, assets may decline because of high medi­
cal expenses. Because of this, we may miss significant asset de­
clines if they take place between the time that the individual is 
last interviewed and the date of death. This potentially leads us to 
understate asset declines before death. French and Jones (2004) 
and Hurd and Smith (2001) find that this problem is relatively 
minor. Using AHEAD data, Hurd and Smith find that medical ex­
penses just before death are $4,200 and death expenses (such as 
burial expenses) are $4,300. Nevertheless, they find that the size 
of the estate is on average $36,000 less than the self-reported 
level of assets in the interview before death.
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