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The crisis of 1998 and the role of the central bank

David A. Marshall

Introduction and summary

A key mission of the U.S. Federal Reserve System
is to safeguard the economy against systemic finan-
cial crises. This concern with financial crises stems
from a long-held belief that they are associated with
declines in economic activity. In the U.S., there is
clear evidence that financial panics and recessions
are somehow related (Mishkin, 1991). In the case of
the Great Depression, Bernanke (1983) argues that
the disruption in financial intermediation transformed
a severe downturn into a “protracted depression.”
More recently, the Asian financial crisis in 1997 was
followed by sharp declines in economic activity.
(Indonesia, Korea, Thailand, and Malaysia all expe-
rienced two-quarter declines in gross domestic prod-
uct [GDP] of over 12 percent.) This historical record
has led to a pervasive belief that systemic crises in
the financial sector have consequences that are far
more than sectoral. Rather, they appear to affect the
entire economy, perhaps through the unique role
played by financial intermediation.

The most recent financial crisis in the U.S. oc-
curred in late summer and fall of 1998. On August
17, the Russian government devalued the rouble, de-
faulted on its rouble-denominated debt, and imposed
a moratorium on payments to foreign creditors of
Russian financial institutions. Following these actions,
asset values fell precipitously in all Group of Seven
(G-7) countries, and there is evidence of widespread
withdrawal of liquidity from financial markets. Par-
ticularly dramatic was the near collapse and eleventh-
hour recapitalization in late September of Long-Term
Capital Management (LTCM), a large hedge fund.

From a U.S. perspective, these events might be
described as an “incipient” crisis, because there is
little evidence of damage to western economies. Ar-
guably, this is because of the decisive action by the
Federal Reserve in cutting the target federal funds

rate in three successive 25 basis-point moves. The
second of these moves, on October 15, was particu-
larly noteworthy, since it occurred between regularly
scheduled meetings of the Federal Open Market
Committee (FOMC). Intermeeting rate cuts of this
type are rare; the October 15 action was the first such
action since April 1994. In the next section, I provide
evidence that the end of this incipient crisis coincid-
ed almost exactly with the October 15 rate cut. In
particular, credit spreads abruptly narrowed on Octo-
ber 16 (one day after the Federal Reserve move), and
stock markets in all G-7 countries started to recover a
week to ten days prior to the October 15 move. (That
stock markets anticipated the rate cut is no surprise.
For at least a week prior to the move the financial press
reported rumors of a possible intermeeting rate cut.)
The way this incipient crisis ended is somewhat
puzzling. The crisis had a clear trigger: the Russian
default and devaluation in mid-August. Western finan-
cial institutions were directly affected by the default
if they held Russian liabilities. Furthermore, the
Russian default may have signaled higher default
risk for sovereign debt from other emerging or transi-
tion economies. So it is not surprising that uncertainty
grew about institutions’ solvency (with attendant in-
creases in asset price volatility and credit spreads).
What is puzzling is the way the crisis appears to have
abated with the Fed’s second rate cut. Why would the
problems (both direct and informational) associated
with the Russian default be reduced by a mere 50
basis-point cumulative cut in the overnight interest
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rate? If the crisis was associated with higher default
risk of emerging-economy debt, why would the Fed’s
rate cut have dramatically reduced this default risk?
Similarly, if the crisis was associated with an increased
informational asymmetry among financial institutions,
why would the 50 basis-point cut in the federal funds
rate have reduced this asymmetry?

In this article, I argue that the crisis can be char-
acterized as an episode of potential coordination fail-
ure, triggered by—>but ultimately distinct from—the
events in Russia. I propose a simple model of finan-
cial crises as coordination failure. The model qualita-
tively matches the following features typically
associated with financial crises:

1. Abrupt shifts between a state of adequate liquidi-
ty provision and a state of aggregate illiquidity
(the latter being a case where institutions with
liquidity refuse to lend to those needing liquidity);

2. A “flight to quality,” whereby institutions with
funds to invest preferentially choose a low-risk,
low-return asset;

3. Fear among lenders that credit quality among
potential borrowers has deteriorated;

4. Real costs in economic output;
Sudden declines in asset values; and

6. Arole for the central bank’s open market operations
in containing the crisis.

In particular, the model provides one potential
explanation for why the Federal Reserve action on
October 15, 1998, eliminated the danger of a full-blown
crisis. This model contributes to the growing literature
developing formal models of financial crises and finan-
cial fragility. Notable examples of these include Chang
and Velasco (1998), Louganoff and Schreft (1998),
DenHaan, Ramey, and Watson (1999), and Chari and
Kehoe (1998, 2000).

Coordination failure can emerge in any economy
where the profitability of a given agent’s investment
depends on the decisions of the other agents in the
economy. In the model of this article, the possibility
of coordination failure arises from the essential func-
tion of financial markets: to match potential users of
capital (borrowers) with potential providers of capital
(Ienders) in an environment of asymmetric information.
Borrowers and lenders match via a search procedure.

In this model, multiple equilibria are possible. A high-
coordination equilibrium can occur in which all
lenders and all borrowers enter the match, maximiz-
ing the expected output of the economy. However,
there are times when a low-coordination equilibrium
is possible in which all good quality (that is, highly
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creditworthy) borrowers refrain from entering the
match. Knowing that only poor quality borrowers seek
loans, potential lenders refuse to lend. I identify this
low-coordination equilibrium with a financial crisis.

In the model, the low-coordination equilibrium
cannot exist if the risk-free real interest rate is suffi-
ciently low. This suggests a potential role for the cen-
tral bank. If monetary policy can affect real interest
rates, the central bank can extinguish the low-coordi-
nation equilibrium if it reduces the real interest rate
sufficiently via an aggressive monetary expansion.
That the Federal Reserve has the power to do so is
suggested by the events of 1991-93. As I discuss in a
later section, there is evidence that banks cut back on
lending activity in the early 1990s. Following a shift
to a more expansionary monetary policy in mid-1991,
in which the real federal funds rate fell from 2.5 per-
cent to 0.5 percent, lending activity moved back to
normal levels.

Unlike the Federal Reserve action of 1991-93,
the monetary expansion in fall 1998 was too small,
and the consequent effect on real interest rates too
marginal, to have a substantial direct effect on lender
incentives. Rather, I interpret the intermeeting rate
cut of October 15 as a signal that the Federal Reserve’s
policy rule had changed. Before the intermeeting move,
market participants were uncertain whether the Federal
Reserve would compromise its focus on price stability
(and the associated tight money policy) even in the
face of severe financial market strains. I argue that
the intermeeting move was interpreted by market
participants as signaling a shift to a state-contingent
policy: focus on price stability unless a financial crisis
becomes imminent; temporarily abandon that focus
if the threat of financial crisis becomes severe. In this
article, I formally model such a policy, and I show
that, in principle, such a policy can extinguish the low-
coordination equilibrium. Furthermore, if this policy
is credible, it never has to be implemented: The policy
itself removes the possibility of coordination failure.
That is, monetary expansion is an “off-equilibrium
path” that enforces the high-coordination equilibrium.

Below, I review the facts of the crisis of fall 1998,
highlighting key features that I will seek to replicate
in the theoretical model. Then, I describe the basic
coordination failure model. Finally, I show how the
central bank can avert coordination failure by imple-
menting an appropriate and credible state-contingent
monetary policy.

Brief review of the events of fall 1998

Here, I review the crisis and provide evidence
for the following assertions:



1. The crisis was associated with large declines in
equity values, increased volatility in financial
markets, widening credit spreads, and an increased
demand for U.S. Treasury securities.

2. During the crisis, there was a reduction in available
liquidity, as institutions with loanable funds reduced
the volume of funds available to the market.

3. The crisis rapidly abated following the Federal
Reserve’s intermeeting cut in the federal funds
rate on October 15, 1998.

Financial markets showed evidence of potential
problems starting around mid-July 1998. However,
the onset of the crisis is usually associated with the
Russian devaluation and default in August 1998. This
denouement was in large part forced by declining
hard currency inflows over the preceding several
months as oil prices fell. On August 17, Russia de-
faulted on its rouble-denominated public debt. At
that time, this stock of debt represented $61 billion,
17 percent of Russian GDP. At the same time, Russia
declared a 90-day moratorium on all foreign obliga-
tions of Russian financial institutions. Finally, the rou-
ble exchange rate zone was substantially widened,
amounting to a de facto devaluation of 25 percent.
The exchange rate zone was completely abandoned
ten days later.! As I discuss below, western financial
markets reacted negatively to these developments. In
response, the FOMC cut the federal funds rate by 25
basis points at its next regular meeting on September
29. This move by the Federal Reserve did not calm
the financial markets.? On October 15, in an unusual
intermeeting move, the FOMC made an additional
25 basis-point rate cut. Observers point to this inter-
meeting move as marking the end of the crisis.

The data in figure 1 characterize more fully the
impact of these events on western financial markets.
As shown in figure 1, panel A, the U.S. S&P 500 in-
dex peaks in mid-July 1998, with a small local peak
in mid-August 1998 (vertical dashed line) following
the Russian default. Thereafter, there is a sharp de-
cline in stock values, amounting to more than 18 per-
cent over the three months from peak to trough. The
S&P 500 index bottomed out on October 8, one week
before the FOMC’s intermeeting rate cut on October
15 (vertical solid line). The biggest close-to-close
rise of this period was from October 14 to October
15. It is no surprise that the market trough occurred
one week before the Fed intermeeting action, since
there was speculation prior to the Fed’s action that an
intermeeting rate cut was likely.> The behavior of the
federal funds futures market supports this interpreta-
tion. Through October 7, futures prices implied an

expected federal funds rate through the end of October
of 5.22 percent to 5.24 percent, implying little proba-
bility of a rate cut. On October 8, this expected federal
funds rate dropped to 5.18 percent, which is consistent
with a 50 percent probability of a quarter-point rate
cut around mid-October.*

The behavior of stock indexes for the other six
countries in the G-7 is roughly comparable to that
of the U.S. indexes. In all cases, the market peaks in
mid-July, falls steeply, and starts to turn up about one
week before the October 15 rate cut. The total market
declines over this three-month period were quite pro-
nounced, ranging from 18 percent in Japan to over 28
percent in Canada, Italy, and France.’

Figure 1, panel B displays the value of the Chi-
cago Board Options Exchange (CBOE) volatility in-
dex (a measure computed by the CBOE from implied
volatility on a number of option contracts).® These
data show that uncertainty (and associated risk) in
financial markets rose steeply in mid-August 1998.
The date of the first pronounced jump was actually
August 27, when the closing value of this index rose
to 39.16 (compared with the previous day’s close of
30.66). This date corresponds to the Russian govern-
ment’s announcement that it was abandoning its trad-
ing band for the rouble. In trading during August 27,
the rouble fell 40 percent against the deutschemark.
In addition, on that date Deutsche Bank lost its AAA
rating from Standard and Poor’s when it revealed
that it had unsecured Russian credit risk amounting
to almost $750 million. For the next seven weeks the
volatility index stayed at a level that was unprece-
dented, except for the period around the 1987 stock
market crash. The index remained at or near 40 until
October 15 (the date of the intermeeting rate cut),’
when it fell to 35.95 (compared with the previous
day’s close of 41.31). Within two trading days the
index had fallen to around 30, remaining between
20 and 30 through the end of 1999.

Figure 1, panels C, D, and E display three U.S.
credit spreads: the interbank spread (three-month
interbank yield minus three-month T-bill yield), the
short-term credit spread (three-month commercial
paper yield minus three-month T-bill yield), and the
long-term credit spread (ten-year AAA corporate bond
yield minus ten-year T-bond yield). These credit
spreads confirm the inference from figure 1, panel B
that there was an abrupt increase in perceived credit
risk from mid-August to mid-October. In particular,
they show a pronounced spike starting in late Septem-
ber 1998 (around the time of the LTCM rescue) and
continuing until October 16, one day after the FOMC'’s
intermeeting rate cut. The peak in the long-term credit
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FIGURE 1

U.S. financial market indicators, March 1997—June 1999
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Notes: The vertical dashed lines indicate August 17, 1997, the date of the Russian default. The vertical solid
lines indicate October 15, 1997, the date of the Federal Reserve’s intermeeting cut in the federal funds rate.
Panels C, D, and E display three U.S. credit spreads: the interbank spread (panel C) is the three-month
interbank yield minus three-month Treasury bill yield. The three-month default spread (panel D) is the three-
month commercial paper yield minus three-month Treasury bill yield. The ten-year default spread is the ten-year
AAA corporate bond yield minus ten-year Treasury bond yield.

Sources: Board of Governors of the Federal Reserve System (panels A, C, D, E); Chicago Board Options
Exchange (panel B).

spread during this period is the highest in the 1990s, funds became more reluctant to extend unsecured
and the peak in the other two credit spreads is only loans. The Federal Reserve Board of Governors’
exceeded during this decade by that observed during Senior Loan Officers Survey in September® revealed
the 1990-91 recession.? a marked increase over the August survey in the

There is evidence that the increase in perceived number of banks tightening loan standards and raising
credit risk was associated with a substantial drying- loan rates. (See figure 2, panels A and B.) A principal
up of liquidity. That is, institutions with loanable reason reported by banks for these actions was “a

Federal Reserve Bank of Chicago 5



FIGURE 2

Measures of credit market tightness
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Notes: This figure plots data from the Federal Reserve Board’s
Senior Loan Officers Surveys from January 1997 through January
2000. Responses to the January, March, August, and November
surveys report bank credit policies over the preceding three
months. The September 1998 survey reports bank credit policies
over the preceding month only.

Source: Board of Governors of the Federal Reserve System,

Senior Loan Officers Survey.

reduced tolerance for risk.” Interestingly, there was a
substantial increase in the number of banks reporting
decreased loan demand. The respondents generally
attributed this reduced demand to reductions in both
merger and acquisition activity and fixed investment.
This suggests that the reduction in loan activity was
due to both a reduced willingness of lenders to bear
default risk and a reduced interest of borrowers in
expanding economic activity. While reports of tight-
ened loan standards continue through the November
survey, the reduction in loan demand appears to have
reversed by November.

The Bank for International Settlements (BIS, 1999)
surveyed a number of market participants about the
events of fall 1998. The survey results confirm the
perception that risk levels were elevated and liquidity

provision diminished in the period from mid-August
through mid-October 1998. They point to an “unprec-
edented” widening in bid/ask spreads and even to
“one-sided markets,” where sellers of risky securities
could not find a buyer at any price. On numerous
occasions, market makers in government securities
simply withdrew from trading and refrained from
posting quotes.'” The BIS interviewees report a flight
to the most liquid, “on-the-run” (that is, most recently
issued) Treasury securities. For example, by early
October, the yield spread between 28-year and 30-
year Treasury bonds had widened to 29 basis points
from just 7 basis points in mid-August (although the
28-year issues are just as free from default risk as the
30-year on-the-run bonds). Salomon Smith Barney
reported that this spread was the widest it had ever
recorded." Continued ability to trade Treasury secu-
rities in any desired quantity was assured only for the
on-the-run issues. The flight to quality even devolved,
“for a brutal but short-lived period”' to a flight to
cash. A number of participants reported reductions in
credit lines to other financial institutions. This drying-
up of liquidity exacerbated price volatility and in-
creased credit risk associated with institutions that
relied on market funding. Interestingly, the infusion
of funds to LTCM, facilitated by the Federal Reserve
Bank of New York in late September 1998,'* seemed
to exacerbate the liquidity crisis. Participants in the
BIS survey interpreted the Federal Reserve’s role as
a signal that the Federal Reserve believed that the
crisis was far worse than previously thought. Finally,
the BIS interviewees perceived the October 15 rate
cut as the turning point of the crisis. In its summary
of interviews with market participants, the BIS states,
“The second monetary easing by the Federal Reserve
(15 October) signaled the beginning of the abatement
of financial strains. At that time, traders clearly under-
stood the commitment of the Federal Reserve to fix
the problems.”

To summarize, the period from mid-August to
mid-October 1998 was characterized by rapid declines
in stock values, rapid increases in uncertainty, and a
reluctance of institutions with loanable funds to pro-
vide loans. The crisis appears to have abated in U.S.
financial markets with the Fed’s intermeeting rate cut
of October 15. In particular, the stock market recov-
ery, the narrowing of credit spreads in fixed income
markets, and the decline in the CBOE volatility index
all commenced around October 15. Other more qualita-
tive measures of the crisis, such as the Board of Gover-
nor’s Senior Loan Officers Survey, the BIS interviews
with market participants, and reports in the financial
press, are also consistent with this interpretation.
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What generated the crisis?

It is perhaps no surprise that the Russian default
and devaluation triggered turmoil in western finan-
cial markets. There was a good deal of uncertainty
about the direct exposure of western financial institu-
tions to the Russian default. Furthermore, western
investors may have interpreted the Russian default as
evidence against the creditworthiness of other emerg-
ing economies. Investors were particularly concerned
about Argentina, Brazil, and Mexico, which are far
more important than Russia for U.S. trade.™ (In fact,
Brazil devalued its currency in mid-January 1999.)
Figure 3, which plots Brady bond yields,'* shows how
the Russian default triggered an increase in perceived
credit risk for these three Latin American countries
that eclipsed the increase following the 1997 Asian
crisis. In all three countries, the yields more than
doubled following the Russian default in mid-August
1998. (The yield spike for Brazil was particularly
pronounced.) However, this explanation for the crisis
does not fully account for the way it ended. It is hard
to imagine that the exposure of western institutions to
emerging and transitional economies or the informa-
tional asymmetry about these exposures would have
been reduced by a 50 basis-point reduction in the fed-
eral funds rate. Similarly, the creditworthiness of
borrowers in these economies would not have been
affected substantially by the Federal Reserve’s action.
Thus, while the Russian default clearly triggered the
financial crisis, the crisis appears to have taken on a
self-fulfilling aspect over and above the damage attrib-
utable to the actions of the Russian government.

FIGURE 3

Brady bond yields for Argentina, Brazil, and Mexico

(April 1997-January 2000)
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Other financial crises have also involved sudden
shifts between crisis and non-crisis states without a
commensurate change in fundamentals. The Asian
crisis of 1997 provides an example, although in that
case the sudden shift occurred at the beginning of the
crisis. The Asian crisis was completely unforeseen by
financial markets. In particular, in none of the Asian
crisis countries do interest rates or forward exchange
rates move prior to the speculative attacks leading to
the initial Thai devaluation.'® Furthermore, the Asian
crisis was not triggered by any shock to fundamentals
commensurate with the magnitude of the subsequent
debacle. While there were clear problems with market
fundamentals in these countries (in particular, the
poor state of their banking sectors), these problems
were well known months or even years prior to the
crisis.'” It appears that any theory of systemic financial
crisis must incorporate the possibility of sudden, un-
triggered shifts between crisis and non-crisis states.

Modeling financial crisis as
coordination failure!®

As described earlier, the financial crisis of fall
1998 had a number of characteristics that have been
associated with crises more generally. There was a
sudden shift between crisis and non-crisis states with-
out a commensurate change in fundamentals. The crisis
state was characterized by a sharp reduction in liquidi-
ty provision with a corresponding flight to quality.
The crisis was associated with a decline in asset val-
ues, as reflected in stock market indexes." In addi-
tion, the crisis of 1998 shows clear evidence of an
increase in perceived default risk. Final-
ly, the end of the 1998 crisis was associ-
ated with an unusual action by the central
bank (a change in the target federal funds
rate between regularly scheduled FOMC
meetings).

In this section, I propose a simple
model of financial crisis that, in principle,
can accommodate these patterns. My ap-
proach focuses on the possibility of coor-
dination failure. In coordination models,
an investor benefits if he chooses the same
strategy as other investors. Thus, investors
will tend to “coordinate” on a particular
strategy. A multiplicity of equilibria can

N
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Note: This figure plots yields from dollar-denominated sovereign
debt (“Brady bonds”) issued by Argentina, Brazil, and Mexico.
Source: Bloomberg.

Mexico X - :
emerge, each associated with a different
| pattern of coordination. Suboptimal equi-
T libria are then associated with coordination

failure: the failure to coordinate on the
socially optimal choices. In a familiar
example, known as external increasing
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returns to scale, the productivity of a particular firm’s
capital investment is high only if there is a high level
of aggregate economic activity. Therefore, a firm may
only want to choose a high level of investment if
enough other firms also choose a high level of invest-
ment (thereby assuring a high level of aggregate activ-
ity). If other firms choose low investment, aggregate
activity will be low, and an individual firm’s invest-
ment productivity may be too low to justify a high in-
vestment level. In this example, there are two equilibria:
one where all firms “coordinate” on high investment,
the other where all firms have low investment.

In the model I present here, the possibility of co-
ordination failure arises from the essential nature of
financial relationships—the need to match potential
borrowers with potential lenders in an environment
of asymmetric information. In particular, lenders must
search for borrowers and vice versa. As the total num-
ber of borrowers and lenders rises, this search process
becomes more productive. That is, the rate at which
borrowers and lenders match goes up. In other words,
the matching process exhibits a thick markets externali-
ty: Everyone benefits as the number of participants in
the market rises.?!

This thick markets externality gives rise to the
possibility of a coordination failure equilibrium: If
lenders believe that there are few high-quality bor-
rowers searching for loans, and simultaneously the
high-quality borrowers believe that there are few
lenders willing to extend credit, an equilibrium can
emerge where both lenders and borrowers forsake
the loan market in favor of alternative investments.
In effect, all parties have “coordinated” on nonpartic-
ipation, so the optimal strategy for any individual
agent is not to participate.

Basic structure of the model

The basic model is completely static. There are
two types of risk-neutral agents: borrowers (V, _in
number), who are endowed with a project but no
liquidity; and lenders (~,,, in number), who are en-
dowed with one unit of liquidity but no project. A
borrower can operate his project in two mutually exclu-
sive ways: autarkically, without any liquidity inflow
from outside; or with investment, which requires bor-
rowing one unit of liquidity from a lender. A borrow-
er must decide at the beginning of the period whether
to operate the project autarkically or whether to seek
a loan. In other words, once the borrower has decided
to seek a loan, the possibility of autarkic production
is precluded.

Borrowers are randomly assigned one of two
types of projects, bad (assigned with probability p®),
and good (assigned with probability (1 — p®)). The

quality of the project is private information to the
borrower. Good projects pay R** with certainty if
operated autarkically; they pay R with certainty if
operated with investment, provided the borrower has
found a lender willing to lend. Bad projects pay 0 if
operated autarkically; if operated with investment,
bad projects pay R with probability 8 and R*"*= with
probability (1 — 0), again provided borrower has
found a lender willing to lend. Informally, a bad bor-
rower defaults on his loan with probability (1 — 8);
Rsevase represents the salvage value of the project that
is available to satisfy the lender’s claim. Finally, if a
borrower seeks a loan but fails to match with a lender,
he receives zero.

An interpretation® of these two types of borrowers
is that bad borrowers are in severe financial distress.
If they do not get an immediate liquidity infusion,
they will be forced into bankruptcy. Even if they do
receive liquidity, financial distress may impair their
productivity with probability (1 — 0). In contrast, good
borrowers can stay in operation without liquidity,
albeit at a lower output. However, there is an up-front
cost to structuring the project to utilize liquidity. My
assumption that a good borrower who tries to obtain
a loan and fails receives zero is equivalent to a speci-
fication where the up-front cost equals R“““* and the
output with liquidity (before the up front cost is paid)
equals R + Ramarky,

Lenders have one unit of liquidity, which they
can use in two mutually exclusive ways. First, they
can invest it at a gross risk-free rate R. Second, they
can attempt to find a borrower to whom to lend. If a
borrower and a lender match, the loan contract takes
the following exogenous specification:* If R is pro-
duced, the lender receives R, (where R, isan
exogenous parameter satisfying R, = R*"*) and
the borrower receives R, =R —R, ;if R is pro-
duced, the borrower is in default, so the lender re-
ceives the full salvage value R*"“¢ and the borrower
receives nothing. Finally, if a lender does not find a
borrower, she simply ends up with her unit of liquidi-
ty.* To summarize, the payoffs are as follows:

1) Payoff to good borrower =
R if borrower matches with lender

borr

0 if borrower attempts to match with
lender and fails

Rearky i borrower operates project autarkically.
2) Payoff to bad borrower =

R, . if borrower matches with lender and
project produces R
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0 if borrower attempts to match with
lender and fails or if borrower matches
with lender and project produces R«
or if borrower operates project autarkically.

3) Payoff to lender =

R, . if lender matches with borrower and
project produces R

Re™eze if lender matches with borrower and
project produces R*"as¢

1 if lender attempts to match with a
borrower and fails

R if lender uses the risk-free investment
and does not attempt to match with a
borrower.

The matching procedure

According to equations 1, 2, and 3, the expected
payoff to an agent who attempts to match depends on
the probability of consummating the match. Suppose
that there are a total of B borrowers seeking loans and
L lenders seeking to match with borrowers. I denote
the probability that a given borrower matches with a
lender by prob, (B,L). Similarly, the probability that
a given lender matches with a borrower is denoted
prob,, (B,L). (In equilibrium, the expected number of
matches equals B % prob, (B,L)=L xprob, (B,L).)

If either B or L equals zero, both prob, and
prob,, = 0. (That is, if there are no borrowers or
lenders, there can be no matches.) It is also natural to
assume, in the language of Mortensen and Pissarides
(1998), that borrowers and lenders are complements.
That is, it is easier for a borrower to find a match if
there are more lenders, and vice versa. (Formally,

dproh,,,

oL
ing Mortensen and Pissarides (1998), I assume that
there is a congestion effect. An increase in the number
of borrowers decreases the probability that a given
borrower will match, and vice versa. (Formally,
aprOboorr <0 and aprohend <O)

oB oL

Finally, I assume that the expected number of
matches displays increasing returns to scale. This is
equivalent to the condition that as the number of bor-
rowers and lenders increases equiproportionally, both
prob, ,and prob, increase. This is a natural assump-
tion to make for many types of matching problems.
Consider the problem of finding a taxi cab in a medi-
um-sized city. If there were only one rider looking
for a cab and one cab looking for a fare (as might be
the case at 2:00 am), the probability of a match would

oprol
>0 and pa—ge“d>0.) In addition, follow-

Federal Reserve Bank of Chicago

be very low. If there were 10,000 riders and 10,000
cabs, the probability that a given rider would find a
cab would be much higher. (This intuition is formal-
ized in the model developed in appendix A.)*

Increasing returns is implied by a number of
search models that have been proposed in the literature.
In appendix A, I discuss a number of these and |
develop one model in detail. Diamond (1982) and
others note that increasing returns in the matching
technology can give rise to multiple search equilibria.
I exploit this feature below.?

High-coordination and low-coordination equilibria

The matching technology implies that the deci-
sion of borrowers whether to enter the match affects
the probability that a given lender will match and,
therefore, affects the expected payoff to the lender
from entering the match. Similarly, the decisions of
lenders affect the expected payoff of the borrower.
This implies the possibility of coordination failure
between borrowers and lenders and, thus, the possibil-
ity of multiple equilibria. I define a high-coordination
equilibrium as one in which all lenders enter the match
and all borrowers enter the match. Of course, a lender
will enter the match if, and only if, her expected pay-
off from entering the match equals or exceeds R'.
Using the payoffs given in equation 3, in a conjec-
tured high-coordination equilibrium this condition
can be written as

4) pVOblend (Nborr’ Nlend)((pbe +1 _pb) Rlend +
pb(l - e)RSGIVage) + (1 7pr0blend(Nhnr}" N/end)) ZR/

Similarly, a good borrower will enter the match,
if and only if, his expected payoff from entering the
match equals or exceeds R““*, In a conjectured high-
coordination equilibrium, this condition is

5) prob,, (N,

borr’

Zvlend) Rborr 2 Ra“m’ky)_

Note from equation 2 that the bad borrowers always
enter the match, since the payoff from entering the
match dominates the autarkic payoff to the bad borrow-
er of zero. Therefore, equations 4 and 5 are sufficient
for the existence of a high-coordination equilibrium.

1 define a low-coordination equilibrium as one
where no lenders enter the match and only bad bor-
rowers enter the match. The payoff to lenders in the
low-coordination equilibrium is R'. The payoff to
good borrowers is R*“"? and the payoff to bad bor-
rowers is zero. If there are no lenders in the match,
there is clearly no incentive for good borrowers to
defect from the equilibrium strategy of autarky (since



prob, (1,0)=0). However, there may be an alterna-
tive strategy for a lender that could break the low-
coordination equilibrium. Let the total number of bad
borrowers be denoted N, . (The expected value of
N, ,is simply p’N, ) If, starting in a low-coordina-
tion equilibrium, a lender decides to defect from the
equilibrium strategy by entering the match, her prob-
ability of matching with a borrower is prob,, , (N, , 1)
(since only bad borrowers are in the match in a low
equilibrium). Her expected payoff conditional on a
successful match is 6R,  + (1 — 8) R“"*, Therefore,
a low-coordination equilibrium can only be sustained
if the expected payoff to this alternative strategy is
less than the payoff to a lender in the low-coordina-
tion equilibrium:

6) prob,,,(N,, DOR,,,+ (1 - B)R<"x) +
(1 _prOblend(Nhaa’ 1)) < Rf

The left-hand sides of equations 4 and 6 give the
value to a lender of entering the match in the high-
coordination and low-coordination equilibria, respec-
tively. Similarly, the left-hand side of equation 5 gives
the value to a good borrower of entering the match in
the high-coordination equilibrium. For a particular
base line parameterization,?’ figure 4 displays how
these values are affected by changes in the model
parameters. Specifically, the left-hand column of
plots in figure 4 shows how the left-hand sides of
equations 4 (black lines) and 6 (colored lines) change
as a particular model parameter is varied; the right-
hand column does the same for the left-hand side of
equation 5 (colored lines). The five parameters that
are varied in figure 4 are: number of lenders, as a
fraction of total population (first row of plots); R*",
as a fraction of R (second row); R, as a fraction
of R (third row); 0 (fourth row); and p? (fifth row).

The behavior of these values is intuitive. The val-
ue to lenders of entering the match for both equilibria
is strictly decreasing in the ratio of lenders to total
population (reflecting the greater competition from
other lenders); the corresponding value to good bor-
rowers is strictly increasing in this ratio (reflecting
the higher probability of matching with a lender). Not
surprisingly, increasing R, /R, the fraction of output
received by lenders, increases the value of the match
to lenders, but decreases that value to borrowers. For
both equilibria, the value of the match is increasing
for lenders in R**= and O (the probability that a bad
project produces R). Neither of these parameters affects
the value of the match for good borrowers. Finally,
an increase in p®, the probability of bad projects,
reduces the value of the match for lenders in the
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high-coordination equilibrium, but increases the value
of the match for lenders in the low-coordination equi-
librium. In the high-coordination equilibrium, increas-
ing p® simply increases the probability of borrower
default. In the low-coordination equilibrium, however,
an increase in p” increases the number of borrowers
seeking loans. (Recall that only bad borrowers seek
loans in the low-coordination equilibrium.) This in-
creases the probability of a match for a lender contem-
plating deviating from the equilibrium strategy.

Suppose the borrower condition for a high-coor-
dination equilibrium (equation 5) holds. That is, sup-
pose R lies below the colored line in any of the
plots in the right-hand column of figure 4. Then the
existence of the high- or low-coordination equilibrium
depends on the level of the risk-free rate R relative to
the solid and colored lines in the plots in the left-hand
column. If R’ is above both lines, then neither equi-
librium exists for these parameter values. If R/ is
below the solid line but above the colored line, then
both low-coordination and high-coordination equilib-
ria exist. If R is below both the solid line and the col-
ored line, then a high-coordination equilibrium exists
but no low-coordination equilibrium exists. Thus, if
equation 5 holds, the high-coordination equilibrium
can be enforced by setting R sufficiently low.

Finally, there may also be additional “mixed”
equilibria where a fraction of lenders and/or good
borrowers enter the match, while the remaining agents
choose the alternative strategies (investing risk-free
for lenders, operating the project autarkically for the
borrowers.) I discuss the conditions for these mixed
equilibria in box 1. The possibility of mixed equilib-
ria complicates the analysis of this model. For the
purposes of this article, I assume that these mixed
equilibria are never observed. For the remainder of
this section, I focus only on the low- and high-coordi-
nation equilibria.

Interpreting the model as a theory of
financial crises

I associate the low-coordination equilibrium in
the model with a financial crisis. This equilibrium
captures many characteristics associated with financial
crises. In this simple model, asset values and output
can both be measured by the expected payoff to a
borrower’s project; both are clearly lower in the low-
coordination equilibrium than in the high-coordination
equilibrium.?® There is a clear flight to quality in the
low-coordination equilibrium, coupled with a drying-up
of liquidity: Lenders invest in the risk-free asset in-
stead of making loans, so the aggregate quantity of
liquidity provided falls to zero. There is a perception
of declining credit quality: If we were to ask a lender
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Value to lenders

FIGURE 4

Effect of changes in model parameters on the value of entering the match

Value to good borrowers
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Notes: For a particular set of baseline parameters, this figure illustrates how the value of entering the match implied by the model changes as
five parameters of the model are varied. The left-hand column of figures plots the value of a lender entering the match in the high-coordination
equilibrium (left-hand side of equation 4, represented by the black lines) and the low-coordination equilibrium (left-hand side of equation 6,
represented by the colored lines) changes as the following five parameters change: number of lenders, as fraction of total population (first
subplot); payoff to the lender R, , as a fraction of total output (second subplot); salvage value of a bad borrower’s project R***%, as a fraction
of total output (third subplot); probability that a bad project is productive 6, (fourth subplot); and the probability that a given project is bad, p®
(fifth subplot). The right-hand column of figures plots the value of a good borrower entering the match in the high-coordination equilibrium (left-
hand side of equation 5), as the same five parameters are varied. The baseline parameters are as follows: N, ,=20; N, =30; R=2; R, =1.2
(so R,,, = 0.8); Rea'e = 0.5; p* = 0.2; 6 = 0.75. Parameter N, , is set equal to its expected value of 6. | use the model of prob,,  and prob,
described in appendix A, equations 19 and 20, with parameter M = 10.
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why she refrained from making loans, she would low-coordination equilibrium are bad borrowers). This
answer that the risk of default was too high (since is the sort of response given by lending institutions
all borrowers actually entering the match in the in the BIS interviews and the Board of Governors’

BOX 1

Mixed equilibria

In a mixed equilibrium, some lenders and/or good B3) 0<B,,,<N,,,—N,,
borrowers enter the match, while the remaining
. L - 0<L<N,

agents choose the alternative strategies (investing lend
risk-free for lenders, operating the project autarki- for which
cally for the borrowers). If there were a continuum
of agents, these mixed equilibria would require i
agents to be indifferent between entering the match B4) Vg Bpop DV =F
and using the alternative strategies. If one takes se- v, (B . L)=Rwob,
riously the constraint that the number of agents of s
each type be an integer, then the conditions for a If (as I assume throughout this article) there are
mixed equilibrium must take into account the effect an integer number of agents of each type, then a
on the matching probabilities were an agent to devi-  conjectured defection from the equilibrium strategy
ate from the equilibrium. changes prob, , or prob, and, therefore, changes

To write down the conditions for a mixed equi- v, orV, . Totake this explicitly into consideration,
librium, it is convenient to define functions V, , I must modify equation B4. Assume that
and V, that measure the value of entering the
match for lenders and borrowers, respectively. Let B5) V, is decreasing in L.
B, denote the number of good borrowers entering
the match, and let L denote the number of lenders Since prob,, , (B,L) is strictly decreasing in L,
entering the match. Recall that all bad borrowers a sufficient condition for assumption B5 is
enter the match (since the value of autarky for bad
borrowers is zero). Therefore, the fraction of bad 0 N, B
borrowers in the match is —bad ___and B6) Noas + By Nigar+ oo HR‘“’

Nbad * Bgood
. . . A-6)Npey s

(analogously with the left-hand side of equation 4) + bed RVR0C >,

the value to a lender of entering the match is Noag + Byood

In other words, the expected payoff to a lender from a
B1) View (Bgood : L) = Probigy (Npag + Byood sL) successful match exceeds the payoff from entering the
match but failing to match. Note that ¥, _is decreas-

i ONpeg By DR ing in B,.» because prob, (B,L)is strlctly decreas-
%Nm + By N + B H ond ing in B. Under assumption B5, a mixed equilibrium
isapair {B L} satisfying equation B3 and
+ =Ny o
—2R "age +(1- prol [\
N By« POl BY) V(B L¥ DSBSV, (B, 1)
+ Bgood, L)) borr (Bgood r 1’ L) s Rﬂu/ﬂ’k)’ =V borr (Bgoud r l’L)
The value of entering the match for a good borrow- The logic behind equation B7 is straightfor-
er is given by the analogue to the left-hand side of ward. If the first set of inequalities in equation B7
equation 5: holds, then a lender in the match has no incentive to

switch to the risk-free asset (since the value of be-

B2) v, (B, ,L)=prob, (N, ,+B_.,LDR,, . ipg in the match.excee.ds R)), aqd a lender ir}vesting
risk-free has no incentive to switch to entering the
If there were a continuum of agents, so the de- match (since, by entering the match, the total num-
fection of a single agent from the equilibrium strat- ber of lenders in the match will equal L + 1, and the
egy would not affect the matching probabilities, value to being a lender in the match when the total
then a mixed equilibrium would be a pair {B_, , L} number of lenders equals L + 1 is dominated by the
satisfying risk-free rate). A similar logic holds for borrowers if

the second set of inequalities in equation B7 holds.
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Senior Loan Officers Survey, discussed earlier. It is
also consistent with widening credit spreads. Further-
more, there is a reduction in demand for liquidity on
the part of borrowers, a pattern that was also reported
in the September Senior Loan Officers Survey.

This model is also consistent with sudden switches
between normal and crisis states without any change
in underlying fundamentals (as represented by the
model’s parameters). While I do not model dynamics
explicitly, a multiple-equilibrium model of this type
can be incorporated into a dynamic model in which
switches between coordination states are driven sole-
ly by changing expectations. If enough lenders in the
economy become pessimistic about the aggregate
number of borrowers entering the match (or vice versa),
then a low-coordination equilibrium will emerge,
validating their pessimism ex post. Thus, all that would
be needed to model the abrupt switches between crisis
and non-crisis states would be to model switching
between optimism and pessimism in the economy.”

Financial crises and the role
of the central bank

Perhaps the most interesting feature of the model
presented here is that it suggests a role for the central
bank in dealing with financial crises. We can see from
equation 6 that a liquidity crisis (that is, a low-coor-
dination equilibrium) is only possible if the real risk-
free rate is sufficiently high. If the central bank can
affect the real risk-free rate through open market
operations, it can extinguish the possibility of a liquid-
ity crisis by reducing the risk-free rate until the left-
hand side of equation 6 exceeds the right-hand side.
Intuitively, if the risk-free rate is so low that a lender
expects a higher return by seeking to match with a
borrower even if all borrowers are believed to be of
bad quality, then the low-coordination equilibrium
cannot be sustained.

Example of central bank action:
The events of 1991-93

One interpretation of monetary policy in the early
1990s is that the Federal Reserve used open market
operations in the manner suggested in the preceding
paragraph. The recovery from the 1990-91 recession
appeared to be impeded by a so-called credit crunch.
Responding perhaps to the introduction of risk-based
capital requirements, banks reduced their volume of
loan provision, investing instead in Treasury securi-
ties and other low-risk assets. One can see this process
in figure 5, panel A, which displays fixed income
securities as a fraction of total banking assets. Note
that fixed income securities as a percentage of total
assets rose from just over 15 percent at the beginning
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of 1990 to over 20 percent at the beginning of 1993.
While this is far less dramatic than the complete coor-
dination failure in the low-coordination equilibrium of
the model, this process can be interpreted as a slow
shift away from full coordination.

In mid-1991, the FOMC started reducing the fed-
eral funds rate in an effort to encourage more lending.
This policy shift is evident in figure 5, panel B, which
displays the real federal funds rate (defined here as
the difference between the nominal federal funds rate
and the ex post monthly CPI inflation rate) from 1989
through 1997. Note that the real funds rate declines
to an extremely low level (between 0.5 percent and
0 percent) between late 1992 and February 1994. As
in the simple model, the effect is to reduce the return
on alternative assets, making even the relatively low
risk-adjusted return on loans seem reasonably attrac-
tive.>” As shown in figure 5, panel A, banks did shift

FIGURE 5

Bank portfolios and monetary policy, 1989-97.

A. Fixed income securities as fraction
of total assets, 1989:Q1-97:Q1
fraction of assets, quarterly
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Notes: Panel A displays fixed income securities as a faction of
total bank assets. The uppermost black line displays total fixed
income securities. The other lines in the graph disaggregate the
securities by maturity. Panel B displays the real federal funds rate,
computed as the nominal federal funds rate minus the one-month
CPl inflation rate.

Sources: Call reports (panel A); author’s calculations, using data
from the Board of Governors of the Federal Reserve System (panel B).
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away from non-loan assets to loans following the
implementation of this policy. It is possible that the
increased loan growth was due to some change in the
economic or regulatory environment other than the
extremely low real interest rates. However, these pat-
terns in the data are certainly consistent with the intu-
ition that lenders are more willing to lend when the
return to alternative investments is low, and that the
central bank can influence this alternative return.

Particularly interesting is what happened after
the FOMC reversed course starting in February 1994
and allowed the real interest rate to return to its level
of early 1990. If banks’ willingness to lend depended
only on the return on alternative assets, the banks
presumably would then have cut back on their loan
provision. In fact, figure 5, panel A shows that banks
continued to increase their lending. This suggests that
there may have been an element of coordination failure
in the credit crunch. Once the economy had securely
moved to a high-coordination state, it could remain
there even after the FOMC raised real interest rates
to a higher level.

Policy alternatives implied by the model

According to the model, a central bank can prevent
financial crises by keeping interest rates extremely
low all the time. However, this strategy conflicts with
the central focus of monetary policy: to establish a
reputation as a force for price stability. Even if the Fed
could act against the possibility of a low-coordination
equilibrium by decisively reducing Treasury yields,
such an action would be costly, not only in its direct
effect on future inflation, but also in eroding the credi-
bility of the Fed’s commitment to containing infla-
tionary pressures.

In principle, a central bank could reconcile these
two competing imperatives by establishing a credible
state-dependent policy—enforce a low interest rate
only when there is clear evidence that a financial
crisis is imminent. The advantage of such a policy is
that the low interest rate is rarely implemented, yet
the possibility that it might be implemented moves
the economy to a preferred equilibrium. In fact, when
I incorporate such a state-dependent policy into the
simple model developed earlier, the low interest rate
is never implemented. In the language of economic
theory, it is an off-equilibrium path that enforces the
high-coordination equilibrium.

As an example of such a state-dependent policy,
consider the aftermath of the October 1987 stock
market crash. There is considerable anecdotal evi-
dence that many banks were reluctant to provide the
liquidity needed to settle trades made during the day
of the crash. This withdrawal of liquidity may have
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represented a low-coordination equilibrium: If a given
bank is likely to be repaid only if the aggregate pro-
vision of liquidity is high, it may be individually
rational for each bank to withhold liquidity. In response,
the Federal Reserve announced a state-contingent
policy: “The Federal Reserve ... affirmed today its
readiness to serve as a source of liquidity to support
the economic and financial system.”! The operative
word is “readiness.” With the Fed standing ready to
ensure adequate liquidity in the market, it became
rational for individual banks to provide liquidity to
their clients. In the event, no significant liquidity
disruptions were observed,* yet the Fed itself did
not actively provide the liquidity—discount window
borrowing by member banks did not increase signifi-
cantly, and the increase in non-borrowed reserves
was small.

In September 1998, investors were uncertain
whether a state-dependent policy was in place.** One
can interpret the intermeeting rate cut on October 15,
1998, as a credible signal that the Fed had shifted to this
sort of state-dependent policy. It seems more plausible
to interpret the effect of this rate cut to its role as a sig-
nal than to any direct effects. Certainly, the interest rate
cuts in fall of 1998 were much smaller than those in
1990-91, clearly not sufficient to substantially change
investors’ incentives directly. There is evidence that
financial markets perceived the intermeeting rate cut
as signaling a policy change. According to the Wall
Street Journal, “the economic indicators that the Fed
usually tracks—the unemployment rate, the pace of
orders for factory goods and retail sales, among other
things—don’t explain the Fed’s sudden action, since
many of those indicators have suggested that the
economy is relatively healthy. Rather, officials at the
Fed ... have been focused on unusual signs of stress
in the financial markets.”** In the words of analysts
at Morgan Stanley Dean Witter, the Fed’s “unexpected
easing” signaled a “new aggressiveness.”*> Market
participants’ perception of a change in Fed emphasis
is consistent with the minutes of the FOMC’s delib-
erations. In the minutes of the September 29 meeting,*
the financial market turmoil is noted, but it is seen
primarily as one factor among many affecting inflation-
ary pressures through aggregate demand. In particular,
“The members did not believe that the tightness in
credit markets and strong demand for safety and liquidi-
ty were likely to lead to a ‘credit crunch.” ...” A 50
basis-point cut is explicitly ruled out because “the
risk of rising inflation ... was still present, especially
in light of the persistence to date of very tight labor
markets and relatively robust economic growth.” In
contrast, the minutes of the FOMC teleconference
preceding the intermeeting rate cut of October 15 do
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not mention inflationary pressures at all. Rather, an
additional rate cut is motivated “to help settle volatile
financial markets and cushion the effects of more
restrictive financial conditions on the ongoing expan-
sion.” Following the October 15 action, members of
the FOMC describe the move as a (temporary) shift of
focus from price stability to financial stability. For ex-
ample, the Wall Street Journal cited Federal Reserve
Bank of St. Louis President William Poole as saying
that “[the recent market instability] and the circum-
stances surrounding it are so unusual in the context
of U.S. history that policy makers must concentrate
on dealing with this situation for the time being.”?’
According to the same article, Governor Roger Fer-
guson “indicated that the Fed would be willing to cut
rates aggressively at any hint of a recession.”

In the following section, I incorporate such a
state-dependent policy into the simple model out-
lined earlier. I argue that such a policy, if credible,
may have been sufficient to eliminate the possibility
of coordination failure without requiring the central
bank to actually implement any substantial interest
rate reductions. To formalize this idea, I extend the
model so that the central bank acts in real time. I then
demonstrate that the low-coordination equilibrium can
be eliminated if agents believe that the monetary au-
thority will act in the future to eliminate coordination
failure should coordination failure become likely.

Modeling a state-dependent central bank policy

To model a central bank interest rate policy that
actively responds to a developing liquidity crisis, I
need to modify the simple model to make precise the
notion of “incipient crisis.” I do so in the following
(admittedly highly stylized) way. Suppose that there
is a preliminary period before the matching of bor-
rowers and lenders. At the beginning of this prelimi-
nary period, each lender is assigned at random a mood
of pessimism or optimism. A pessimist believes that
the low-coordination equilibrium will prevail provided
a low-coordination equilibrium could exist (that is,
provided equation 6 could hold). An optimist believes
that the high-coordination equilibrium will prevail,
again provided this equilibrium could exist (that is,
equations 4 and 5 could hold). In addition, in the be-
ginning of the preliminary period the N, , lenders are
assigned an index i =1, ..., N, . They then must declare
(irrevocably) in order of their index assignment whether
they will enter the match or invest in the risk-free tech-
nology. After all N, , lenders have declared, the match
is held, projects are operated, and payoffs are made,
as in the simple model.

Let Q, denote the number of lenders who have
declared that they are in the match through the ith
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lender, so O, denotes the total number of lenders
committed to’ enterlng the match at the end of the
preliminary period. As I show in proposition 1 below,
if Q » is sufficiently high (that is, if Q 1s greater

than o equal to a particular threshold N* ) “a low-
coordination equilibrium cannot exist. A pessimist
with index i will assume that the low-coordination
equilibrium will prevail unless Q, | (weakly) exceeds
this threshold.

Now, I develop this idea more fully. For simplic-
ity, I consider a case where the central bank can choose
one of two interest rates: R"" and R, where R"¢" is
consistent with both equilibria. That is, when R/ = R"s",
equations 4, 5, and 6 all hold. (I discuss conditions on
R below.) If "= R"¢" the equilibrium that emerges
depends on the beliefs of the lenders about O, .
particular, there exists an N* such that, if it is beheved
that O, > N, it is optimal for a// good borrowers
to enter the match. The smallest such value of N" is
given by
7) N'=

1 autarky
min N s.t. prob o MR, =R .

orr N

The existence of N'< N, _follows from the as-
sumption that a high-coordination equilibrium exists
(that is, equation 5 holds.)

To proceed, I must make an additional assump-
tion. Let V/, , denote the value to a lender of entering
the match. V,,  depends on both the total number of
lenders in the match and the number of good borrowers
in the match. An explicit expression for V, ,is given
in equation B1 in box 1. I assume that
8) V. 1s strictly decreasing in the total number of
lenders in the match.

A sufficient condition for assumption 8 to hold is
given in equation B6 in box 1.

Proposition 1

Suppose equations 4 and 8 hold. If all lenders be-
lieve that O, will be at least as big as V', then all lenders
enter the match, so 0o, » N, 2N This implies, first,

that their beliefs are ratified ex post, and, second, that
the high-coordination equilibrium prevails. (The proofs
of all propositions are in appendix B.)

Proposition 1 tells us that the central bank can
ensure that the high-coordination equilibrium will
prevail if it can ensure that at least N* lenders com-
mit to entering the match. As in the previous model,
it can do so by setting R sufficiently low. To formal-
ize this possibility, let us assume that

9) (eR/gnd + (] — e) R.valvage) > 1
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and let R"" satisfy

10) prob,, (N, .N) (BR, -+ (1 —8) R)
+(1—prob,, (N, ,N))=R"".

lend ( ad”’

Equation 9 means that the expected payoff to a
lender conditional on matching with a bad borrower
exceeds the payoff from failing to match. It ensures
that the left-hand side of equation 10 is increasing

in prob,, .

Proposition 2

If the central bank sets "= R and equations 9
and 10 hold, the high-coordination equilibrium is
enforced.

Proposition 2 tells us that the central bank can
eliminate the low-coordination equilibrium by perma-
nently setting the risk-free rate sufficiently low (in
particular, low enough so equation 10 holds). In real-
ity, however, this low interest rate policy is a very
costly way to deal with the possibility of financial
crisis. As I discussed above, the excessively expan-
sionary monetary policy needed to keep interest rates
at R” may directly conflict with the central bank’s pri-
mary mission of price stability. If so, a better central
bank rule is to set = R"¢" but commit to switching to
Rl if there is evidence of an incipient crisis. Infor-
mally, the central bank can measure the tone of the
market by looking at the ratio Q/i. This ratio gives
the fraction of the first / lenders who will enter the
match, so this ratio measures the “skittishness” of the
market. If the central bank observes a low value of
Q/i (presumably because the random assignment of
the first i indexes fell disproportionately on pessimists),
it may be concerned that a financial crisis is brewing.

In the formalism of this model, let “incipient
crisis” be defined as any point i* in the declaration
sequence such that

1) Q.+ (N, ,—i)=N".

In words, if such an i* is reached, then all of the
remaining lenders must declare themselves in the
match to ensure that there are N* lenders seeking to
match with borrowers. Since the goal of the central
bank is to ensure that at least N* lenders enter the
match, this is the “last chance” for the central bank
to do so.

Central bank rule
The proposed central bank rule is as follows:

= Set R'= R"¢" as long as no {i", Q,} satisfying
equation 11 is reached.
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= The first time {i", Q,,} satisfying equation 11 is
reached, set R'= R"" from that point on.

Proposition 3

If this rule is credible, the only equilibrium is
high-coordination with Q, =i, Vi, and R’ = R"<".

According to proposition 3, the second branch
of the rule is an off-equilibrium path that is never
observed in equilibrium. Thus, the best of all possible
worlds is obtained: Liquidity crises are ruled out
without compromising the goal of price stability.
Proposition 3 specifies that the rule must be credible.
I do not attempt to formalize how “credibility” is to
be established. Authors such as Christiano, Chari, and
Eichenbaum (1998) and Christiano and Gust (2000)
stress the importance of the central bank establishing
a credible commitment to price stability if expecta-
tions-driven inflationary episodes are to be avoided.
Proposition 3 suggests that a credible commitment
to financial stability may serve an analogous role in
avoiding financial crises.

Discussion
Is this what happened in October 1998?

One interpretation of the FOMC'’s interest rate
cut on October 15, 1998, is that it was an intentional
signal that Federal Reserve had shifted from an un-
equivocal focus on price stability to a policy of “price
stability unless there is a pressing need to deter a finan-
cial crisis.” In the formalism of the model, the former
policy sets R = R"¢" always, while the latter policy is
given by the policy rule described above.

There are clearly other possible explanations for
the ending of the fall 1998 crisis. One such explana-
tion is that the reduced interest rates increased the
collateral value of firms’ fixed income portfolios,
thereby increasing their borrowing capacity. But the
effect of a 50 basis-point interest rate cut on the value
of debt holdings is small, especially for the short-term
securities generally used as collateral. In any event,
the turmoil in fall of 1998 was associated with a “flight
to quality,” which raised the value of the Treasury secu-
rities that typically collateralize liquidity loans. An-
other explanation is that the open market operations
used to implement these interest rate cuts increased
the total supply of reserves in the system, increasing
the amount of liquidity available to be borrowed.
Again, this explanation seems wanting. In contrast
to the period from 1991 to 1993, when there was an
extended and pronounced increase in the volume of
reserves in circulation, the amount of reserves in fall
1998 was relatively unchanged.

Perhaps a more straightforward explanation for
the abrupt reversal of the 1998 crisis is that financial
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intermediaries believed that the Federal Reserve had
implicitly agreed to provide all financial institutions
with a guarantee. In particular, the role of the Federal
Reserve Bank of New York in the recapitalization of
LTCM may have been interpreted as a commitment
to provide similar services to other intermediaries
with similar problems. I do not believe that the facts
support this explanation. Following the announcement
of the LTCM rescue plan, the crisis actually deepened.
Measures of credit spreads and market volatility de-
teriorated during the two weeks between the LTCM
rescue and the Federal Reserve’s intermeeting action
on October 15. Furthermore, market participants re-
ported that the Federal Reserve’s role in the rescue
served to exacerbate market fears, not ameliorate them.
Thus, the data seem to contradict the hypothesis that
the LTCM rescue was interpreted as an extension of
the safety net.

Finally, the October 15 rate cut may have signaled
a changed policy stance regarding International Mon-
etary Fund (IMF) funding rather than monetary policy.
The Russian fiscal crisis virtually assured that a good
deal of IMF resources would flow to Russia. Without
an increase in funding levels, the IMF’s resources to
deal with other countries’ problems (most important-
ly, Latin America) would have been substantially re-
duced. The increase in Brady bond yields, documented
in figure 3, may have reflected concerns that less IMF
funding would be available to deal with future Latin
American problems following the Russian crisis.
During 1998 the U.S. Congress was considering an
increase in America’s IMF funding quota. However,
there was considerable congressional opposition to
increased funding. Perhaps the October 15 rate cut
was interpreted as a signal that the Federal Reserve
would work with greater intensity to secure increased
IMF funding.

This interpretation is certainly possible. Howev-
er, it relies on a less direct mechanism than the mon-
etary policy interpretation I put forth in this article. It
places a good deal of weight on the Federal Reserve’s
influence with Congress. Furthermore, the Federal
Reserve was already on record supporting the propos-
al to increase IMF funding (see Chairman Greenspan’s
testimony to Congress on May 21, 1998), so the Oc-
tober 15 rate cut would have represented at best a
strengthening of this position, not a reversal of a pre-
viously held position. Finally, the data are not entirely
consistent with this explanation. As shown in figure
3, the peak in Latin American Brady bond yields during
1998 happened in mid-August (Mexico) or mid-Sep-
tember (Brazil and Argentina), not in mid-October
when the presumed signal occurred.

Federal Reserve Bank of Chicago

Costs of a state-contingent policy for financial crises

In the theoretical model described here, the state-
contingent policy rule is costless to implement, since
the low interest rate is never actually imposed in equi-
librium. Of course, the real world is not so simple. In
reality, there would doubtless be crises that could not
be extinguished by the belief that the central bank’s
rule specifies a particular off-equilibrium path. As a
practical matter, this sort of policy rule would require
aggressive monetary expansion from time to time.
Actions of this type have costs. Each time such a
monetary expansion is implemented, the central bank
compromises its primary objective of price stability.
Any time it injects liquidity into financial markets in
an effort to counter potential liquidity it faces the dif-
ficult task of negotiating a “soft landing”—removing
the liquidity after the crisis has abated without trig-
gering a recession. Furthermore, if the state-contingent
policy rule weakens the commitment to price stability,
the resulting instability might even increase the possi-
bility of financial crises. Finally, if private market
participants believe that the central bank will always
act to successfully counter financial turmoil, they may
engage in less vigilant risk management than they
would otherwise. This so-called moral hazard problem
may actually increase the chances of an incipient cri-
sis. Policymakers must take all of these issues into
consideration before adopting a state-contingent rule
as a practical policy doctrine.

Conclusion

In this article, I propose a precise characterization
of financial crisis. [ argue that coordination problems
arise generically in financial markets. I associate finan-
cial crisis with a condition of coordination failure, in
which low levels of financial intermediation become
self-justifying. I also argue that the central bank, through
its ability to affect real interest rates, may be able to
extinguish the low-coordination trap. This argument
supports a role for the central bank in countering sys-
temic financial disruptions.

Having said this, there may be circumstances in
which the central bank’s power to affect real rates is
insufficient to stave off a crisis. In particular, if poten-
tial lenders are sufficiently pessimistic about returns
from lending, crisis aversion may require a real inter-
est rate below that achievable by open market opera-
tions. In addition, the use of open market operations
to counter financial crises is not without cost. Open
market operations can only have a temporary effect
on real rates. Prolonged use of this tool to reduce real
interest rates would run directly counter to the central
bank’s primary goal of price stability. In principle,
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the central bank is better off establishing a credible
contingent policy, whereby a liquidity injection is only
made when there is evidence that a crisis is forth-
coming. In the simple model presented here, a credible
policy of this type never has to be implemented in
equilibrium. In reality, of course, life is not so sim-
ple. There would doubtless be cases where the cen-
tral bank would have to implement an expansionary

monetary policy to counter an incipient crisis. Thus,
this article’s policy implications have benefits and
costs that must be carefully weighed by policymakers
when considering practical policy formulation. None-
theless, this article does provide a formal justification
for the central bank as an essential institution in deal-
ing with financial crises.

APPENDIX A

Increasing returns to scale in matching

Increasing returns to scale in matching can be de-
rived from a number of more primitive search models.
For example, Mortensen and Pissarides (1998) de-
scribe an environment in which each lender has a list
of telephone numbers that includes the numbers of
potential borrowers, and each borrower has a similar
list that includes the numbers of potential lenders. If
borrowers and lenders choose numbers at random,
the probability of a match displays increasing returns.
Kultti (1998) describes a somewhat more elaborate
model.! In his approach, lenders are posted at fixed
locations, and borrowers randomly choose a location.
If there is a lender at the location and there are no
other borrowers, a match is made with certainty. If
there is a lender and more than one borrower at the
location, a borrower is chosen at random to match
with the lender. Finally, if there is no lender at the lo-
cation, no match is made. One can think of these lo-
cations as bank branches, where some branches have
exhausted their loan capacity. Kultti (1998) shows
that if the number of locations does not change as the
number of borrowers and lenders increases, the
matching probabilities display increasing returns.’
Now, I consider in greater detail a micro model
of matching, similar to Kultti’s (1998), that implies
increasing returns. Suppose there are M locations. To
successfully match, a lender and a borrower must go
to the same location. They cannot communicate be-
fore traveling to a location, so the event of a lender
and a borrower being in the same location is purely
random. Ex ante, all locations look the same to both
lenders and borrowers. I assume that lenders and bor-
rowers make their location decision at random, inde-
pendently of the other lenders and borrowers.
Therefore, the probability that a given borrower or a
given lender arrives at any particular location is 1/M.?
An interpretation of this set-up is that the “loca-
tions” are banks or other intermediaries. Lenders are
agents with excess liquidity. To match with borrowers,
the lenders must go through an intermediary. Lenders
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choose the intermediary at random. Similarly, borrow-
ers visit intermediaries at random to apply for a loan.
The loan application process is sufficiently time-inten-
sive that a borrower can only apply at one intermediary.
Suppose there are / lenders and b borrowers at a
given location. If /=0 or b = 0, no matches take place
at that location. If / = b, all the lenders and borrowers
at that location match with probability one. If /> b,
the b borrowers are allocated randomly among the
lenders, so the probability of a given lender obtaining
a match is b//, and all borrowers obtain a match with
probability one. Similarly if b > /, the probability of a
given borrower obtaining a match is /b, and all lenders
obtain a match with probability one. To summarize,

O

b,1} miné?,la;

Prob{lender matching

Prob{borrower matching

b,|}min%,1§

I now compute the unconditional probability that
a lender will match. Let B denote the number of bor-
rowers seeking loans, and let L denote the number of
lenders seeking to match with borrowers. The proba-
bility that a given lender will be at a particular loca-
tion is 1/M. Forn=0, 1, ..., L, the probability that n
lenders will arrive at a particular location is denoted
by p(n|L), as follows:

e Ltooidgo1g”
P (n| ) L-niEvE B W

Similarly, for n =0, 1, ..., B, the probability that »n
borrowers will arrive at a particular location is
denoted by p,(n|B), as follows:

Bl pidg 1o
p,(n[B)= (B n)la—aé wH -
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FIGURE Al

Effect of matching probabilities of increase
in numbers of borrowers or lenders

A. Probability of a match as number
of borrowers and lenders increase
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B. Probability that borrower matches
as number of borrowers increases
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C. Probability that borrower matches
as number of lenders increases
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number of lenders

Notes: The top panel gives the probability that a lender or
borrower matches as both the number of lenders and the
number of borrowers increase at the same rate. The middle
panel gives the probability that a borrower matches as the
number of borrowers increases (holding lenders fixed). The
bottom panel gives the probability that a borrower matches as
the number of lenders increases (holding borrowers fixed).

To determine prob,  (B,L), the probability that a
given borrower matches, one must sum overall possi-
ble values of / and b:

Al) proh,, (B,L)=

L B-1

;';mingr:_l,lgpb(bm—l)p,(l |L).

In the second summation, I sum only to B—1 because
we are concerned with the number of other borrow-
ers that show up at the same location as the given
borrower. There are only B—1 other borrowers. The
expression for prob, (B, L), the probability that a
given lender matches with a borrower, is analogous:

A2) probg,(B,L)=

B L-1

bZ Z ming%,lgpb(bm)p, (L-1).

The increasing returns property is illustrated in
the first panel of figure A1. As both L and B rise, the
probability of a match (given by equation 19 or 20)
increases. As illustrated in the last two panels of fig-
ure Al, equation Al implies that the probability of a
given borrower matching is increasing in the number
of lenders, L, (holding B constant) and decreasing in
the number of borrowers B (holding L constant).
Similarly, the probability of a given lender matching
is increasing in B and decreasing in L.

'See also Hall (1999).

*More generally, this result holds if the number of locations in-
creases at a slower rate than the number of borrowers and lenders.

This explicitly rules out equilibria of the form, “All borrowers and
all lenders choose to go to the kth location with probability one.”

APPENDIX B

Proofs of propositions

Proposition 1

Let functions V, and V, _be defined as in equations
B1 and B2 of box 1. Prob, (B, L)is increasing in L
and decreasing in B. Therefore, the condition

2N

lemi

Federal Reserve Bank of Chicago

and equation 7 imply that V, oo QN/W) > Rautarky
for all BiSNy, =Ny This implies that all good
borrowers enter the match. However, if all good bor-
rowers enter the match, then equations 4 and 8 imply
that the value of entering the match to a lender ex-
ceeds R/, regardless of the decisions of the other
lenders.! Therefore, all lenders enter the match.

This ends the proof.

(B
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Proposition 2

If R = R"", equations 9 and 10 together imply
that if Q. <N, it is optimal for the ith lender to en-
ter the match, even if no good borrowers enter the
match. This follows because equation 9 ensures that,
for arbitrary N,

proheﬂd (Nbad ’ N) (eRend + (1_ e) Rsalvage)
+(1-prob,, (N, ,N))

i decreasing in. N. (Recall that prob,, (N, N) is
decreasing in N: As more lenders compete with a
given lender, the probability that a lender matches
goes down.) This in turn means that at least N lend-
ers will enter the match, regardless of what any of

the other lenders or good borrowers do, so O,

>N
lend

According to proposition 1, this is sufficient for the
high coordination equilibrium to prevail. This com-
pletes the proof.

Proposition 3

To prove proposition 3, note that the monetary
policy rule ensures that there will always be at least
N* lenders committing to enter the match. By prop-
osition 1, this is sufficient to ensure that the high-
coordination equilibrium prevails. This completes
the proof.

IThis assertion uses the fact that assumption 8 implies that
Vni (B.L) is decreasing in L. Therefore, if V, (N,
>R/ then ¥, (N, —N, ,L)2R,YL<N

borr lend”

orr N, bad® N, lm.i)

NOTES

'An account of the events surrounding the Russian default can be
found in Perotti (2000).

“Immediately following the announcement of the rate cut, the
Dow Jones Industrial Average dropped. Press reports indicate that
many investors expected a bigger rate cut. The U.S. Chamber of
Commerce described the move as “underwhelming in its modesty”
(Schlesinger and Wessel, 1998b), and investors in bond futures
“were treating a half-point cut by year’s end as a certainty, and a
half-point cut tomorrow as a reasonable possibility” (Schlesinger,
1998). The federal funds futures market supports this assertion.
From September 25 through 28, the price of the October federal
funds futures contract implied an expected fed funds rate of
around 5.16 percent for the month of October (down from 5.5
percent before September 29). This implies that investors put
substantial probability on a cut of 50 basis points or more at the
September FOMC meeting.

3“[M]arkets had been rife with rumors about the possibility of an
intermeeting move for the past week or so. ...”” in Greenlaw (1999).

“The fed funds futures market gives a forecast of the 30-day aver-
age federal funds rate over the month of October. The funds rate
was already at 5.25 percent. A rate cut in mid-October to 5.00
percent would move the 30-day average of October rates to 5.125
percent. If investors only assigned a 50 percent probability to
such a rate cut, the expected average rate would be approximately
5.18 percent.

*The magnitudes of the declines were as follows: UK, 23 percent;
Germany, 19 percent; Japan, 18 percent; Canada, 28 percent; Italy,
32 percent; and France, 29 percent.

I would like to thank Eileen Smith of the Chicago Board Options
Exchange for providing me with these data.

"The actual peak in the volatility index came on October 8, 1998,
the date of the trough in the S&P 500 index.

8The behavior of default spreads for other G-7 countries gives a
less clear picture of the start and end of the crisis. For Canada,
France, Italy, and the UK, these spreads move roughly in line
with the U.S. data (although the interbank spread for France is
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so volatile that it is difficult to identify peaks and troughs with
any degree of certainty). The German interbank spread peaks in
November 1998, several weeks after the peak in U.S. data. Finally,
the behavior of default spreads in Japanese data is rather different
from the other G-7 countries. In particular, the Japanese interbank
spread shows little evidence of a liquidity crisis until a pronounced
spike in mid-November 1998, well after the crisis abated in the U.S.

°The Board of Governors’ Senior Loan Officers Survey can be
found on the Internet at www.federalreserve.gov/boarddocs/
SnLoanSurvey/. The surveys in August and November 1998 fol-
lowed the Board’s usual procedure of asking respondents about
credit conditions over the preceding three months. Therefore, the
November survey reflected most of the crisis period. In contrast,
the September 1998 survey was a special survey that only asked
about credit conditions over the previous month.

0This characterization of markets during the crisis is confirmed
by other sources. For example, Morgan Stanley Dean Witter
reported a sharply reduced volume of activity across the corpo-
rate borrowing spectrum. (Roach, 1998.) Similarly, a strategist at
Merrill Lynch asserted that “there were literally occasions when
you could not get a bid of any kind for debt that was a reasonable
risk” (The Economist Newspaper Limited, 1998, p. 75).

See Schlesinger and Wessel (1998a).
BIS (1999, p. 42).

3The role of the Federal Reserve Bank of New York in the recapi-
talization of LTCM was limited to providing meeting facilities for
the involved parties. The Federal Reserve provided no funds in
the LTCM workout.

“According to the U.S. Department of Commerce, Bureau of the
Census (1998), the U.S. exports of goods and services to Argentina,
Mexico, and Brazil in 1997 exceeded $93 billion (13.5 percent of
total U.S. exports), while U.S. imports from these countries totaled
almost $98 billion (11.2 percent of U.S. total). In contrast, U.S.
exports to Russia totaled $3.4 billion (0.49 percent of the U.S.
total) with imports from Russia totaling $4.3 billion (0.50 percent
of the U.S. total).

Economic Perspectives



“Brady bonds are U.S. dollar-denominated obligations of various
developing countries, mainly in Latin America.

For Indonesia and Malaysia, swap yields for maturities up to
two years and forward exchange rates for up to one year closely
track the spot exchange rates for these currencies. That is, these
forward-looking markets did not anticipate the currency devalua-
tions. Data on these particular markets are not available for Korea
and the Philippines, but yields on government bonds (five-year
maturity for Korea, one-year maturity for the Philippines) display
the same patterns as the Indonesian and Malaysian swap yields:
they did not budge until these countries devalued their currency.
The only country where interest rates (as measured by swap yields)
and forward exchange rates moved before the devaluation was
Thailand. For that country, both rates started to increase six weeks
before the devaluation of the baht. However, this coincided with
the initial speculative attacks on the baht and the Thai government’s
initial attempts to defend its currency peg. See Halcomb and
Marshall (2001).

17See Burnside, Eichenbaum, and Rebelo (1998).

"¥In developing this model, I benefited from extensive discussions
with Frangois Velde.

These second and third characteristics were also associated with
the Asian crisis of 1997. The reduction in liquidity provision took
the form of a reversal of short-term capital flows from western
countries. Needless to say, stock markets fell precipitously in all
five Asian crisis countries.

2In this example, which is discussed in Cooper and John (1988),
there can be more than two equilibria.

2IThe classic demonstration of how a search model can give rise
to a thick markets externality is Diamond (1982).

21°d like to thank Eric French for suggesting this interpretation.

1t would be preferable to have the contract emerge as the equi-
librium outcome of a bargaining game. This approach is not straight-
forward to implement. The Nash (1953) axiomatic approach to
solving the two-person bargaining problem does not generalize
to a game with asymmetric information. An alternative would be
to specify a noncooperative bargaining game. For example, one
could assume that either the borrower or lender is randomly given
the right to make a single take-it-or-leave-it offer. (Mortensen
and Pissarides, 1998, note that this game under full information
implies the same solution as a particular version of the Nash bar-
gaining problem.) It is beyond the scope of this article to explore
the range of noncooperative game theoretic approaches to this
problem. As a result, I adopt the simple expedient of an exog-
enous contract.

My assumption that a lender who fails to match gets a zero net
return captures the idea that there is some opportunity cost to
committing to provide loans, rather than investing exclusively in
the risk-free investment. However, the analysis would not be
changed substantially if a lender who fails to match received a
small positive return.

ZLagos (2000) develops a model of passenger—cab matching that
implies constant returns to scale. The difference between this
model and the model I develop in appendix A is that Lagos (2000)
assumes a continuum of passengers and cabs, whereas my model
assumes that both passengers and cabs are discrete and finite

in number.
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2More recently, DenHaan, Ramey, and Watson (1999) and
Burdette, Imai, and Wright (2000) propose search models that
give rise to nontrivial multiple equilibria even with constant
returns to scale.

’The baseline parameters used in figure 4 are: N, ,=20; N, = 30;
R=2;R, ,=12(s0R, =0.8); R =0.5p"=0.2;08=0.75.
Parameter N, ,is set equal to its expected value of 6. I use the

model of prob,,  and prob, described in appendix A, equations

A2 and A1, with parameter M = 10.

20f course, this static model cannot address the question of why
existing assets decline in value. If existing productive assets uti-
lize a continued flow of credit to maintain high profitability, a
reluctance of lenders to provide credit would presumably reduce
asset values. However, it would require a dynamic extension of
this model to analyze this effect formally.

»In the literature on financial fragility, this is typically done by
assuming an exogenous “sunspot process,” whose realization
determines the state of optimism in the economy. (See, for example,
Chang and Velasco 1998, Christiano and Harrison 1996, and
Burnside, Eichenbaum, and Rebelo 2000.) I do not explicitly
implement this approach for rendering the model dynamic, but
to do so would be straightforward.

While figure 5, panel B displays the real overnight interest rate,
the relevant rate for bank incentives is the expected rate of return
from holding longer-term fixed income securities. Forecasting
expected real holding period returns is a process fraught with
difficulty, and I do not attempt to do so here. However, simple
term structure models (such as the expectations hypothesis) imply
that expected real holding period returns move with short-term
real interest rates. Figure 5, panel B suggests that the expected
returns relevant to bank decisions fell substantially as a result of
the Federal Reserve’s expansionary policy from 1991 to 1993.

3'Quoted in Murray (1987).

32For an account of these events, see the Securities Exchange
Commission report excerpted in Kamphuis et al. (1989).

3For example, the Morgan Stanley Dean Witter Global Economic
Forum of September 25, 1998, noted that a large rate cut at the
FOMC meeting four days later “... may reflect a potentially
profound transformation in the Fed’s basic philosophy.” The
forum argued “... that the biggest risk of all is that the world’s
policymakers may not be up to the task at hand.” Similarly, Jacob
Schlesinger wrote in the Wall Street Journal of September 28,
1998, that “an easing of monetary policy would mark a swift and
amazing turnaround in the central bank’s fundamental economic
outlook. For well over a year, the Fed’s greatest concern has been
inflation, not recession.”

3#*Schlesinger and Wessel (1998a), p. A3.
3Morgan Stanley Dean Witter (1999).

3*Minutes of the FOMC can be obtained from the Federal Reserve
website at www.federalreserve.gov/fome/minutes/.

3’Schlesinger and Ip (1998).
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Market discipline and subordinated debt:

A review of some salient issues

Robert R. Bliss

Introduction and summary

Academics and regulatory economists have long been
concerned that mispriced deposit insurance undermines
monitoring of banks by investors and increases incen-
tives for bank risk-taking. Government supervision
provides a partial substitute for the private corporate
governance services provided by a firm’s sharehold-
ers and creditors. As financial firms have become more
complex, however, government supervisors have found
it more difficult to monitor them in a timely manner.
This is particularly true of large, complex banking
organizations. Accordingly, many analysts—both
inside and outside the regulatory agencies—have
suggested that supervisors should rely on “market
discipline” to supplement their traditional supervisory
methods (Meyer, 1999). The Basel Committee on
Banking Supervision’s consultative paper on capital
adequacy (Basel Committee, 1999) asserts that
“[m]arket discipline imposes strong incentives on
banks to conduct their business in a safe, sound, and
efficient manner,” and designates market discipline
as one of the three pillars on which future financial
regulation should be based. (The other two pillars are
minimum capital standards and supervisory review
of capital adequacy.)

The Basel Committee’s (1999) consultative paper
puts forth few concrete proposals for achieving a
greater role for market discipline. The paper’s proposals
were concerned primarily with requiring greater
transparency—certainly a sine qua non of effective
market discipline. However, a more concrete poten-
tial market discipline mechanism, in the form of sub-
ordinated debt requirements, has long been discussed
in academic and some regulatory circles.! Such pro-
posals are currently gaining regulatory prominence,
particularly in the U.S. A Federal Reserve task force
recently investigated whether requiring large banking
firms to issue subordinated debt on a regular basis
would enhance supervision. The resulting study,
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Kwast et al. (1999), includes a summary of 11 differ-
ent previous proposals (table 1 in their study). In their
response to the Basel Committee (1999), the U.S
Shadow Financial Regulatory Committee came out
strongly in favor of mandated subordinated debt as a
mechanism for realizing enhanced market discipline
of banks (see Kaufman et al., 2000). Evanoff and
Wall (2000) provide another summary of subordinated
debt arguments and address some potential criticisms.
The wide-ranging Gramm-—Leach—Bliley Act of 1999
mandates that the Treasury and Federal Reserve con-
duct a study of the advisability and optimal design of
a mandated subordinated debt requirement and report
back to Congress in 2001. In the interim, the 50 larg-
est nationally insured banks, if nationally chartered,
are required to have at least one issue of debt out-
standing rated A or better.

Despite its increasing popularity as a potential
means for controlling bank risk-taking, the term
“market discipline” is commonly used with two
importantly different meanings. Bliss and Flannery
(2000) argue that the concept of (effective) market
discipline incorporates two distinct components: inves-
tors’ ability to evaluate a firm’s true condition; and
the responsiveness of firm managers to the investor
feedback impounded in security prices or, alternatively,
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regulatory feedback triggered by changes in security
prices. Although the banking literature often fails to
distinguish clearly between these components, their
implications for regulatory reform differ substantial-
ly. Following Bliss and Flannery, this article defines
two distinct aspects of market discipline: market
monitoring and market influence.

» Market monitoring refers to the hypothesis that
investors accurately understand changes in a
firm’s condition and incorporate those assessments
promptly into the firm’s security prices. Monitoring
generates the market signals to which managers are
thought to respond.

= Market influence is the process by which a security
price change engenders firm (manager) responses
to counteract adverse changes in firm condition.?

Most studies of market discipline in the banking
literature are in fact studies of market monitoring.
For market discipline to be effective, it is necessary
that both components of market discipline obtain.?
The purpose of market discipline in the context of
bank regulation is, after all, to control or effect changes
in bank behavior.

The intuition underlying efforts to enhance
market discipline of banking firms through mandated
subordinated debt issuance is both simple and intu-
itively appealing. Risky-bond investors can enhance
their wealth and welfare by evaluating default risks
carefully and demanding adequate compensation for
the risks they assume. Shareholders and their agents
the firm managers then evaluate the full range of costs
and benefits associated with any decision, conscious
that increasing asset risk is likely to raise the cost
of debt. Ideally, the resulting firm decisions will be
socially appropriate.

This article examines this intuition from a number
of perspectives. The large literature on corporate
governance—the problems that lead to a need for
discipline and the mechanisms that markets have
evolved to discipline firms—points to many ways
that markets in unregulated industries can discipline
firms. The central focus of this literature (both theo-
retical and empirical) is on the manager as the deci-
sion-making agent in the firm and on the manager’s
incentives. Disciplinary mechanisms include boards
of directors, hostile takeovers, actions by large stock-
holders, performance-based compensation, and the
managerial labor market. The little evidence on how
these factors operate in banking suggests that regula-
tion is accompanied by a weakening of normal market
disciplinary mechanisms. In this literature, to the
extent that investors play a direct role at all, it is the
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equity holders who are presumed to have the strongest
ability to influence managers.

A thread running through the subordinated debt
literature is that equity holders, while they may be
able to influence managers, indeed they are frequently
assumed to be the managers, nonetheless have incen-
tives that are opposed to the interests of bondholders
and regulators in ensuring that firms avoid undue risk-
taking. This presumption leads to downplaying the
role of equity holders in potentially enhanced market
discipline of banks and of equity prices as signals of
bank problems. The appendix discusses the sources
for this argument and argues that a more realistic
view of equity holders’ interests suggests that ignor-
ing this source of discipline and market information
might be unwise.

Subordinated debt proposals rely in part on evi-
dence that bond yield spreads reflect bank risk. This
has been confirmed in numerous studies. In this article,
I raise two important questions. The first question
is “What else do bond yield spreads reflect?” As is
occasionally noted, bond yield spreads are noisy
measures of risk. The noise however is not random,
rather it reflects numerous other factors that system-
atically affect bond yields—stale quotes, liquidity,
embedded options, supply—demand factors, and
Treasury bond market factors. Given the presence
of substantial noise in bond yields, the second ques-
tion is “Can we therefore use yields to reliably infer
risk?” I show that when risk is measured by bond rating
(a statistically significant predictor of yield spreads),
yields spreads are poor predictors of risk. The under-
lying source of this failure, the presence of non-risk-
related factors in bond yields, is likely to produce the
same effects when “risk” is measured in other ways.

My goal is to point out previously underempha-
sized issues, raise questions, and examine assumptions
in order to better inform the ongoing discussion,
rather than to offer firm conclusions regarding how
best to make market discipline an adjunct to regula-
tory discipline in banking. My analysis suggests that
consideration should be given to examining existing
regulatory barriers to the normal corporate governance
mechanisms; that an undue emphasis on any single
market signal may be suboptimal; and that the assumed
superiority of yield spreads as measures of insolven-
cy risk (vis-a-vis equity returns and accounting-based
models) needs to be assessed empirically.

First, it is helpful to note how subordinated debt
proposals differ in structure and rationale. This will
provide a context for examining in detail the literature
on corporate governance and the informativeness of
bond yields.
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Overview of subordinated debt proposals

The numerous current subordinated debt proposals
vary in their underlying goals and objectives. These
can, however, be broken down into three underlying
rationales:

1) Subordinated-debt holders may directly influence
banks to prevent them from taking on too much risk.

2) Yields on subordinated debt may provide addi-
tional useful information to regulators to assist
in supervision.

3) Prompt corrective action (PCA) or automatic bank
portfolio changes can be tied to yields on subordi-
nated debt, preventing unwise regulatory forbear-
ance and providing, in effect, a regulatory fail-safe
mechanism.

Each rationale relies on slightly different defini-
tions of the problem subordinated debt proposals are
intended to solve, and each is predicated on different,
though not mutually exclusive, assumptions and
analysis of the extant evidence. The direct influence
rationale seeks to supplement existing regulatory
influence with market influence.* The desire to do so
is in part motivated by resource limitations of super-
visors—markets are thought to provide continuous
monitoring and influence, while supervisors examine
banks infrequently—and presumed informational
advantages of market participants. The evidence that
is usually cited to support this rationale includes the
observation that risky banks pay higher yield spreads
and issue less uninsured debt. Another piece of sup-
porting evidence is the observation that derivatives
market participants frequently decline to trade with
low-rated counterparties (Greenspan, 2000). The direct
influence rationale relies on the operation of market
discipline across all banks—preventing sound banks
from becoming marginal in the first place and causing
marginal or unsound banks to become less so.

The additional information rationale is predicated
on the assumption that market participants are able to
analyze public, and perhaps private, information in
ways not available to regulators—perhaps due to a
better understanding of the bank’s operating environ-
ment or a better understanding of the valuation of
complex positions. The additional information ratio-
nale seeks to harness this market information, reflected
in subordinated debt prices, to supplement the infor-
mation obtained through examinations to improve the
efficacy of regulatory influence. Extensive evidence
supports the hypothesis that markets can effectively
identify a firm’s true financial condition, at least on
average and on a contemporaneous basis.’
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The regulatory fail-safe mechanism rationale
seeks to address perceived problems in supervisory
incentives, which result in costly forbearance. Eisenbeis
and Horvitz (1994) analyze the theoretical arguments
for and against forbearance and survey the empirical
literature on the efficacy of past instances of forbear-
ance. Forbearance may be optimal when there exist
market frictions (for example, bankruptcy costs)
and information asymmetries, and supervisors have
greater ability to assess the viability of a particular
bank than the bank’s customers, shareholders, or the
market in general. However, Eisenbeis and Horvitz
(1994) conclude that “[w]hile some forbearance deci-
sions have worked out, recent research has suggested
that ... agencies’ ability to predict is limited at best.”
A key example of forbearance and its adverse conse-
quences is the failure of regulators to intervene in a
timely manner during the savings and loan crises of
the early and late 1980s.° The explicit policy of for-
bearance applied to the savings and loan industry by
the Federal Home Loan Bank Board in 1981-82 was
followed by congressionally mandated forbearance
in the form of the Competitive Equity in Banking
Act of 1987.7 Kane (1990), Eisenbeis and Horvitz
(1994), Kaufman (1995), and others have argued
that this forbearance created perverse incentives for
uneconomic risk-taking that substantially increased
the eventual cost to the taxpayer. Forbearance also
occurs for individual banks—Continental Illinois
being the most famous example—both due to too-big-
to-fail concerns and because a bank’s failure may
be perceived as a supervisory failure, creating incen-
tives to avoid regulatory recognition of problems in
the hope they will resolve themselves.

By explicitly tying mandated regulatory inter-
vention to subordinated debt signals, proponents of
this approach seek to prevent unwise forbearance, in
effect making supervisors the agents of the market.?
The regulatory fail-safe mechanism rationale and, to
a somewhat lesser degree, the additional information
rationale focus attention on marginal, or potentially
problem, banks rather than equally across all banks.
The information debt yields may provide is clearly
most important for banks that are most in need of
supervisory intervention.

Agency costs and market discipline

Discussions of market discipline in general, and
subordinated debt proposals in particular, frequently
assume, without qualification, that market discipline
would obtain if only regulatory distortions such as
too-big-to-fail were eliminated and transparency in-
creased.” However, the highly idealized view of the
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relevant economic agents implicit in these discussions
masks critical issues that impact the functioning of
market discipline mechanisms (both monitoring and
influence).

One major theoretical benefit of choosing subor-
dinated debt to be the market instrument supervisors
use to supplement their own examination efforts is
that junior debt has a payoff structure closely resem-
bling the payoff facing regulators.'® Proponents argue
that increasing bond market discipline is consistent
with regulatory objectives of minimizing risks to the
deposit insurance fund and ultimately the taxpayers.
Regulators, the deposit insurance fund, and subordi-
nated debt investors all risk losses when bank condition
deteriorates. By contrast, none of these groups shares
meaningfully in the potential upside rewards of risk-
taking that accrue to bank equity holders. Banks are
assumed to have incentives to increase the risk of
underlying assets to maximize the value of deposit
insurance and to increase the value of the residual
(equity) claim on the bank’s profits. Uninsured credi-
tors, including bondholders, are reasonably thought to
prefer less risk in general. While intuitively appealing,
this “moral hazard” view of the bank regulation prob-
lem is not the only possible perspective. The arguments
underlying this analysis importantly make no distinc-
tion between banks, bank managers, and bank equity
holders, thus ignoring an important element of the
corporate governance problem. Furthermore, both
equity holders and bondholders are harmed when the
banks they invest in make poor investment decisions.
(The appendix assesses the evidence concerning these
two potential regulatory problems.)

The idealized worldview underlying subordinated
debt proposals ignores what are called principal-agent
problems, or simply agency problems. These problems
and their underlying cause, separation of ownership
and control, were noted as far back as Smith (1796
[1776], Vol. 111, Book 5, p.124).

The directors of such [joint-stock] companies,
however, being the managers rather of other peo-
ple’s money than their own, it cannot well be ex-
pected, that they should watch over it with the
same anxious vigilance with which partners in a
private copartnery frequently watch over their
own. ... Negligence and profusion, therefore,
must always prevail, more or less, in the manage-
ment of the affairs of such a company.

A formal theory of agency was first developed
by Jensen and Meckling (1976) and applied to the
modern corporation by Fama (1980) and Fama and
Jensen (1983). Agency costs are created by the sepa-
ration of ownership, or provision of capital, and con-
trol (management) in an environment characterized
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by information asymmetries, costly monitoring, and
incomplete contracting. These unavoidable costs arise
because investors cannot reliably ensure that manag-
ers will act in the investors’ interest and not the man-
agers’—that is, equity (and bond) holders cannot
perfectly discipline managers. There is an extensive
empirical literature analyzing the determinants, extent,
and magnitude of agency costs in the economy.!' The
success of corporate capitalism clearly demonstrates
that the benefits of separation of investment and man-
agement far outweigh the agency costs that this sep-
aration gives rise to.'? However, it would be incorrect
to conclude that agency costs are negligible and that,
therefore, market discipline is not significantly affect-
ed by these costs.

Agency costs have several important implications
for the market discipline/subordinated debt discussion:

1) A firm is not a single, rational economic agent,
but rather a legal fiction. Modern corporate finance
views a firm as a “nexus of contracts” among
managers, equity holders, bondholders, workers,
and customers, and these are the entities that respond
(in their own interests) to economic incentives.
Anthropomorphizing firms obfuscates these
important issues.'

2) The principal—agent conflict exists between man-
agers and equity-holders/bondholders. Therefore,
managers and equity holders cannot be viewed
as a single economic agent whose incentives are
opposed to those of the bondholder/regulator.

3) The modern capitalist economy incorporates, and
has evolved mechanisms to deal with, substantial
impediments to outside investors’ ability to make
managers act in their best interests.

Agency costs can be mitigated by various mech-
anisms: delegated monitors (boards of directors, regula-
tory supervision), reducing information costs (required
disclosures of relevant information), and reducing
managers’ incentives to abuse their position (fiduciary,
fraud, and insider trading laws; threat of a takeover;
and performance incentives such as managerial stock
options). However, agency costs cannot be entirely
eliminated, thus market discipline of managers is
inevitably imperfect.

Equity holders and bondholders can surely influ-
ence managers in extremis. For example, when money
market participants refused to roll over Penn Central’s
commercial paper in 1971, management was forced
to take action. They filed for Chapter 11 bankruptcy
protection from the firm’s creditors. Equity holders
can also vote out management, and poor firm perfor-
mance increases the likelihood of managerial turnover.
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Sufficiently disgruntled equity holders may create an
environment that facilitates a hostile takeover.

Direct and reasonably certain discipline of man-
agers is possible only in certain circumstances. The
market for corporate control (takeovers) and direct
control by large external equity holders who have
effective-control blocks are forms of market disci-
pline." Major equity holders can themselves effect
changes in board composition or form, at relatively
low cost, coalitions to do so; inducing the board to
change management. Major investors or other firms
can mount hostile takeovers, which if successful will
result in a change in management. These situations,
while they represent the ultimate sanction against man-
agement (other than prosecution for malfeasance), are
rare events and affect only the top managers of a few
very large firms. Informal or ad hoc restrictions of
derivatives dealing to highly rated counterparties are
another form of market discipline, by preventing
managers from engaging in certain forms of excessive
risk-taking if they wish to participate in those markets.
Empirical evidence confirms the existence, though
not the invariable effectiveness, of all these disciplin-
ary forces.

Labor market discipline is another form of market
discipline. For most senior managers, the hope of more
lucrative jobs at other firms induces them to work to
establish their reputations as value-enhancing agents
acting in the equity holders’ interests.'> Examining
the post-resolution placement of bank managers fol-
lowing a number of Texas bank failures in the 1980s,
Cannella, Fraser, and Lee (1995) find results consistent
with the managerial labor market discriminating
between managers who were likely to have been
responsible for their bank’s problems and those who
were not. Managers likely to have been responsible
for bank failures tended not to be subsequently
employed in the industry, while those arguably not
responsible were frequently employed by other banks.
Farrell and Whidbee (2000) find a similar result for
outside directors. In this case, outside directors who
were aligned with forcibly removed chief executive
officers (CEOs), owned little equity, and made poor
choices in replacing the CEO, on average, subse-
quently lost their positions. Directors who were not
aligned with the fallen leader (and/or had large equi-
ty stakes) not only kept their current directorships,
but also were appointed to additional directorships at
other firms.

Policy proposals for using market discipline to
enhance banking supervision usually envisage some-
thing more commonplace, constructive, and benign
than precipitating bankruptcy or replacing management
through takeovers. Yet we have virtually no empirical
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evidence, outside the managerial labor market litera-
ture, concerning equity holder and bondholder market
influence in non-extreme situations.'®

The hypothesized form of market discipline under-
lying subordinated debt proposals is through the prices
investors demand in return for providing capital to a
firm. The secondary market prices of outstanding secu-
rities provide an indication of the rates of return inves-
tors will demand when the firm next comes to market.
For a firm that can fund investments through inter-
nally generated cash flows, such market signals may
have little direct effect should the manager choose to
ignore them. For firms that have to raise new capital
in the market, negative market signals in the form of
depressed security prices will eventually translate into
an increased cost of funds if price declines for one
security class are not offset by price rises in another."”
This increased cost of funds reduces the return on
existing projects the firm invests in and may discourage
the firm from investing in marginal projects. However,
even if this effect is material, does this prevent man-
agers from taking risks?

There is, of course, no reason to assume that bank
investment opportunity set expected returns are iden-
tical. Indeed, financial theory teaches us that expected
returns and risk should be positively related. If a riskier
investment portfolio is associated with a high enough
increase in expected return to compensate for the
increase in cost of funds, the manager will rationally
choose to take the riskier position, bondholders will
be compensated for their increased default risk, and
equity holders will be better off. Thus, there is no
unambiguous disincentive to taking on risky projects
per se, as evidence presented in a later section dem-
onstrates. There remain, of course, disincentives to
taking on projects, be they very risky or relatively
safe, that do not have the required risk-adjusted
expected return.'®

Only a few papers look at banking and corporate
control (agency cost) issues, and most of the economics
of regulation literature (which considers among other
things the incentives of regulators) is concerned with
market power regulation (for example, utilities) or
safety regulation (for example, airlines), rather than
firm financial safety regulation. To draw implications
from our review of the corporate literature for the prob-
lem of bank regulation, we can only make tentative
extrapolations of the existing theory and consider the
few existing empirical studies.

The theoretical effects of bank regulation, super-
vision and deposit insurance on agency costs are
potentially ambiguous. Examiners are in an excellent
position to act as delegated monitors. They have
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unparalleled access to information, and they can com-
pel remedial action. Only the board of directors is in
as strong a position to monitor and discipline manage-
ment. Early empirical investigations of this hypothesis
found little evidence that the supervisors’ theoretical
comparative advantage translated into measurable
benefits. However, DeYoung, Flannery, Lang, and
Sorescu (2001), using an improved research method-
ology and a unique data set, find strong evidence that
exams do reveal information that is not known to the
market. Thus, examiners functioning as effective del-
egated monitors may serve to reduce agency costs.

On the other hand, much of the information exam-
iners develop is confidential, and other aspects of bank
regulation may have a negative effect. Deposit insur-
ance obviously eliminates most, if not all, incentives
for insured creditors to monitor. However, this may
not be material. Insured depositors are unlikely to
produce much useful information in any case—they
typically have small stakes, reducing incentives to
engage in costly monitoring, and are unsophisticated
in valuation and risk assessment. Explicit too-big-to-
fail policies in the 1980s undermined the incentives
of uninsured creditors as well. This effect may have
continued even after the passage of the Federal Deposit
Insurance Corporation Improvement Act (FDICIA)
in 1991, while the credibility of regulators in fore-
swearing forbearance remained untested. Even if one
can argue that regulators will now let individual banks
fail, imposing costs on uninsured creditors, one can
also argue that diversified holders of uninsured claims
might still rely on regulators’ unwillingness to allow
a large number of banks to fail. These factors would
tend to increase free-riding and, therefore, undermine
market discipline."

One of the few studies that directly examines
the agency cost consequences of bank regulations is
Prowse (1997). Prowse examines the frequency of
friendly mergers, hostile takeovers, management turn-
over initiated by the board of directors, and interven-
tion by regulators in U.S. bank holding companies
(BHCs) from 1987 to 1992, and compares this with
data on the frequency of the first three of these cor-
porate control events in nonfinancial firms. Prowse
concludes that

...while market-based mechanisms of corporate
control in BHCs appear to operate in the same
[broad] fashion as manufacturing firms they may
be weakened because hostile takeovers are pre-
cluded by regulation and bank boards of directors
are not as aggressive in removing poorly per-
forming managers. These weaknesses leave in-
tervention by regulators as the primary force in
disciplining management. (Prowse, 1997, p. 525)

Federal Reserve Bank of Chicago

This evidence suggests that, whatever the infor-
mational benefits of examination, one effect of regu-
lation on banks is to reduce the effectiveness of other
corporate governance mechanisms. However, we
cannot say anything on the basis of this sparse evi-
dence as to whether regulatory discipline has been
effective in replacing the market’s usual disciplinary
mechanisms.

The evidence of bond yields as measures
of bank risk

The “additional information” and “regulatory
fail-safe mechanism” rationales for subordinated
debt proposals are predicated on the informativeness
of subordinated debt yields. To be useful for their in-
tended purpose, the yields on the bonds of problem,
or potentially problem, banks must provide early and
accurate warning of latent problems in sufficient time
for supervisors to step in or for PCA triggers to take
effect and avert the danger. Flannery (1998) and Kwast
et al. (1999) both provide extensive reviews of the
evidence on the accuracy and timeliness of the infor-
mation in various bank and BHC debt yields.

The evidence of bond yield informativeness,
needed to support subordinated debt proposals, has
several components: the responsiveness of yields to
bank risk; the timeliness of this response; the incre-
mental informativeness of bond yield changes as to
changes in bank risk; and the relevant sample of banks
to be considered when examining these issues.

Cross-sectional studies

The informativeness of subordinated debt yields
has generally been measured by regressing yields or
yield spreads against various accounting measures of
risk. A few studies have also used examiners’ ratings
as measures of risk. Authors of these studies implicitly
assume that if cross-sectional variations in yields or
yield spreads reflect issuer risk, then yields or yield
spreads can be used as an indicator of issuer risk.
Figure 1 illustrates their logic. An upward sloping re-
gression line is seen as evidence that yields respond
to risk.? If the slope is significantly positive, it is as-
sumed that issuer risk can be inferred by observing
the yield or yield spread and then, in effect, translat-
ing this into the corresponding issuer risk using the re-
gression line. Proposals that contemplate setting a
yield-spread threshold would first determine a maxi-
mum acceptable level of risk and then the yield-
spread/bank-risk regression line would provide the
corresponding yield or yield-spread threshold.

Early studies, using data through the mid-1980s,
found little relation between measures of bank risk and
subordinated debt yields. This is generally considered
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to be due to the residual effects of an explicit too-big-
to-fail policy in the early 1980s and uncertainty as to
the credibility of PCA subsequently mandated under
FDICIA. Later studies, including Flannery and Sorescu
(1996) and Jagtiani et al. (2000) find a statistically
significant relation between bond yields and accounting
measures of risk.

These studies are supportive of the hypothesis the
bond yields in general respond to changes in bank or
BHC risk. However, cross-sectional studies by their
nature cannot illuminate two key issues: relevance
and timeliness of the signals. The banks included in
these studies are generally all banks of a certain size
with subordinated debt outstanding, together with a
few minor qualifications. The additional qualifications
are unlikely to be misleading, but the “all banks” sam-
ple is problematical. The behavior of bond yields for
marginal banks, the ones of regulatory interest, cannot
be inferred from cross-sectional studies of all banks.
The timeliness of the bond yield signals also cannot
be inferred from cross-sectional studies.

None of the cross-sectional studies finds anywhere
near perfect agreement between the bond yields and
the accounting (and/or examiner rating) measures of
risk. For instance, the Jagtiani et al. (2000) paper finds
that the accounting measures of risk or rating agency
debt ratings or examiner ratings, together with vari-
ous control variables, explain between 60 percent
and 65 percent of the variation in bond yields. It is
impossible to say whether the remaining 35 percent
to 40 percent is uninformative random variation in
bond yields, or informative variation picking up infor-
mation not available from accounting data, rating
agency, or examiner ratings. The unexplained variation
between alternative risk measures provides a rough
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starting point for thinking about the signal precision
of predictors of insolvency.

Furthermore, cross-sectional studies use publicly
available accounting information to measure bank
risk. It is thus only possible to assess whether bond
yields provide redundant information. It may well be
the case that bond yields provide additional informa-
tion, as may other sources of public information (for
example, news stories), but that cannot be concluded
from these studies. Thus, by their nature, cross-sectional
studies cannot resolve the issue of whether bond yields
provide additional information not already available
from other sources.

What is in a credit spread?

Credit spreads are defined as the differences in
yield to maturity between risky bonds and equivalent
risk-free bonds. “Equivalent bonds” are found using
one of several methods. The simplest is to use a simi-
lar-maturity Treasury bond. A risk-free term structure,
estimated using Treasury bonds, can be used to value
a fictitious maturity- and coupon-matched risk-free
bond. Some mandated subordinated debt proposals
advocate looking at spreads over a rating-based index
of corporate or bank bonds. It is also possible to
account for options embedded in the corporate bond
by using option-adjusted spreads, though the method-
ology for doing so is not standardized, and different
researchers may estimate substantially different option-
adjusted spreads. In any event, option-adjusted spreads
are rarely used. However, default-risk, maturity, cou-
pon, and embedded options are not the only differenc-
es among groups of bonds. As a result, any difference
that has not been factored into computing the “equiva-
lent risk-free bond” will show up in the credit spread.
Many of these factors are not credit-related.

Studies of the determinants of corporate bond
spreads find that non-default-risk-related factors are
also determinants of average corporate bond spreads.
These other priced factors include liquidity (Cornell,
1992), the level of the Treasury term structure (Duffee,
1998), the level and slope of the term structure (Minton,
1997, studying swap rates) and the supply of alterna-
tive investment (Sloane, 1963, and Jaffee, 1975).
Time and cross-sectional variation in information
asymmetries (arising from bank opacity) and percep-
tions of agency costs are likely to add non-default-risk-
related components to individual bond yield spreads
(for example, Crabbe and Turner, 1995). Other studies
find that short- and long-maturity credit spreads differ
significantly and frequently move in opposite directions
(VanHorne, 1979, and Fama, 1986). Duffee (1999)
concludes that a single-factor model (capturing a single
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generalized “default risk”) cannot explain credit
spreads. Duffee (1998) argues that changes in inter-
est rate volatility change the value of embedded call
options. This can affect measured credit spreads as
most corporate bonds are callable and benchmark
Treasury bonds are generally not. The opposite situa-
tion may complicate the interpretation of mandated
subordinated debt yields—benchmark bond indices
are based on callable bonds, but most subordinated
debt proposals contemplate non-callable subordinated
debt issues.

This is not to say that credit spreads are not influ-
enced by default risk. They undoubtedly are. However,
the potential presence of a host of non-credit-related
priced factors in credit spreads means that changes or
cross-sectional variation in credit spreads cannot reli-
ably be interpreted as solely arising from changes or
differences in credit risk.

Studies of timeliness

A very few studies have tackled the timeliness
issue directly. Berger et al. (2000), using Granger
causality tests, find that examiner ratings changes lead
both stock returns and bond ratings changes, and that
both stock returns and bond ratings changes lead ex-
aminer ratings changes. This apparently anomalous
result reflects both stock returns and bond ratings
changes containing information not contemporaneously
available in examiner ratings and vice versa. Berger
et al. do not examine the relative informativeness of
stock returns versus bond ratings changes. Bond ratings
changes are not bond yields and other evidence shows
that bond yields tend to lead bond ratings changes.
One cannot infer that use of bond yields would have
strengthened the lead relation over examiner rating
changes, though it is not unlikely.

The Berger et al. (2000) study, like the cross-
sectional studies discussed above, compares one risk
proxy against another risk proxy. It provides no direct
evidence of timeliness vis-a-vis actual bank problems,
albeit confidential examiner ratings are likely to carry
a great deal of information. The Berger et al. study
does, however, address the problem of average versus
problem banks. They focus on examiner rating changes
from grade 3 (weak but sound) to 4 (marginal), the
most critical break in the rating scale. The lowest rating
of 5 is reserved for banks in the process of “resolution,”
that is, banks beyond help.

Randall (1989) examined the particular circum-
stances of 40 large BHCs that developed problems
between 1980 and mid-1987. Randall first looked for
early signs of bank solvency problems in accounting
measures—variables such as nonperforming loans
and return on assets—and news stories to identify
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when, in hindsight, the problem first became apparent
in public information.?! He then looked at the timeliness
of stock returns, bond ratings changes, and examiner
ratings changes. He finds that none of these exhibit
any marked ability to anticipate events, even though
signs of the problems were already in the accounting
data. Randall’s study is subject to a number of criti-
cisms, including the possible effects of too-big-to-fail
forbearance and whether examiner ratings changes
lag examiner awareness of, and informal actions to
resolve, problems. Nonetheless, this remains the only
study of which I am aware that tackles the crucial
question of whether bond markets (or rating agencies
in this case) sufficiently anticipate problems to enable
timely intervention or merely react when the problem
becomes patently obvious and it is too late to avoid
costly resolution.?? Absent any convincing conflicting
empirical evidence on this issue, one cannot dismiss
the Randall result out of hand.

In summary, while the evidence of correlation
between bond yields and risk measures used heretofore
to support subordinated debt proposals is consistent
with their being indicators of bank risk, there are
important caveats to this evidence. The current empiri-
cal evidence lacks specific information on marginally
performing banks and the timeliness of bond yield
changes. To this we must add the considerable evidence
that so-called credit spreads respond to a number of
factors in addition to changes in default risk. This last
issue becomes especially critical when we consider
using subordinated debt yields as a regulatory fail-
safe mechanism.

The interpretation of yield spreads

Even if bond yield spreads only embedded credit-
risk-related factors, the interpretation of yield spreads
for supervisory purposes would be anything but
straightforward.

= Depositor preference causes deposit insurers (su-
pervisors) and bondholders to care about different
parts of the distribution of bank asset values. When
comparing two theoretically correctly priced bonds,
the higher coupon need not be associated with the
higher default risk. When these are subordinated
bank bonds, the bank with the higher coupon bond
need not have the higher probability of incurring
losses to the deposit insurer, nor the higher expected
losses to the deposit insurer.

= Regulators may also have different attitudes toward
risk than bondholders. Systemic risk concerns may
make regulators concerned about default per se,
while bondholders are clearly concerned about
recovery in the event of default. Jagtiani et al.
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(2000) argue that examiners focus on default prob-
ability, while bondholders are concerned with (their
own) expected losses, incorporating recovery in the
event of default as well as default probability.

= Subordinated bondholders of firms with little or
no economic equity begin to behave like equity
holders (Black and Cox, 1976). They will prefer
the bank take on risky projects as they are almost
certain to suffer losses otherwise, while deposit
insurers protected by the remaining buffer provided
by subordinated debt would prefer less risk to lock
in the protection.

= Covitz, Hancock, and Kwast (2000) point out that
yield spreads are based on promised yields. These
overstate actual returns bondholders expect to
receive after factoring in both the probabilities of
default and likely recoveries in the event of default.?

Consequences of bond yield imperfections

Much of the subordinated debt discussion to date
has implicitly assumed that bond yields are nearly
perfect indicators of insolvency risk,** or, alternatively,
that the unspecified costs of classification errors are
less than the (not quantified) expected gains resulting
from imposing the subordinated debt requirement.?
However, evidence presented in the previous section
shows that bond yields are less than perfect indicators
of insolvency risk.

Explicit in some and implicit in most subordinated
debt proposals is the idea that banks must maintain
subordinated debt yields at an acceptable level. While
the “or else” sanctions needed to give force to the
regulation are infrequently discussed, the idea of “an
acceptable level” necessarily implies the choice of
a discrete trigger point for doing something. This is
intentional, as the objective of many mandated sub-
ordinated debt proponents is to reduce supervisory
discretion. The argument for a rule is that policymakers
often made mistakes, because they were overconfident
about their assessments or because of the temptation
to favor short-term goals over long-term objectives.
Conversely, the argument for discretion is that a me-
chanical rule would ignore pertinent, useful information
about the economy’s course.

These same issues are pertinent in the current
discussion of how best to incorporate subordinated
debt yields into the bank supervisory process. The
requirement that supervisors should take PCA steps
whenever a bank’s debenture yield rises above some
threshold is a fixed rule. Unless one believes that
bond yields perfectly reflect bank default risk, how-
ever, such a rule will potentially penalize some truly
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solvent banks, as well as potentially permitting some
dangerously undercapitalized banks to remain open.
The “additional information” alternative would be
for supervisors to evaluate the implications of deben-
ture yield spreads in conjunction with other sources
of information. This approach preserves some element
of supervisory discretion. Nor does it constitute a
policy change for those BHCs with subordinated debt
already outstanding. Analysts who feel that supervisors
are overly inclined to delay action will find this level
of discretion too permissive.

It is beyond the scope of this article to investigate
the costs of unnecessarily taking action against a bank
erroneously thought to be in danger of insolvency.
These depend crucially on the details of how man-
dated subordinated debt requirements are implemented
and the costs of failing to take action against a bank
that is in a more precarious position than is thought.
However, we do know that small amounts of signal
noise can produce high frequencies of misclassification
when attempting to identify the most risky banks,”’
and concrete evidence using actual yields is provided
in the section analyzing yield spreads.

“Single-signal solutions” versus
“all available information”

Single-signal subordinated debt trigger proposals
use the yields or yield spreads on subordinated debt
to override information from other sources. Even
moderate proposals to (somehow) use subordinated
debt yields as input to supervision stress that subordi-
nated debt yields are a preferred or superior measure
of bank condition. Reasons cited for doing so include
the public nature of the signal, unlike examination
results, and the simplicity of interpreting the informa-
tion to various parties, unlike a sophisticated default-
risk model. These are valid points, but using a single
signal also has an unavoidable cost—it is likely to
result in increased numbers of regulatory mistakes.

Supervisors have a plethora of sources of infor-
mation available to them. These include confidential
examination information (infrequently updated),
publicly available accounting information (updated
quarterly), various activity information reported elec-
tronically to supervisors on a frequent basis, equity
returns and market value of equity, insured deposit
rates and issuance amounts, uninsured CD rates, and
subordinated debt yields. All of these indicators of
bank quality will include some noise.

Subordinated debt yields are not the only candi-
dates for a simple, single signal of bank quality. Equity
is an obvious alternative. FDICIA originally required
that supervisors prescribe a minimum level of the ratio
of market value to book value of equity for publicly
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traded shares “to the extent feasible.” For instance,
the Shadow Financial Regulatory Committee (1992),
in discussing this provision, noted that reductions in
the ratio of market value to book value of equity could
provide a signal to supervisors of declining bank
quality. Using equity prices is not, however, without
controversy. Equity prices are noisy as tests of equity
pricing models invariably find. Kaufman (1992) argues
that BHC equity prices embed the effects of mispriced
deposit insurance, which complicates their interpreta-
tion. A common criticism is that the incentives of
equity-holder/managers are not aligned with those of
supervisor/deposit insurers, and that, therefore, equi-
ty prices are not likely to be informative.?® This idea
is formalized in the Merton (1977) model discussed
in the appendix. On the other hand, Levonian (2000)
shows, using the same model, that equity prices con-
tain the same theoretical information as debt yields,
and that the theoretical interpretation of debt yields is
no less subtle than the interpretation of equity prices.
Several nonbank failure prediction models use traded
equity prices as an input variable (see Altman and
Saunders, 1998, for a survey of this literature).”
Furthermore, equity markets are generally more liquid
than debt markets. Equity is, of course, issued at the
bank holding company level and this may complicate
interpretation of price information. But then so are
most currently issued subordinated bonds, which are
considered to be sufficiently informative to make the
empirical case for subordinated debt proposals.

Nonetheless, in practice no single signal is likely
to be as informative as the simultaneous examination
of several sources of information. It is a simple fact
of statistics that when we observe a number of more
or less independent noisy measures of some unobserv-
able factor, it is usually best to combine the various
measures rather than to pick one.* If the measurement
errors in the various signals are not perfectly corre-
lated they will tend to cancel out, resulting in the
combined signal having a lower level of noise. This
is always true if signals are combined in the correct
way: more noisy signals should be given less weight
and more accurate signals more weight. Only if one
of the signals is perfectly accurate or all of the signals
are perfectly correlated does it make statistical sense
to disregard the other signals entirely.

In practice one would build, calibrate, and test
a model that combines all available information to
assess what combination of signals is optimal. Such
a study would also provide a measure of the costs of
using only one signal: one could compare the optimal-
signal-mix results with the results obtained using
only the proposed single signal.
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Pettway and Sinkey (1980) used abnormal equity
returns to predict problem banks, an accounting model
to do the same thing, and then examined the results
of combining the two forecasts. Each of the two models
results in a classification of banks into “good” and
“bad.” The Pettway and Sinkey results demonstrate
that, for their sample, both accounting information
and equity returns contained useful information of
subsequent bank problems and that the combination
produced even better forecasts. The latter results
demonstrate the benefits of combining noisy sources
of information, and the former results demonstrate
the potential usefulness of equity returns in failure
prediction.

Given the evidence concerning the potential
informativeness of alternative measures of bank insol-
vency risk, the sole use of subordinated debt yields
contemplated in regulatory fail-safe mechanism pro-
posals is almost certainly trading simplicity for accu-
racy. To date this tradeoff has not been examined. The
potential benefits of using a single, simple, public
measure of bank risk are perhaps not quantifiable;
however, the costs, in terms of predictive accuracy,
of disregarding other information are quantifiable.

Analysis of yield spreads and ratings of
newly issued bonds

Kwast et al. (1999) and other authors stress the
informational superiority of newly issued bonds. Kwast
et al. assert that information revelation by companies
increases at the time of new security issuance. Thus,
merely requiring regular security issuance, it is hypoth-
esized, may increase transparency. The study considers
yields of newly issued bonds to be “market prices,”
because money is changing hands in the process.’!
Secondary market prices for all but the most liquid
bonds are apt to be “indicative prices,” set by indi-
vidual dealers for purposes of marking positions to
market rather than firm bids and offers.

Morgan and Stiroh (2000) have compiled a data-
base of financial and nonfinancial bond issues, their
ratings by both Moody’s and Standard & Poor’s (S&P),
and their yields at time of issue. This database permits
us to examine the transparency of information available
at time of bond issue by examining agency-rating
agreement.” Ratings are frequently criticized as poten-
tial measures of risk because they are frequently stale.
However, the Morgan—Stiroh database permits us to
study simultaneously determined market yields and
agency assessments of default risk.

The rating scales used by Moody’s and S&P
are comparable in their definitions, and with slight
adjustments for labeling of risk classes, are used
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interchangeably. One measure of transparency is the
extent to which rating agencies agree on the default
risk of bonds. This can only be reliably done when
ratings are simultaneous determined, as at time of
issue of a new security. Table 1 presents the Moody’s
and S&P ratings for financial and nonfinancial firms
from 1993 through 1998.%

Earlier, I argued that bonds do not necessarily
restrict risk-taking: So long as bondholders are ade-
quately compensated, they will be willing to lend to

risky companies. Using S&P ratings, fully 46 percent
of the new nonfinancial bond issues fail the Gramm-—
Leach—Bliley test of “top three ratings categories,”
while 16 percent of newly issued nonfinancial bonds
are below investment grade.** The figures for Moody’s
ratings are comparable at 44 percent and 14 percent,
respectively. Risky-bond issuance by financial institu-
tions is considerably less frequent. Using S&P ratings,
21 percent of new financial bonds failed the Gramm—
Leach—Bliley threshold, while only 2 percent were not

TABLE 1

A comparison of Moody’s and S&P ratings for newly issued bonds (1993-98)
A. Nonfinancial institutions
Moody’s

S&P Aaa Aal Aa2 Aa3 Al A2 A3 Baal Baa2 Baa3 Bal Ba2 Ba3 B1 B2 B3
AAA 175 7 - - - - - - - - - - - - - - 182
AA+ 9 7 31 2 - - - - - - - - - - - - 49
AA 2 11 34 46 3 - - - - - - - - - - - 96
AA- 5 5 48 101 29 2 2 - - - - - - - - - 192
A+ - - 18 86 185 83 6 - - - - - - - - - 378
A - 1 5 5 128 358 40 - 10 - - - - - - 547
A- - - - 7 13 131 196 87 1 - - - - - - - 435
BBB+ - - - - 1 26 62 170 78 8 8 - - - - - 353
BBB - - - - 1 5 28 84 214 39 2 - - - - - 373
BBB- - - - - - 1 - 27 96 178 3 2 - - - - 307
BB+ - - - - - - - 1 13 37 18 12 4 1 - - 86
BB - - - - - - - - 2 14 25 17 11 3 3 75
BB- - - - - - - - - 1 - 6 11 45 22 4 1 90
B+ - - - - - - - - - - 1 6 22 46 37 3 115
B - - - - - - - - - - 1 4 26 82 30 143
B- - - - - - - - - - - - 1 1 12 37 58 109

191 31 136 247 360 606 334 369 414 277 63 50 87 110 163 92 13,530

B. Banks and savings and loans
Moody’s
S&P Aaa Aal Aa2 Aa3 Al A2 A3 Baal Baa2 Baa3 Bal Ba2 Ba3 B1 B2 B3
AAA 2 - - - - - - - - - - - - - - - 2
AA+ 4 - 2 - - - - - - - - - - - - - 6
AA - 23 19 1 - - - - - - - - - - - - 43
AA- - 1 8 34 14 8 - - - - - - - - - - 65
A+ - - 2 13 42 42 19 - - - - - - - - - 118
A - - - 3 4 70 35 3 - - - - - - - - 115
A- - - - - - 20 63 23 1 - - - - - - - 107
BBB+ - - - - - 2 16 10 11 1 - - - - - - 40
BBB - - - 3 - - 4 13 5 10 - - - - - - 35
BBB- - - - - - - - 2 7 19 1 - - - - 29
BB+ - - - - - - - - - - 1 - - - - - 1
BB - - - - - - - 1 1 - - - - - 1 3
BB- - - - - - - - 1 - - - 1 - - - - 2
B+ - - - - - - - - - 2 3 - - 5
B - - - - - - - - - - - - 1 1 1 - 2
B- - - - - - - - - - - - - - - 1 - 1
6 24 31 54 60 142 137 52 25 31 2 1 2 4 2 1 574

Notes: Ratings agreements indicated in boldface. Moody’s ratings totals provided in right-hand column; S&P ratings totals
provided in last row. Table is broken into quadrants based on Gramm-Leach-Bliley reference to “top three broad ratings classes”
Source: Morgan and Stiroh (2000); provided by authors.
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investment grade. Moody’s numbers are
again comparable at 20 percent and 2 per-
cent, respectively.®

There are clear differences in the rat-
ings characteristics between financial and
nonfinancial institutions. This may reflect in
part the incorporation of regulatory supervi-
sion into the rating agencies’ assessments
of default risk; or it may reflect the access
that banks have to insured funds, which
may make them choose to issue low-rated
bonds less frequently. Nonetheless, the bond
market does appear to support issuance of
debt by risky firms. Nonfinancial firms
frequently find that issuing marginal or
sub-investment-grade debt, even given the
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Yield spreads of newly issued bank bonds

generally higher yields required to do so,
is a viable corporate finance decision. This
latter statistic suggests that if banks were
forced simply to issue subordinate bonds
without restrictions on yields or ratings,

AAA

Note: Yield spreads are measured relative to contemporaneous
newly issued nonbank BBB bond yields.
Source: Morgan and Stiroh (2000), provided by authors.
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the bond markets would accommodate their
doing so at a price, and the price extracted might not
in general be prohibitive.

Exact ratings-agreement occurs 53 percent of the
time for nonfinancial issues and 47 percent of the time
for financial firms. However, there are slight variations
in risk assessment. Ratings differences of two or more
sub-categories, for instance from Baal to Baa3, oc-
curred 8 percent of the time for nonfinancials and 9
percent of the time for financial bond issues. It is not
obvious on the basis of these numbers that financial
institutions are more or less transparent than nonfi-
nancial institutions; however, rating agencies differ
in their assessments by more than a trivial amount
sufficiently often to raise the question whether trans-
parency is adequate at time of bond issuance. None-
theless, ratings appear to be generally consistent
across rating agencies.

However, yields are not very consistent within
ratings. To examine the collective impact of the sources
of priced non-default-risk factors on bond yields, I
examine the yield spreads plotted against S&P ratings
for financial firms in figure 2. To eliminate the most
severe term-structure effects, I only consider issues
with five or more years to maturity. To compute
spreads, a time-varying BBB benchmark rate was
computed by averaging nonfinancial institution yields-
at-issue for newly issued bonds each date. These
average yield observations were then interpolated
between nonfinancial bond issue dates to create a BBB
benchmark rate for each financial bond issue date. The
yield-spread-at-issue for each financial institution
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bond was then computed by subtracting the yield-
at-issue from the BBB benchmark rate for that day.
This methodology approximates the Calomiris (1999)
suggestion of requiring subordinate bonds to have
yields comparable to other BBB-rated bonds. Focusing
on yields over BBB rather than yields over Treasury
bonds eliminates some of the common non-default-risk
factors that influence all risky-bond spreads (for exam-
ple, the level and slope of the Treasury term structure).
Ideally one would wish to eliminate industry effects
as well by using a financial BBB benchmark rather
than a nonfinancial one. Unfortunately, there are in-
sufficient financial institution issues to construct a
time-varying “financials only” index, without using
illiquid seasoned bond yields (which may not be
market prices) and stale ratings.

Ratings-at-issue are not the only measure of risk
against which yield spreads may be plotted, but they
are certainly plausible. Research already discussed
shows that ratings provide some incremental infor-
mation over examiner assessments. Agency-issued
ratings are generally used as measures of risk by port-
folio managers, are a major component of proposed
revisions to bank capital standards (Basel Committee,
1999), and are enshrined in law (for example, Gramm-—
Leach—Bliley).*”

The continuous line in figure 2 is interpolated from
the average within-rating-class yield-spreads. This is
the summary information produced by a regression
of yields against rating, for example, in Morgan and
Stiroh (2000) figure 2 and table 3. This picture has

35



the advantage of not imposing linearity on the yield-
spread/risk relation as is usually done (though not in
Morgan and Stiroh). This permits us to see the non-
linear nature of the relation between yield spread
and risk. While yield spreads are overall increasing
in risk, they appear to be more or less flat for a large
range of ratings (A+ to BBB-). The relation is strongly
upward sloping for sub-investment-grade bonds and
for bonds rated AA to A+. In addition, regression
results do not reveal the variation of yields about the
estimated averages.*® This variation has important
implications for the use of yield spreads to infer risk.
The yield spreads for similarly rated bonds with ratings
between AA and BBB vary by 50—150 basis points
above and below their average values. This variation
is far greater than the variation in across-ratings-class
mean yield spreads. While one would expect that bonds
rated higher than BBB would have negative yield
spreads (relative to BBB— yields), approximately 25
percent of bonds rated A+ through BBB+ have posi-
tive yield spreads. Variation seems to increase for
sub-investment-grade bonds—BB-rated bonds have
yield spreads ranging from 0 to almost 500 basis
points—though there are too few observations for
reliable inference.

Critical to the use of bond yields as triggers for
PCA is the belief that bond yield spreads can be used
to infer bank risk. Using the Calomiris threshold of
spread over BBB as an example, figure 2 shows that
100 percent of the bonds with yields below the BBB
benchmark are indeed rated BBB or better. Of the
bonds with positive yield spreads, only 20 percent
are actually rated worse than BBB. This means that
in four out of five cases where the “BBB yield or
better” requirement would have triggered regulatory
actions of some sort, these actions would have been
taken against banks with acceptable risk levels.
Whether this is an acceptable rate for imposing un-
necessary regulatory costs on banks depends on the
actions that threshold violations trigger, the resources
available to regulators to act (for example, staff to
immediately examine threshold-violating banks),
and the availability of alternatives for reducing errors
in identifying potentially problem banks.

While rating is not the only measure of risk, I
believe that it is unlikely that other risk measures will
materially improve the picture, though this remains
to be tested. Arguably much of the variation of within-
ratings yield spreads comes from the non-default-risk
factors discussed earlier. It is conceptually possible
to construct an “adjusted yield spread” to back out
these other factors. However, two problems arise:
feasibility and complexity. While models exist for
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pricing (and backing out) some factors such as em-
bedded options, these models are not particularly
reliable. Models simply do not currently exist for
pricing other factors such as liquidity. Building a rea-
sonably effective model to account for a substantial
portion of the major non-default-risk factors is highly
speculative at this time. Even if such a model were
possible, the use of the model would destroy some
of the main attractions of bond yields: that they are
intuitive, simple, and directly observable. Once the
process of building complex models to extract the
desired information is begun, the question naturally
arises as to whether to include other inputs.

Summary and recommendations

The growing tide of interest in regulatory circles,
both in the U.S. and abroad, in bringing market disci-
pline to bear on bank regulation joins an old academic
belief that markets provide information and mecha-
nisms for solving corporate control and incentive
problems. Strangely though, the regulatory discussion
has been devoid of the issues raised in the academic
literature on these subjects. To date, the regulatory
discussion has begun with the proposition that “markets
discipline” and proceeded to discuss practical issues
of how best to use that discipline in bank regulation.
The result has been two lines of discussion: transpar-
ency and mandated subordinated debt issuance.

The corporate governance literature says a great
deal that is informative about why market discipline
is needed (in non-banking contexts) and what mecha-
nisms markets have evolved to deal with the central
agency problems. Market discipline is a complex
issue with causes arising in agency problems—the
separation of provision of capital (risk-bearing) and
decision-making (management). Mechanisms that
unregulated markets have evolved to deal with these
problems include: the systems of laws and penalties
that govern the economic environments, separation
of monitoring and decision-making, delegated moni-
tors, managerial incentives either through the labor
market or through (usually equity-based) incentive
contracts, the market for corporate control, and the
voting power of equity holders. Notably absent in the
corporate governance literature is any discussion of
debt as a disciplinary mechanism.

The corporate governance literature suggests that
improvements in direct market influence of managerial
decision-making may best be achieved through address-
ing the relation between regulation and the effective-
ness of the usual mechanisms of market discipline.
Evidence cited here suggests that these mechanisms
may be relatively weak in the banking sector.
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Improvements in transparency are almost surely
beneficial® but are nonetheless proving extremely
difficult to implement. This article only notes that
adequate transparency is the sine qua non of any
efforts to improve market discipline.

Mandating subordinated debt issuance is the pri-
mary specific proposal under wide discussion for
altering the supervisory framework to bring market
discipline more forcefully to bear on banks, either
directly through the bondholders influencing bank
risk-taking or indirectly through the information pro-
vided through debt yields. The latter route can be
broken into relatively vague “additional information”
arguments or relatively explicit “regulatory fail-safe
mechanism” arguments. The additional information
rationale has its roots in the idea that banks are in-
creasingly complex and markets are better able than
examiners to analyze them. The regulatory fail-safe
mechanism rationale has its roots in the fear that super-
visory incentives are not aligned with public goals and
that supervisors are apt to forebear closing problem
banks even when they are aware of the problems. This
was all too painfully evident in the savings and loan
crisis (although the contribution of politics should
not be overlooked). FDICIA was intended to cure
the worst of these supervisory incentive problems,
but many remain unconvinced.

My review of the corporate governance literature
suggests that we should not put undue reliance on
mandated subordinated-debt holders directly influ-
encing bank management. While the additional infor-
mation and regulatory fail-safe mechanism rationales
originate in very different views of the regulatory
problem to be solved, and few explicit and detailed
regulatory fail-safe mechanism proposals exist, the
regulatory drafting process may be drawn toward
some form of regulatory fail-safe rule if a mandated
subordinated-debt proposal is implemented. This
could arise for two reasons: mandated issuance alone
may not be sufficient to alter the behavior of managers
to avoid undertaking excessive risks; and the necessary
regulatory “or else” provision requires clarity regarding
when the or-else will be invoked.

Both additional information and regulatory fail-
safe mechanism rationales rely on the informativeness
of yields. I postulate that the relevant criteria for judg-
ing the value of any closely monitored signal of bank
quality should be: that it be timely (to intervene before
doing so becomes costly); accurate, particularly for
potentially insolvent banks (to reduce the frequency
and costs of unnecessary interventions); and, if regu-
latory fiat is required to produce a signal, that signal
should be superior to alternative sources of information
already at hand.

Federal Reserve Bank of Chicago

The existing evidence on subordinated debt yield
informativeness does not allow us to reliably ascertain
whether these conditions hold. Cross-sectional studies
only tell us that in general subordinated debt yields
respond to contemporaneous measures of bank risk.
Because most of the studies cover all banks with sub-
ordinated debt outstanding, we cannot determine if
the results apply equally well to marginal banks (the
more numerous sound banks tend to overwhelm the
empirical results). Because these studies use only
contemporaneous measures of risk, they cannot estab-
lish the relative efficacy of available risk measures.
This is not to say that subordinated debt yields are
more or less informative than alternatives, only that,
excepting the absence of bond yields in bankruptcy
prediction models, we have no empirical information
or even hint of their relative efficacy; notwithstanding
oft-made theoretical arguments that bond yields must
be informative (and equity prices not).

The key criticism in this article is regarding reli-
ance on any single signal as a (sufficient, though not
necessary) basis for regulatory intervention. Numer-
ous alternative sources of information are available.
Both empirical evidence and theoretical analysis sug-
gest that these alternatives are not to be dismissed
out of hand. The large body of evidence that factors
other than default risk are embedded in bond yields
suggests that while bond yields respond to default
risk, they also respond to many other factors. Hence,
inferring default risk from bond yields is apt to be
imprecise. While some authors note that yields are
noisy, the analysis presented here of actual yields-
at-issue of bank subordinated debt provides a quanti-
tative indication of the potential effects of trying to
use yields to measure risk. The problem appears to
be substantial.

Basic statistics and the analysis in this article
argue that where signals are imprecise, it is better to
combine available information rather than use any
one signal. This argues for optimally combining
(existing) subordinated debt yields with equity prices
and accounting information into a unified problem
prediction framework. Whether in such a context
subordinated debt yields contribute enough new
information to justify mandating their issuance is
yet to be determined and depends also on the costs
(direct and indirect) of imposing such a requirement.

Central to the discussion of “why subordinated
debt” and “why not equity” is the argument that a
moral hazard problem leads equity-holder/managers
to invariably attempt to expropriate bondholders and
increase the value of their call-option-like claim by
increasing asset risk. Concomitantly bondholders,
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like deposit-insurer/regulators, have a shared interest
in limiting risk-taking. This framework ignores equity
holder versus manager agency issues and important
differences between bondholders’ and regulatory
payoffs. This overly simple model can be extended
in a number of ways with marked changes in the
implications. As the appendix discusses, the uncondi-
tional equity-holder appetite for risk conclusion can
be mitigated or reversed by considering more realistic
multiperiod frameworks in which bank charters are
valuable, managers can dynamically adjust asset risk,
insolvency may occur continuously or at random times,
and the investment opportunity set can vary in expected
return as well as risk.*’

Poor (apparently irrational) investments are as
problematic as excessively risky projects (with positive
risk-adjusted returns). Evidence suggests that poor
investments are likely to be the major explanation
for banks getting into trouble, and agency problems
readily explain how they may come about (albeit
incompetence per se is not an agency problem). The
a priori argument that equity prices cannot be infor-
mative has been countered using the same model
employed (informally) to draw that conclusion.

Recommendations

My first major recommendation is that the cen-
tral question of optimal bank insolvency prediction
be addressed. Failure prediction and econometric
methods have advanced since Pettway and Sinkey
(1980), and it is desirable to include all available in-
formation in an optimal bank failure (or “problem
short of failure”) forecasting model. The efficacy of
an optimal, full-information model can then be com-
pared with single-signal models using subordinated
debt yields, equity returns, and other alternatives.
Such a study would provide crucial information on
the best ways to incorporate available market infor-
mation into the supervisory process and the potential
costs of relying solely on subordinated debt yields as
a PCA trigger. The data and econometric techniques
are readily available.

My second recommendation is that the discussions
of enhancing market discipline take cognizance of the
evidence from other literatures and explore a range of
approaches. The demonstrated importance of manage-
rial labor markets and the market for corporate control
in disciplining managers suggests a need to evaluate
the impact of regulation and supervision on the func-
tioning of these mechanisms in the banking sector.

My final recommendation is that if a mandated
subordinated debt proposal is implemented, it lean
heavily toward solely providing information to super-
visors and providing supervisors with incentives to
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consider that information. For example, requiring
that whenever a large bank’s debenture credit spread
exceeds some level, the head of the examining agency
must either

1) Promptly initiate PCA, or

2) Report to a national oversight authority such as
the Federal Financial Institutions Examination
Council why he or she believes that no current
supervisory action is appropriate. The oversight
authority would have the authority to direct PCA
be taken if it was unconvinced.

Such a “rule” would raise the supervisor’s cost
of forbearance, while maintaining the flexibility to
incorporate other sources of information. Thus, high-
lighting the invoking of, and reasons for, forbearance
would address a major source of concern—the temp-
tation for the immediately responsible supervisors to
bury a problem.

The temptation to impose yield-spread thresholds
and costly related regulatory consequences on banks
should be avoided. Either the thresholds will be set
so high as to fail to provide timely triggers or, alter-
natively, will be almost certain to produce many un-
necessary interventions. The more meaningful the
automatically triggered regulatory interventions are,
the more costly the unnecessary interventions will be.

Conclusion

The concerns about the limitations and distortions
attendant to the current regulatory environment are
well placed, and markets undoubtedly can provide
important influences on the safe and sound operation
of banks and BHCs. However, the limitations of mar-
ket discipline are as important as the successes. Ardent
advocacy of one possible mechanism for achieving
market discipline should not blind us to unresolved
issues, countervailing evidence, or the full range of
possibilities. While no regulatory or market mecha-
nism can be perfect, we should consider all available
alternatives and not simply ask if one proposal is
“good enough.” I do not advocate pursuit of an unat-
tainable ideal—“making the best the enemy of the
good.” Rather I advocate not closing our minds to
strengths and weaknesses of all approaches—not
“making the good the enemy of the better.” If these
issues are addressed head on, rather than ignored or
brushed aside, the resulting policy decision will have
a better chance of achieving regulatory objectives
and avoiding unintended consequences.

I do not pretend to have shown that mandated
subordinated debt is materially worse than alternative
approaches to incorporating market discipline into

Economic Perspectives



bank and BHC supervision, or doing nothing for that
matter, only that the evidence underlying subordinat-
ed debt proposals is incomplete and open to question
and to note alternatives. Some readers will feel that
the costs of mandated subordinated debt, while not
quantified, are unlikely to be high and the likely ben-
efits, while not quantified, are sufficient to proceed
immediately. These readers may also feel that there
is an urgency to regulatory reform that precludes
waiting until open questions have been investigated fur-
ther. Others may feel that the imposing of regulations

should be done grudgingly and only with the best
possible (albeit imperfect) information or that

an exclusive focus on subordinated debt may pre-
empt or preclude the investigation of alternative,

possibly more efficacious, approaches. These are
questions of judgment and belief.

Whether the questions raised in this article are
sufficient to justify delaying implementation of a
subordinated debt proposal depends on one’s priors. |
leave the conclusion to the reader.

APPENDIX

Appendix: Is moral hazard

the major problem?
There have been more financial institutions
... that have disappeared by getting their
strategy wrong than by being overexposed
to risk. (Reed, 1999)

Firms can lose money in two ways: bad investments
and bad luck. Bad luck can occur with good (positive
risk-adjusted expected return) investments. However,
bad outcomes may be more likely to occur with bad
investments. The discussion of market discipline and
subordinated debt proposals has focused almost ex-
clusively on bank portfolio risk. The quality (ex-
pected returns) of bank investments has been, for the
most part, ignored. This focus on risk is derived from
the widespread believe that banks suffer from partic-
ularly severe moral hazard problems due to de facto
(though perhaps past) too-big-to-fail policies and
mispriced deposit insurance.! This section describes
the conceptual framework that underpins most dis-
cussions of moral hazard in the subordinated debt
literature. The thrust of this analysis is that equity
holders have incentives to increase asset risk and thus
expropriate bondholders. I then show that more
complex and realistic models of incentives lead to
less clear-cut conclusions and that in some circum-
stances equity holders and bondholders may have
similar interests in ensuring the long-term viability
of the firm. I end by reviewing the few empirical
articles that have examined whether bank failures
are due to “bad luck” (together with excessive risk-
taking) or “bad investments.”

The bank moral hazard argument is simple and
intuitively appealing. The essence of moral hazard is
the “heads I win; tails you lose” situation created when
gains accrue to decision-makers while losses are
borne by other agents. The definition of moral hazard
used here arises out of equity-holder/manager versus
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bondholder conflicts and is a form of agency problem
as the bondholders provide capital but do not control
asset risk. The equity-holder appetite for risk impli-
cations of this form of moral hazard derives from the
observation first made in Black and Scholes (1972)
that equity can be viewed as a call option on the value
of the assets of the firm. A similar framework was
used to study deposit insurance moral hazard in Merton
(1977).2 Under this model, once bondholders have
committed their capital at a fixed rate, equity-holders/
managers (who are assumed to be identical) can in-
crease the value of their option by increasing the vol-
atility of the value of the firm by taking on riskier
projects, thereby expropriating bondholders. The in-
crease in the value of equity for a given increase in
asset volatility is proportional to the amount of debt
(including insured deposits if any) that the firm has.

This argument is however overly simplistic. The
conclusion that equity holders unambiguously prefer
more risk depends on the assumptions of the Black—
Scholes—Merton framework: that all transactions are
concluded when the bonds are (or are not) paid off,
that equity is a European-style call option, and that
returns to the underlying assets of the firm evolve
continuously with normally distributed innovations.
Changes in any of these assumptions can weaken or
reverse the unqualified “equity holders like risk”
conclusion.

It is possible to show that even in the single-
period European call option context it is not necessarily
the case that equity holders prefer risk if the “log-
normally distributed returns” assumption made in most
equity option pricing models is dropped. Whether the
assumption that all asset prices in fact do follow a
log-normally distributed stochastic process is realistic
is an empirical question, seldom examined.

Another critical assumption of the Merton model
is that the amount and cost of debt are locked in before
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equity-holder/managers decide asset quality. Levonian
(2000) has shown that the moral hazard incentive is
reduced if subordinated debt is repriced after asset vol-
atility is changed. Within the context of the Levonian
model, if repricing is frequent, as for example with
commercial paper, then the benefits to equity holders
of increasing asset volatility are proportional only to
the amount of debt that is not repriced (for example,
deposits) and not to the total amount of debt. If fre-
quently repriced debt is substituted for equity, leaving
deposits unchanged, the moral hazard incentives are
actually increased as the change in equity value for a
given change in asset volatility remains unchanged,
but now accrues to a smaller equity base. If repriced
subordinated debt replaces risk-insensitive deposits,
the moral hazard incentives are reduced by reducing
the amount of debt that is not repriced when asset risk
changes. Replacing the same amount of deposits with
equity instead of repriced debt produces an even larger
diminution in moral hazard incentives by spreading
the reduced increase in equity value for a given increase
in asset volatility over a larger equity base.

If firms are declared bankrupt as soon as the value
of equity declines to zero then the equity holders hold
a down-and-out barrier option, not the simple European
call option envisioned in Black and Scholes (1972)
and Merton (1977). Unlike holders of simple European
options who always prefer more risk to less, holders
of a down-and-out barrier call option prefer more risk
to less only up to a point, after which increased risk
reduces the value of their option. The option-value-
maximizing level of risk declines as the barrier is
approached (the firm approaches insolvency).

The moral hazard bondholder-expropriation argu-
ment is a single-period argument, while financing is
in fact usually a multi-period problem. Expropriating
bondholders in one period will raise the costs of bor-
rowing in subsequent periods as bondholders reassess
upwards the moral hazard agency costs they face vis-
a-vis equity-holder/managers, thus reducing expected
future profits. Merton (1978) modeled bank equity as
a quasi-down-and-out perpetual option. The equity
holders derive ongoing benefits from risk-insensitive
deposit insurance; however, they face random audits
(the down-and-out barrier option is equivalent to
continuous audits). If during an audit the bank is found
to be insolvent, the bank is liquidated and equity hold-
ers lose future rents from the mispriced deposit insur-
ance. Merton found that as the barrier is approached
(the firm approaches insolvency), the equity-value-
maximizing level of asset risk declines. However, if
the bank becomes insolvent, equity holders’ incen-
tives are to maximize risk in the hopes of re-achieving
solvency before the next audit.
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Access to debt financing is also made more
valuable by the tax code that effectively favors debt
financing over equity financing. Leland (1998) shows
that tax advantages of debt outweigh the moral hazard
agency costs attendant to issuing debt. He argues that
equity-holders/managers therefore have incentives
to control firm risk to reduce moral hazard/agency
costs of debt.

Ritchken et al. (1993) found that permitting equity-
holder/managers to dynamically adjust their portfolios
prior to expiration of the equity call option also re-
sulted in an optimal level of portfolio risk beyond
which equity holders would not wish to go. Their
model also included a “charter value,” the present
value of future profits, that would be lost to the equity
holders if the firm becomes insolvent.

Geske and Shastri (1981) examine American op-
tions with uncertain (suspendable) discrete dividends.
They show that in this case the relation between op-
tion value and underlying asset risk is not always
monotonically increasing.

Deposit insurance confers benefits on equity-
holders/managers—the value of the deposit insurance
subsidy and value of the bank charter. Attempts by
managers to exploit moral hazard may ignore the po-
tential costs of doing so and may be short-sighted.
Only banks already in deep trouble (low charter value)
are likely to see “betting the bank™ as a viable option.

The moral hazard analysis focuses solely on the
incentives of equity-holder/managers to increase risk,
implicitly assuming that the portfolio choices do not
differ in their expected returns. This is unlikely to be
the case. Where equity holders are not the managers,
and agency problems are significant, equity holders
and bondholders will have the same interests as regu-
lators in higher expected asset returns, holding risk
constant. Absent a model of the investment opportunity
set faced by banks, it is impossible to theoretically
determine the relative magnitude of these conflicting
factors. A few papers have, however, examined the
issue empirically.

Gorton and Rosen (1995) used a simple theoretical
model, tested using bank call report data from 1984 to
1990, to examine the causes of declining bank profit-
ability and increasing bank risk during the 1980s.
They conclude that:?

... managerial entrenchment played a more im-
portant role than did the moral hazard associated
with deposit insurance in explaining the recent
behavior of the banking industry. (Gorton and
Rosen, 1995, p. 1377)

This is in contrast to the widely held belief that de-
posit-insurance moral hazard underlay the problems.

Economic Perspectives



Randall (1989) concluded that all but four of the
40 BHC problems he examined were related to the
poor credit quality of the loans the bank was making
rather than its taking excessive risks that failed to pay
off. Both equity holders and bondholders would be
equally concerned about poor loan quality. Studies
such as Pettway and Sinkey (1980) and Berger et al.
(2000) that find equity returns contain information
useful in predicting subsequent bank problems are
consistent with this result.

It is thus arguable, on theoretical grounds, that
agency problems in the form of poor managerial de-
cision-making are a potentially important alternative
cause of banks getting into trouble, that moral hazard
is not the only problem, and that equity-holder incen-
tives as not clear cut as is frequently assumed. The
scant empirical evidence we have on the relative im-
portance of “bad luck” versus “bad investments”
suggests that the moral hazard risk-taking problem
is usually only operative once banks have become
materially impaired. Unfortunately, common examples

of poor managerial decision-making including fraud,
self-dealing, lack of internal controls, inadequate/in-
competent credit screening, and overpaying for ac-
quisitions are not rare. In these cases equity holders
have as strong incentives to monitor and influence
managers to avoid excessive risk-taking and poor in-
vestment choices.

'The models most frequently used in the discussion of moral haz-
ard derive from an option pricing framework wherein it is assumed
that all investments have the same (risk neutral) expected return.
These models do not admit the possibility of “bad investments.”

*Kaufman (1992) has criticized these applications of option pric-
ing models to deposit insurance, noting that the option holder (the
equity holder) does not control the timing of the option “exer-
cise.” Rather the effective option writer—the FDIC—controls the
timing and manner of bank closures. Kaufman also questions the
static nature of asset risk inherent in the Black—Scholes and Merton
models (vide infra the discussion of Ritchken et al., 1993).

3Gorton and Rosen do not deny the plausibility of moral hazard
arguments for banks with low levels of capital; however, they
suggest that it is unclear that moral hazard arguments can explain
how banks got into low-capital positions in the first place.

NOTES

'Subordinated debt proposals would require banks to issue bonds
that are subordinate to all other claims, excepting only equity and
preferred stock. These bonds would not be covered by guarantees
explicit or conjectural.

2This taxonomy differs from the more usual one of “direct market
discipline” and “indirect market discipline” (see, for example,
Kwast et al., 1999; and Covitz, Hancock, and Kwast, 2000). The
usual terminology essentially defines market discipline in terms
of incentives, while the definition proposed here requires that in-
centives translate into desired managerial actions.

SRegulatory discipline triggered by market signals relies on mar-
ket monitoring and not market influence and hence is not market
discipline per se.

“No subordinated debt proposal suggests actually replacing regu-
latory supervision with market mechanisms. Other proposals to
do away with both regulatory oversight and the deposit insurance
safety net have been long discussed, though they have made little
headway.

’See the recent survey by Flannery (1998) and earlier papers by
Gilbert (1990) and Berger (1991).

®See Kane (1990), Eisenbeis and Horvitz (1994), and Kaufman
(1995) for detailed discussions.

In both cases accounting standards were redefined in violation of
generally accepted accounting practices (GAAP) to allow institu-
tions that were plainly insolvent to report positive net worth and
remain open.

81t is important to note that no mandatory subordinated debt ad-
vocate is suggesting that examiners cannot or should not act on
alternative information sources when bond yields fail to signal

a problem.

Federal Reserve Bank of Chicago

Subordinated debt proposals are aimed in part at overcoming the
too-big-to-fail distortions by designating a class of securities that
will absolutely, positively not be bailed out in the event of prob-
lems (caveats to this rule somewhat undermine its intent). How-
ever, subordinated debt proposals generally do not discuss the
need for resolving transparency issues as a necessary precondition
for the proposals to work.

10This is not strictly true, vide infir-a the discussion on interpreting
bond yield spreads.

"Shleifer and Vishny (1997) and Short (1994) provide useful
introductions to this literature.

12It was not always thus. Adam Smith continues the previously
quoted discussion saying “They [joint-stock companies] have, ac-
cordingly, very seldom succeeded without an exclusive privilege
[legal monopoly]; and frequently have not succeeded with one.”
One might hypothesize from this contrast between then and now
that well-disciplined markets are not a natural state of economic
nature, spoilt only by the intrusiveness of modern regulation.

13To talk of incorporeal firms acting or having incentives can be

a convenient shorthand for managers’ actions (in the name of the
firm) or managerial incentives. Where these simplifying assump-
tions are innocuous, it matters little that they may be counterfactual
and may be necessary to clarify a particular unrelated question.
For instance, capital budgeting theory is concerned in part with
what managers should do if they are acting in shareholders’ inter-
ests. The assumption that managers are acting in the shareholders’
interests leads to the desired prescriptive conclusions and is
harmless in this context. However, if we design a policy predi-
cated on the assumption that managers” and equity holders’ incen-
tives are aligned, when in fact they may not be, that policy is

apt to be less efficacious than one that acknowledges the full
complexity of interactions and incentives of the parties involved.
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“Managers, on the other hand, can sometimes protect (immunize)
themselves against involuntary replacement through golden para-
chutes and antitakeover amendments. Fama (1980) notes that
adversarial resolution of manager/investor conflicts is very ex-
pensive. While golden parachutes apparently reward outgoing
managers for failure, they may constitute the least costly means
of removing managers who are willing to use the firm’s (investors’)
own resources to contest their removal.

*This labor market discipline is an important source of manage-
rial discipline; indeed Fama (1980) argues that “[t]he viability of
the large corporation with diffuse security ownership is better ex-
plained in terms of a model where the primary disciplining device
comes through managerial labor markets, both within and outside
the firm, ... .”

1Bliss and Flannery (2000) and Calomiris and Powell (2000) are
two exceptions. Bliss and Flannery find little clear evidence of
equity or bond market influence on U.S. bank holding companies,
while Calomiris and Powell purport to find evidence consistent
with bondholder influence in Argentina under very different
circumstances.

'7See the appendix discussing moral hazard and theoretical reasons
why equity and debt prices may or may not react differently to
changes in total asset risk. Other financial theories suggest that
equity prices respond to changes in systematic risk, while bond
prices respond to changes in default risk, which is related to total
asset risk.

SMyers and Majluf (1984) argue that managers will underinvest
even in profitable risky projects that require outside financing.

Park (2000) develops a formal model in which senior-debt holders
monitor firms for moral hazard problems and junior-debt holders
free-ride. This is consistent with observed debt priority, ownership,
and maturity structure in nonbanks. The reasons that junior-debt
holders do not monitor (benefits accrue first to senior claimants)
carry over to subordinated bank debt. It is less clear that Park’s
arguments for why senior-debt holders do monitor (gain full ben-
efit of their monitoring efforts) would carry over to bank supervi-
sors, who are agents rather than principals with their own funds
at risk. On the other hand, Park argues that senior-debt holders
will tend to have lower monitoring costs, an observation that car-
ries over to supervisors who are paid to monitor.

*Most studies use multiple measures of risk and impose linearity
on the risk—yield (—spread) relation and then test for significantly
positive coefficients. A few studies, such as the first part of Mor-
gan and Stiroh (2000), use methodologies that do not impose lin-
earity or monotonicity on the risk—yield relation.

2ISince most of these measures lag when problems develop—poor
lending procedures take time to show up as nonperforming
loans—these measures provide a conservative estimate of when
problems actually began.

2Pettway and Sinkey (1980), vide infia, find evidence that equity
returns do anticipate problems. They do not test bond returns.

BThis important point has been generally ignored in studies of
the informativeness of yield spreads.

2*A notable exception is the Kwast et al. (1999) report, which
notes several of the non-credit-risk priced factors discussed
above, and advises that subordinated debt yields be interpreted
with caution.

»Equivalently the subordinated debt literature has assumed that
the cost—benefit tradeoffs under a mandated subordinated debt
proposal would be superior to the cost—benefit tradeoffs under the
current regulatory approach. This certainly is a key question, on
which we have little concrete evidence.
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2The “costs of subordinated debt requirements and related super-
visory actions” question has, to my knowledge, not been investi-
gated in detail in any of the subordinated debt proposals. Kwast
et al. (1999) and Kaufman et al. (2000) address the costs of
misclassification issue only in passing and present no quantitative
estimates.

#'This can be shown with simple simulations (available from the
author on request).

2Black and Cox (1976) show that for banks approaching or actu-
ally in insolvency, subordinated debt holders, like equity holders,
ceteris paribus prefer more risk to less.

»Curiously, I could find no studies that employed bond yields
as inputs to failure prediction models for either banks or nonfi-
nancial corporations.

3Levonian (2000) also makes this point.

3!t is worth noting that a large literature on initial public offerings
of equities suggests that equities are offered at prices substan-
tially removed from their post-offering equilibrium levels. (My
thanks to S. Ianotti for this observation.) Little evidence exists as
to whether similar factors are or are not present in fixed-income
primary markets, though liquidity-related factors such as on-the-
run premia in Treasury bonds and seasoned versus newly issued
pricing differentials in corporate bonds are known to exist.

32This analysis can say nothing about the relative transparency
discussed in Kwast et al. (1999).

3For comparison with the Gramm—Leach—Bliley Act, I broadly
define A-rated bonds to include A— (A3). Other authors suggest
“investment grade” as the threshold. For this purpose, I include
BBB- (Baa3) in the range of qualifying ratings.

34These numbers probably understate the frequency of low- and
sub-investment-grade bond issuance. The Morgan—Stiroh database
contains only rated bonds. Unrated bonds are frequently issued
and these tend to be from more risky companies, though this is
not invariably the case.

3Where ratings agencies disagree, it may be presumed that the
higher rating will suffice for meeting the Gramm-Leach—Bliley
requirements (16 percent of newly issued financial institution
bonds failed on both Moody’s and S&P ratings). Furthermore, the
act requires that only one adequately rated bond be outstanding,
which may be a senior or seasoned issue.

3%Using Moody’s ratings does not alter the results materially.

37Alternatives to ratings are apt to be complex. Studies discussed
earlier of the risk-sensitivity of bond yields use numerous ac-
counting variables to collectively proxy for risk. It is conceptu-
ally possible to construct an econometric model that produces a
single measure of risk. Though how to calibrate such a model
without having another measure of risk as a “true value” is some-
what problematical. Examiner ratings are not publicly available
and are apt to be stale.

38Standard errors of the fitted bond yield spreads are rarely re-
ported and would apply in any case to the aggregate across all
ratings.

3There are some concerns that forcing information revelation, for
example, risk exposures, will cause banks to modify their models,
thus degrading the quality of the information they produce.

4See, for example, Merton (1978) and Ritchken et al. (1993).
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Evidence of the North—South business cycle

Michael A. Kouparitsas

Introduction and summary

This article examines the economic fluctuations of two
regional economies: the developed, industrial goods
exporting countries of the world (which I call “North”)
and the developing, non-fuel commodity exporting
countries (or “South”). My principal objective is to
document the salient features of their business cycles
from 1970 to 1995. I frame the discussion around two
questions. The first question is whether these very
different regions share similar business cycle charac-
teristics. The second question is whether there is an
international business cycle, in other words, whether
cyclical fluctuations in one region are positively cor-
related with cyclical fluctuations in the other.

This study is a natural extension of the modern
approach to measuring business cycles initiated by
Burns and Mitchell’s (1946) study of U.S. industrial
data. Just as in this earlier work, the goal of this article
is to summarize properties of the data without impos-
ing much theoretical structure. The hope is that the
resulting regularities of North—South data can then
serve as a guide for future theoretical and empirical
studies of international business cycles.

While the study of short-run interaction between
the North and South is relatively new, the study of
long-run interaction between the North and South is
as old as international trade theory, with roots dating
back to Ricardo’s theoretical analysis of the British
Corn Laws.' The conventional view of the North and
South that emerged from this long-run analysis sepa-
rates the world economy into the developed North,
which is a net exporter of manufactures, and the devel-
oping South, which is a net exporter of primary non-
fuel commodities (that is, agricultural and mining
products). This view incorporates two criteria for
classifying countries as North and South, namely
their level of development and the composition of
their export and import bundles, but these may conflict.
For example, Australia is an industrial country that
principally exports primary commodities in exchange
for manufactured imports. Another challenge posed
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by this definition is that countries may move from
one category to the other over time. There are many
economies, including newly industrialized Asian
countries such as Taiwan and Korea, that have changed
from predominantly agricultural to highly industrial-
ized. For the purposes of this article, I adopt a more
general definition of the North by expanding it to
include countries that were classified by the Interna-
tional Monetary Fund (IMF) as developed countries
over the data sample used in this article, which runs
from 1970 to 1995. This definition includes primary
commodity exporting industrial countries, such as
Australia, while it excludes the newly industrialized
countries of Asia.? The South, in contrast, is limited
to countries that were net exporters of primary non-
fuel commodities and classified as developing by the
IMF from 1970 to 1995, a definition that matches the
traditional view of the South. A country is considered
to be a net exporter of primary non-fuels if its average
export share exceeded its average import share of
primary non-fuels over the data sample.

Using these definitions, | have assembled data
for 22 northern countries and 46 southern countries,
which include 25 years of annual real and nominal
sectoral output, consumption, investment, export, and
import data.’ I combine these individual country data
to form regional aggregates for the North and South;
this greatly simplifies the discussion. It is also neces-
sary because the focus of this article is on the behav-
ior of regional rather than individual country
business cycles.

I begin my discussion of the aggregate regional
data by comparing the industrial and trade characteris-
tics of the North and South. In contrast to stylized mod-
els typically used to study long-run growth linkages

Michael A. Kouparitsas is an economist at the Federal
Reserve Bank of Chicago. The author would like to thank
seminar participants at the Federal Reserve Bank for
useful comments on an earlier drafft.
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between the North and South, I find that the South is
not completely specialized in the production and expor-
tation of primary commodities. In fact, I find that the
South devotes a significant share of its production
and export trade to manufactures and services. On
the other hand, I find that the North fits closely with
the stylized view of North—South trade models by
devoting a small share of its production and trade to
primary commodities and a significant share of pro-
duction and trade to manufactures and services.

I break up the description of the cyclical features
of the data by focusing on four areas: intraregional
activity; interregional activity; the behavior of relative
prices and quantities; and the behavior of trade flows
and quantities. The intraregional data reveal many
similarities in the cyclical fluctuations of the North
and South. For example, one of the highlights of the
regional dataset used in this article is its relatively
rich sectoral output data covering primary, industrial,
and service sector activity. These data allow me to
explore whether there are regional business cycles in
the North and South. Building on Burns and Mitchell’s
(1946) definition of a national business cycle, a

regional business cycle comes about if upswings or
downturns in one regionwide production sector are
matched by upswings or downturns in other region-
wide sectors. Lucas’s (1977) summary of Burns and
Mitchell’s work points out that cyclical fluctuations
in the growth rates of U.S. non-primary production
sectors are closely related to each other, while cycli-
cal fluctuations in the growth rates of U.S. primary
activity have a low coherence with the rest of the
U.S. economy. This suggests that the U.S.’s national
business cycle is limited to non-primary activities. |
find that this result extends to the broader northern
and southern economies, which indicates there are
regional business cycles in non-primary activities.
More specifically, I find that both regional economies
display a high positive correlation between fluctua-
tions in growth rates of industrial and service sector
activity, while registering a low correlation (in many
cases a negative one) between fluctuations in the
growth rates of primary activity and non-primary
activity (see figure 1).

The next feature of regional economies that I fo-
cus on is the persistence of their economic fluctuations.

FIGURE 1
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Policymakers are particularly interested in the persis-
tence of economic fluctuations, since more persistent
fluctuations imply greater economic hardship during
downturns and longer expansions. I find that fluctua-
tions in the growth rate of aggregate output tend to
be more persistent in the South. One possible inter-
pretation of this result in that policy (monetary and
fiscal) responds with a much longer lag in the South.
Many studies have documented the positive cor-
relation of the growth rates of gross domestic product
(GDP) of the major industrialized countries of North
America and Europe.* Extending Burns and Mitchell’s
definition of a business cycle along the international
dimension, these data suggest that there is an interna-
tional business cycle. First, the data show that when
one major industrial country is in an upswing or down-
turn, the other major industrial countries tend to be in
an upswing or downturn. This could be referred to as
the North—North business cycle. In addition, I find
that the international business cycle extends to the
South by showing that there is a strong positive cor-
relation of the growth rates of northern and southern
GDP (see figure 2). Using the sectoral data, I show
that the North—South business cycle is supported by

a strong positive correlation of the growth rates of
northern and southern industrial activity and a some-
what weaker correlation of the growth rates of northern
and southern services.

There are two basic explanations for why these
regional economies move together. One view is that
business cycles simply reflect the fact that regions
are influenced by the same source of innovations and
that they respond to these innovations in the same
way. The other is that business cycles are transmitted
from one region to another via interregional trade.

I lay the seeds for future empirical and theoretical
analysis of this issue by examining the cyclical rela-
tionship between interregional relative prices, inter-
regional trade flows, and regional expenditure and
production.

The data suggest that the North—South business
cycle is the byproduct of a strong North—South busi-
ness cycle transmission mechanism. There are two
important transmission channels. First, the relative
price, trade, and production data suggest that fluctua-
tions in the South’s terms of trade (ratio of southern
export to import prices) are caused by fluctuations in
the North’s demand for southern exports. Second, the

FIGURE 2
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relative price, trade, and expenditure data
suggest that fluctuations in southern con-

TABLE 1

Industry value-added as share of total value-added

sumption and investment are largely driven
by fluctuations in the South’s terms of trade.
Overall, these data suggest that fluctuations

North South
1970 1980 1995 1970 1980 1995

that originate in the North are transmitted to
the South through interregional trade.

Data and methodology

The developing country time series
data are from the World Bank’s World
Development Indicators database (WDI)

Primary
Industrial
Services
Total

5 4 2 25 19 15
44 42 35 29 35 33
51 54 63 45 46 52

100 100 100 100 100 100

Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

(1998). This database contains real and

nominal annual data on value-added by sector, con-
sumption, investment, government spending, exports,
and imports for 46 southern countries as defined ear-
lier, covering the period from 1970 to 1995. (Other
countries in the WDI fall outside the definition of a
southern country adopted here.) Time-series data for
the northern countries come from the Organization
for Economic Cooperation and Development’s (OECD)
International Sectoral Database (ISD) (1998). The
ISD contains real and nominal annual data on value-
added by sector, consumption, investment, government
spending, exports, and imports for 22 northern coun-
tries, covering the period from 1970 to 1995.

Disaggregated merchandise trade data are from
the World Bank world tables (1991). This database con-
tains annual merchandise trade flows for 100 countries
from 1969 to 1988 (the data were not collected after
1988).5 Data on interregional trade flows come from
various issues of the United Nations’ International
Trade Statistics Yearbook, special table B.

Following in the tradition of modern business
cycle analysis, I describe the cyclical characteristics
of the North and South through various second-moment
statistics (standard deviations and correlation coeffi-
cients) of a stationary component of the time-series
data. Following the literature, I focus on the so-called
business cycle components of the data, which are
captured in annual data by simple growth rates. All
statistics reported in this article refer to regional aggre-
gates for the North or South. The regional aggregates
are the sum of the individual North or South real and
nominal country data, converted to a common cur-
rency, U.S. dollars.

Stylized features on North-South industry,
expenditure, and trade

Table 1 describes the structure of industry in the
North and South from 1970 to 1995. The stylized
view of the South is of a small economy that special-
izes in the production and export of primary goods,

Federal Reserve Bank of Chicago

while the stylized view of the North is of a large
economy that specializes in the production and export
of industrial goods. Table 1 reveals that while the
South devoted considerably more activity than the
North to primary production from 1970 to 1995, it
was not specialized in the production of primary goods
over this period. In fact, the South allocated roughly
25 percent of its activity to primary production in
1970, which steadily declined to 15 percent by 1995.
The North, on the other hand, devoted 5 percent or
less of its activity to primary production from 1970
to 1995. As table 1 shows, the share of activity devot-
ed to industrial production was roughly similar in the
North and South in 1995, which stands in stark con-
trast to the stylized view of the North and South. This
reflects the fact that the share of activity allocated to
industrial production has been steadily declining in
the North and generally rising in the South since 1970.
The final row of table 1 reveals that a growing share
of activity in the North and South has been devoted
to services since 1970. The South shifted from a service
share of 45 percent in 1970 to 52 percent in 1995,
while the North shifted from a service share of 51
percent in 1970 to 63 percent in 1995.

Table 2 divides activity by expenditure category.
With the exception of trade, the North’s expenditure
shares were largely constant from 1970 to 1995. The
South, in contrast, has experienced a steady decline
in its consumption share, which has largely been off-
set by a steady increase in its investment share. Table
2 also reveals that the North and South experienced
a significant increase in the share of activity they
devoted to trade from 1970 to 1995. In 1970, the share
of activity devoted to trade was roughly similar in
the North and South at around 13 percent for exports
and 13 percent for imports in both regions. By 1995,
trade activity had grown considerably to 19 percent
for exports and 19 percent for imports in the North
and 23 percent for exports and 25 percent for imports
in the South.
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TABLE 2

Expenditure as share of total value-added

import baskets. The largest share is devoted
to industrial goods, 58 percent in the North
and 66 percent in the South, while primary

Note: Government indicates government spending.

Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

North South non-fuels and fuels are in the range of 16
1970 1980 1995 1970 1980 1995 percent to 24 percent of the regions’ import
_ baskets. The similarity of the North and
Consumption 60 60 63 72 67 65 .
Investment 29 . 21 20 . o5 South import baskets reflects the fact that
Government 17 18 16 10 11 12 a significant share of the North’s trade is
Exports 13 20 19 11 17 23 intraregional. We can see this in table 4,
Imports 13 20 19 13 19 25 which describes in detail intraregional and
Total 100 100 100 100 100 100 interregional trade flows between the

North and South from 1970 to 1995. The
upper panel describes the flow of exports
by destination, while the lower panel de-

Table 3 takes a closer look at trade by breaking
up the export and import bundles into three categories,
primary non-fuels, primary fuels, and industrial goods.
A typical stylized model of North—South trade assumes
that the North is specialized in the export of industri-
al goods, while the South is specialized in the export
of primary goods. The upper panel of table 3 shows
that this is consistent with recent data. For example,
with 75 percent of its exports devoted to industrial
goods, the North was roughly specialized in the export
of industrial goods from 1969 to 1988. Similarly, the
other half of the upper panel reveals that with 72 per-
cent of exports devoted to non-fuel and fuel commodi-
ties, the South was roughly specialized in the export of
primary goods from 1969 to 1988. The middle panel
of table 3 reveals that the North and South have similar

TABLE 3

Composition of merchandise trade
North South
Export shares
Primary non-fuels 19 67
Primary fuels 5 6
Industrial 75 28
Total 100 100
Import shares
Primary non-fuels 24 17
Primary fuels 19 16
Industrial 58 66
Total 100 100
Net export shares
Primary non-fuels -4 49
Primary fuels -13 -11
Industrial 18 -39
Source: Author’s calculations based on data from World
Bank, “World tables” (1991).

scribes the flow of imports by the source.
For example, reading across the first row
of the upper panel we see that 85 percent of all exports
that originate in the North are actually shipped to other
countries in the North. Continuing across this row we
see that 15 percent of all exports from the North are
destined for the South. The next row indicates that 81
percent of all exports from the South are shipped to
the North, while 19 percent of exports from the South
are destined for countries within the South. The col-
umns of the lower panel indicate the source of imports
to the North and South. The column on the right indi-
cates that 87 percent of the North’s imports come from
other countries in the North, while 13 percent of its
imports come from the South. The middle column
reveals roughly similar sources for southern imports,
83 percent and 17 percent, respectively, from the
North and South.

Another way to think about table 4 is that it tells
us that the regional gross trade data of the South

TABLE 4

Intra- and inter-regional trade flows
A. Trade by destination region
(distribution of exports)
From/to North South World
North 85 15 100
South 81 19 100
World 80 20 100
B. Trade by source region
(distribution of imports)
From/to North South World
North 87 83 86
South 13 17 14
World 100 100 100
Source: Author’s calculations based on data from United Nations,
International Trade Statistics Yearbook (various issues).
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largely reflects trade between the North and South,
while the regional gross trade data of the North
largely reflects trade between northern countries or
intra-North trade. In my subsequent discussion, |
measure the trade flows between the North and
South as the regional gross exports/imports of the
South and the terms of trade between the North and
South as the ratio of regional gross export prices to
import prices of the South. This means that in the
following discussion the exports and imports of the
North are constrained to be the same as gross regional
imports and exports of the South.

The lower panel data in table 4 also provide
information about the relative size of the regional
economies. In my discussion of table 2 I noted that
the North and South have roughly similar gross import
and export shares; therefore, the relative size of the
regional economies is directly proportional to their
share of world trade.® Combining the results from
tables 2 and 4, the North accounts for roughly 86 per-
cent of the world’s output, while the South provides
the remaining 14 percent. In other words, the North
is roughly six times the size of the South, so the styl-
ized view that the South is a small open economy fits
with the data.

Is there a regional business cycle in the
North and South?

One of the highlights of my regional dataset is its
relatively rich sectoral output data covering primary,
industrial, and service sector activity. These data allow
me to explore whether there are regional business
cycles in the North and South. My definition of a re-
gional business cycle is a logical extension of Burns
and Mitchell’s (1946) definition of a national business
cycle. Burns and Mitchell argue that a nation has a
business cycle if upswings or downturns in one national
production sector are matched by upswings or down-
turns in other nationwide production sectors. With
this in mind, I argue that a regional business cycle
comes about if upswings or downturns in one region-
wide production sector are matched by upswings or
downturns in other regionwide sectors.

Table 5 describes the contemporaneous correlation
coefficients of regionwide sectoral output growth
rates from 1970 to 1995. The upper panel lists the
correlation coefficients for the North and the lower
panel for the South. Reading across the first row of
the upper panel, we see that the correlation of northern
GDP and primary output growth is 0.19, while the
correlation of northern GDP and industrial and service
sector output growth is considerably higher at 0.96
and 0.91, respectively (a coefficient of 1.0 would

Federal Reserve Bank of Chicago

TABLE 5

Intraregional cyclical output correlations
GDP Primary  Industrial ~ Services

North

GDP 1.00 0.19 0.96 0.91
Primary 1.00 0.10 0.15
Industrial 1.00 0.77
Services 1.00
South

GDP 1.00 0.19 0.89 0.87
Primary 1.00 -0.16 -0.04
Industrial 1.00 0.71
Services 1.00
Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

imply a perfect correlation). The remaining rows of
the upper panel reveal the precise relationship between
the sectors. The correlation of primary and service
sector output growth is 0.15, while the correlation of
industrial and service sector output growth rates is
0.77.7 This suggests that there is a regional business
cycle in non-primary activity in the North.

The correlation statistics in the lower panel of
table 5 display the same pattern as the upper panel.
Just as in the northern case, the southern data reveal
a low coherence between fluctuations of primary and
non-primary activity and a high coherence between
fluctuations of non-primary sectors, which suggests
that there is also a regional business cycle in non-
primary activity in the South.

Table 6 extends the analysis of regional business
cycles to include expenditure aggregates. The upper
panel of table 6 describes the correlation of aggregate
and sectoral output growth rates (discussed above) and
the growth rates of consumption, investment, govern-
ment spending, exports, and imports in the North. The
lower panel describes the same set of correlation sta-
tistics for the South. Reading across the first row of
the upper panel, we find that the growth rates of con-
sumption, investment, government spending, exports,
and imports are all positively correlated with the growth
rate of GDP in the North. Turning to the sectoral out-
puts, we see that the growth rates of industrial and
service sector activity are also strongly correlated with
the growth rates of the expenditure variables. Primary
activity fluctuations, in contrast, display much lower
correlations with the expenditure variables.

Moving onto the southern correlation statistics
in the lower panel of table 6, there are a number of
similarities to, and some significant differences from,
the northern case. Just as in the North, the South shows
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TABLE 6

Intraregional cyclical output and expenditure correlations

Consumption Investment Government Exports Imports
North
GDP 0.91 0.94 0.61 0.12 0.49
Primary 0.10 0.18 0.14 -0.04 -0.12
Industrial 0.77 0.92 0.64 0.22 0.64
Services 0.87 0.86 0.54 0.02 0.35
South
GDP 0.72 0.75 0.39 0.19 0.48
Primary 0.18 0.34 -0.11 -0.19 0.16
Industrial 0.70 0.54 0.28 0.38 0.42
Services 0.69 0.65 0.21 0.02 0.51
Note: Government indicates government spending.
Source: Author’s calculations based on data from World Bank, World Development Indicators (1998)
and OECD, International Sectoral Database (1998).

a higher correlation between fluctuations in non-prima-
ry activity and fluctuations in the expenditure variables.
However, the correlation coefficients tend to be smaller
than their northern counterparts. The main difference
between the regions is the South’s considerably lower
correlation of output and government spending growth
rates. For example, the correlation of the growth rates
of GDP and government spending in the North is 0.61,
while it is only 0.39 in the South.

Table 7 completes the matrix of intraregional
statistics by reporting on the cyclical relationship
between the five regional expenditure variables. The

North variables in the upper panel reveal a high level
of coherence between fluctuations in northern con-
sumption, investment, government spending, exports,
and imports. This is not surprising given the number
of multicountry business cycles studies, such as Backus
and Kehoe (1992), that have shown that expenditure
components tend to be highly correlated in individual
northern countries. I also find, as did these earlier na-
tional studies, that exports display the lowest correla-
tion statistics.

The South statistics in the lower panel of table 7
echo many of the findings of table 6: there appears to

TABLE 7

Intraregional cyclical expenditure correlations

GDP Consumption Investment Government Exports Imports
North
GDP 1.00 0.91 0.94 0.61 0.12 0.49
Consumption 1.00 0.82 0.36 -0.13 0.34
Investment 1.00 0.50 0.20 0.59
Government 1.00 0.11 0.37
Exports 1.00 0.38
Imports 1.00
South
GDP 1.00 0.72 0.75 0.39 0.19 0.48
Consumption 1.00 0.51 -0.10 0.23 0.61
Investment 1.00 0.12 0.04 0.79
Government 1.00 -0.29 -0.26
Exports 1.00 0.38
Imports 1.00
Note: Government indicates government spending.
Source: Author’s calculations based on data from World Bank, World Development Indicators (1998)
and OECD, International Sectoral Database (1998).
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be high coherence between fluctuations of consump-
tion, investment, and imports, albeit less than in the
North, and relatively low coherence between fluctua-
tions of exports and the other expenditure variables.
I also find, as in the North, that fluctuations of gov-
ernment spending in the South are poorly correlated
with fluctuations of the other expenditure variables.

How persistent are regional
business cycles?

The next feature of regional economies that I
focus on is the persistence of their economic fluctua-
tions. Policymakers are particularly interested in this
issue, since more persistent fluctuations imply great-
er economic hardship during downturns and longer
expansions. Persistence is typically measured by the
first-order autocorrelation of a variable. Table 8 reports
autocorrelation statistics for the North and South in
the first and second columns, respectively.

The first row of table 8 reveals that fluctuations
in the growth rate of aggregate output tend to be more
persistent in the South. In fact, the correlation between
fluctuations in current and lagged southern activity is
0.51, which is considerably higher than the North’s
correlation of 0.33. The next three rows of table 8
reveal a similar pattern for the persistence of sectoral
output fluctuations in the North and South. Fluctua-
tions in the growth rate of primary sector output tend
to die out very quickly, with an expansion one year
followed by a downturn the next year. On the other
hand, fluctuations in the growth rate of the service
sector and, to a lesser extent, the industrial sector tend
to die out more slowly over time, with the lowest

TABLE 8

Persistence
North South

Output

GDP 0.33 0.51

Primary -0.51 -0.35

Industrial 0.17 0.23

Services 0.46 0.31
Expenditure

Consumption 0.41 0.10

Investment 0.39 0.37

Government -0.37 0.13

Exports 0.38 0.22

Imports 0.22 0.38
Relative prices

Terms of trade -0.05 -0.05
Note: Government indicates government spending.
Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

correlation standing at 0.17 for current and lagged
industrial activity in the North.

How volatile are regional business cycles?

The final regional dimension along which I com-
pare the North and South is the volatility of their pro-
duction and expenditure activity. I do this by reporting
percentage standard deviations of fluctuations in the
regional growth rates of output and expenditure in
the first two columns of table 9. The third column re-
ports on the volatility of total North—South activity. I
postpone my discussion of these world statistics until
the next section. To simplify the comparison of North
and South, [ have divided the sector activity and dis-
aggregated expenditure standard deviations by the
standard deviation of regional and world GDP to form
relative standard deviations. Values greater than one
indicate the variable is more volatile than GDP, while
values less than one indicate the variable is less vola-
tile than GDP.

The first row of table 9 tells us that, with a stan-
dard deviation of 1.91 percent, aggregate northern
activity is roughly 50 percent more volatile than aggre-
gate southern activity, which has a standard deviation
of 1.27. This seems counterintuitive given the high
volatility of individual developing countries and the
relatively low volatility of the major industrial coun-
tries. The outcome reflects the fact that fluctuations
tend to be more highly correlated across developed
countries. This comes about because the northern
economies are more homogenous in production, in

TABLE 9

Cyclical volatility
North South World

GDP 1.91 1.27 1.75
Relative volatility
Output

Primary 1.96 1.63 1.27

Industrial 1.53 1.82 1.57

Services 0.75 0.99 0.75
Expenditure

Consumption 0.86 0.97

Investment 2.37 4.18

Government 1.65 2.22

Exports 3.98 2.38

Imports 2.10 4.50
Relative prices

Terms of trade 2.68 3.04

Real commodity price 2.72
Note: Government indicates government spending.
Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

Federal Reserve Bank of Chicago
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the sense that they devote similar shares to primary,
industrial, and service activities. The southern econo-
mies tend to be more heterogeneous in production,
with a greater deal of variation in the share of activity
they allocate to primary and non-primary production.
Moving onto the relative volatility statistics for
the North in the first column of table 9, we see that
primary activity in the North is roughly twice as vol-
atile as aggregate output. Industrial activity is also
more volatile than aggregate output, but less volatile
than primary activity. Services, in contrast, are less
volatile than aggregate output, with a relative volatil-
ity statistic of 0.75. The second column of table 9
reveals a similar relationship for the South: service
activity is less volatile than aggregate activity, while
primary and industrial activity are both more volatile
than aggregate activity. The only difference between
the North and South is that the ranking of the relative
volatility of primary and industrial activity is reversed.
Results on the relative volatility of expenditure
variables at the national level are well known, from
individual and multicountry studies of northern econ-
omies (see, for example, Backus and Kehoe, 1992).
These studies show that consumption is less volatile
than aggregate output, while investment, government
spending, exports, and imports tend to be more vola-
tile than aggregate output. The first two columns of
table 9 show that these results extend to the regional
economies of the North and South. With
the exception of the trade flows, the order-
ing of the relative volatilities of the expen-

referred to as the North—North business cycle. Here,
I examine whether the international business cycle
has a North—South component.

Table 10 describes in detail the lead, lag, and
contemporaneous correlation statistics of fluctuations
of sectoral and aggregate economic activity in the
North and South. The rows of the upper panel describe
the cyclical relationship between a particular North
output variable and the four South output variables
at the same point in time. The columns describe the
cyclical relationship between a particular South out-
put variable and the four North output variables at
the same point in time. For example, the first cell of
the first column of the upper panel indicates that the
contemporaneous correlation of the growth rates of
northern and southern GDP is 0.45. This finding is
similar to Backus, Kehoe, and Kydland’s (1995) esti-
mate of the correlation of fluctuations of output of
the major developed regions, such as Europe and the
U.S. This suggests that there is as much coherence be-
tween the North and South as there is between regions
of the North, which implies that the international busi-
ness cycle does indeed extend to the South.

The other elements of the first column of the
upper panel reveal that the North—South business
cycle is the byproduct of a strong correlation of the
growth rates of aggregate southern activity and
northern non-primary activity. Tracing across the

TABLE 10

diture variables is identical for the two Interregional cyclical output correlations
regions. In contrast, the data reveal that South at time t
exports are more volatile than imports in North at time t GDP Primary Industrial Services
the North, whlle exports are less volatile GDP 0.45 0.09 0.59 0.08
than imports in the South. In other words, Primary -0.04 -0.08 -0.06 _0.11
exports from the North to the South are Industrial 0.33 -0.08 0.45 -0.02
more volatile than exports from the South Services 0.43 -0.13 0.58 0.14
to the North. South at time t+1
GDP Primary Industrial Services
Is there a North-South
business cycle? GDP 0.44 -0.03 0.40 0.45
) Primary -0.32 -0.26 -0.27 -0.12
‘Many studies have documented the Industrial 0.31 0.06 0.26 0.32
positive correlation of output fluctuations Services 0.46 0.01 0.37 0.41
of the major industrialized countries. South at time t-1
. . ,

Exter?d’lng Burns a'nd Mitchell’s (1946) GDP Primary Industrial Services
definition of a business cycle along the
international dimension, these data suggest GDP 0.10 -0.01 0.16 -0.13
that there is an international business cycle. Primary 0.02 0.19 -0.05 -0.02
I icul he d for ind ial Industrial 0.06 -0.03 0.15 -0.17
n particular, the data for n PStr_la coun- Services 0.09 -0.04 0.12 -0.17
tries show that when one major industrial

iq 1 3 Source: Author’s calculations based on data from World Bank,
country l.S m. anup S.Wlng or d'ownturn, the World Development Indicators (1998) and OECD, International
other major industrial countries tend to be Sectoral Database (1998).
in an upswing or downturn. This could be
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rows for northern non-primary activity, we see that
these statistics are supported by a strong correlation
of the growth rates of northern non-primary and
southern industrial activity, with correlation coeffi-
cients of 0.45 for industrial activity and 0.58 for ser-
vice sector activity. The other highlights of the panel
are the low coherence of growth rates of northern
and southern primary and service sector activity.

These observations are echoed in the world vola-
tility statistics presented in table 9. The low coherence
between northern and southern primary activity is
revealed by the relatively low volatility of world pri-
mary output fluctuations, while the high coherence
between northern and southern industrial activity is
evident in the relatively high volatility of world indus-
trial output fluctuations.

The middle panel of table 10 examines whether
the North leads the South. Just as in the upper panel,
northern output variables are listed in the rows and
southern output variables are listed in the columns,
but now the southern variables refer to fluctuations
one year ahead. For example, the first cell of the first
column reveals that the growth rate of northern GDP
is positively correlated with the growth rate of south-
ern GDP in the following year. This suggests that
northern fluctuations lead southern fluctuations by
at least one year. The lower right-hand block of the pan-
el reveals that this aggregate relationship is supported

by a strong correlation of the current growth rate of
northern and future growth rate of southern non-pri-
mary activity. The lower panel of table 10, in con-
trast, points to a weak relationship between lagging
southern activity and contemporaneous northern activ-
ity, implying that southern activity does not lead
northern activity.

Next, I look at the relationship between fluctua-
tions in northern and southern expenditure components,
reported in table 11. The format of table 11 is the same
as table 10: North variables form the rows and South
variables form the columns. The upper panel reports
contemporaneous correlation statistics, the middle
panel looks at the relationship between current north-
ern and future southern activity, and the lower panel
reports the relationship between current northern and
lagged southern activity.

Much has been written in the North—North busi-
ness cycle literature about the fact that the interna-
tional contemporaneous correlation of fluctuations of
consumption expenditure is lower than the international
contemporaneous correlation of fluctuations of GDP
(see, for example, Backus, Kehoe, and Kydland,
1995, table 11.2). This statistic has garnered a lot of
attention because it suggests that there is very little
risk-sharing across industrial countries. Although it is
less well known, it is also true that the international
correlation of fluctuations of investment expenditure

TABLE 11

Interregional cyclical expenditure correlations

Note: Government indicates government spending

and OECD, International Sectoral Database (1998).

Southern variable at time t
Northern variable at t GDP Consumption Investment Government Exports Imports
GDP 0.45 0.31 0.14 0.13 0.49 0.12
Consumption 0.40 0.11 0.02 0.36 0.34 -0.13
Investment 0.31 0.21 0.11 0.03 0.59 0.20
Government 0.17 0.34 -0.05 -0.17 0.37 0.11
Southern variable at time t+1
GDP Consumption Investment Government Exports Imports
GDP 0.44 0.41 0.51 0.10 -0.08 0.43
Consumption 0.57 0.60 0.46 0.09 0.11 0.44
Investment 0.31 0.31 0.46 0.00 0.07 0.48
Government 0.09 -0.02 0.30 0.08 -0.36 0.13
Southern variable at time t-1
GDP Consumption Investment Government Exports Imports
GDP 0.10 -0.04 -0.38 0.31 0.25 -0.44
Consumption 0.12 -0.05 -0.28 0.36 0.05 -0.41
Investment -0.04 -0.08 -0.45 0.17 0.38 -0.37
Government -0.05 -0.32 -0.37 0.31 -0.03 -0.59

Source: Author’s calculations based on data from World Bank, World Development Indicators (1998)

Federal Reserve Bank of Chicago
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is lower than the international correlation of fluctua-
tions of GDP in contemporaneous North—North data.
Table 11 reveals that these results also carry over to
the contemporaneous North—South data. However, the
correlation coefficients are considerably lower than
those typically found in North—North studies. One
interpretation of this finding is that there is even low-
er risk-sharing along the North—South dimension.
The middle panel of table 11 reinforces our earlier
finding of a strong lead—lag relationship for North and
South. Focusing on the first three rows and columns,
we see that the growth rates of current northern con-
sumption and investment are highly correlated with
future growth rates of southern consumption and invest-
ment. In contrast to the contemporaneous statistics,
the lagging interregional correlation coefficients of
consumption and investment fluctuations exceed the
lagging interregional correlation coefficient of GDP.

Are fluctuations transmitted from
North to South?

There are two basic explanations for why regional
economies move together. One view is that the regional
business cycle simply reflects the fact that the regions
are influenced by the same sources of innovation and
that they respond to these innovations in the same way.
The other is that fluctuations that originate in one
region are transmitted to another through trade and/or
production linkages. This section lays the seeds for
future empirical and theoretical analysis of this issue
by examining the cyclical relationship between inter-
regional relative prices, interregional trade flows, and
regional expenditure and production.

Support for the notion that business cycles are
transmitted from the North to South via trade links
appears in tables 6, 7, 12, and 13.3 Table 12 describes
in detail the contemporaneous relationship between
fluctuations in northern aggregate and sectoral output
and components of southern expenditure. This table
reveals a strong direct relationship between northern

and southern activity. In particular, the first row of
the table indicates that the strong correlation between
fluctuations in northern and southern aggregate activity
is due in large part to a strong correlation between fluc-
tuations in northern activity and southern exports.
Moving down the exports column, the sectoral data
reveal that the correlation between northern GDP and
southern exports is actually the byproduct of an even
stronger correlation of 0.64 between northern industri-
al production and southern exports (see also figure 3).

Before discussing the implications of these results,
I examine the relationship between activity and rela-
tive prices, as shown in table 13. I study two relative
prices: the real commodity price, which is the ratio
of primary non-fuel prices to industrial goods prices,
and the South’s terms of trade, which is the ratio of
export prices to import prices in the South. An im-
provement in the South’s terms of trade means that
the price of its exports has risen relative to the price
of its imports.

The lower panel of table 13 reveals that fluctua-
tions in the real commodity price are highly positively
correlated with fluctuations in industrial activity and
weakly negatively correlated with fluctuations in pri-
mary activity (see also figure 4). The upper and middle
panels reveal a similar relationship between fluctuations
in regional activity and the real commodity price. Non-
fuel commodities are largely consumed as intermediate
inputs in the production of northern industrial goods,
which has led researchers to argue that fluctuations in
the real commodity price are caused by fluctuations in
the North’s demand for non-fuel commodities (see, for
example, Borensztein and Reinhart, 1994).

Linking these results on trade flows and relative
prices, it follows that a typical expansion in the North
is associated with increased demand for the South’s
exports, which causes a significant rise in the relative
price of the South’s exports.

The flip side to this relationship is the relation-
ship between southern imports and southern activity.

TABLE 12

Interregional cyclical output and expenditure correlations

Note: Government indicates government spending.

and OECD, International Sectoral Database (1998).

Southern variable at time t
Northern variable at t GDP Consumption Investment Government Exports Imports
GDP 0.45 0.31 0.14 0.13 0.49 0.12
Primary -0.04 -0.29 0.14 0.05 -0.12 -0.04
Industrial 0.33 0.24 0.13 -0.07 0.64 0.22
Services 0.43 0.32 0.06 0.21 0.35 0.02

Source: Author’s calculations based on data from World Bank, World Development Indicators (1998)
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TABLE 13

Relative prices and activity

Real
commodity
Correlation with Terms of trade price
North
Output
GDP 0.54 0.69
Primary -0.05 0.04
Industrial 0.58 0.74
Services 0.40 0.53
Expenditure
Consumption 0.23 0.62
Investment 0.44 0.63
Government 0.54 0.40
Exports 0.50 0.29
Imports 0.44 0.55
South
Output
GDP 0.54 0.36
Primary 0.06 -0.18
Industrial 0.51 0.54
Services 0.43 0.20
Expenditure
Consumption 0.56 0.24
Investment 0.37 0.27
Government -0.36 -0.12
Exports 0.44 0.55
Imports 0.50 0.29
World
Output
GDP 0.71
Primary -0.02
Industrial 0.75
Services 0.54

Note: Government indicates government spending.

Source: Author’s calculations based on data from World Bank,
World Development Indicators (1998) and OECD, International
Sectoral Database (1998).

The correlation statistics for fluctuations in southern
imports and expenditure are reported in the lower
panel of table 7. This table reveals a strong correlation
of 0.48 between fluctuations in southern GDP and
imports. Reading down the imports column, we see
that this correlation is supported by strong correlation
coefficients for both consumption and investment. The
investment correlation is particularly high at 0.79 (see
also figure 3). Table 6 reveals a slightly weaker cor-
relation between fluctuations in southern imports and
non-primary production.

Looking again at the relative price and activity
statistics in table 13, we find that the correlation sta-
tistics (in the middle of the table) reveal a strong pos-
itive correlation between fluctuations in the South’s
terms of trade and non-primary sector output. Fluctu-
ations in southern consumption and investment expen-
diture are also positively correlated with fluctuations
in the South’s terms of trade (see also figure 5).

Bringing together these results on southern trade
flows and relative prices, it follows that a typical im-
provement in the terms of trade of the South is asso-
ciated with greater consumption and investment. The
import and output data suggest that this increased
demand for goods is satisfied by greater imports of
industrial goods from the North and increased non-
primary production in the South. One interpretation
of these statistics is that an improvement in the South’s
terms of trade raises the South’s real income and
demand for both southern and northern final goods.
The volatility statistics in table 9 suggest that terms
of trade fluctuations may have a large effect on south-
ern activity. In fact, the results in table 9 suggest that
a typical terms of trade shock leads to a change in the
South’s real income that exceeds the typical increase
in the growth rate of southern GDP.

FIGURE 3

Northern industrial activity vs. southern exports
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Trade flows vs. southern expenditure and northern activity
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FIGURE 4

Real commodity price vs. world primary activity
percent change
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Real commodity price vs. real activity
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FIGURE 5

Southern consumption vs. terms of trade

percent change
30

Terms

15 of trade

0.0

-1.5 .
Consumption

-3.0 L L L L L L L i
1971 75 79 83 87 91 '95

Notes and sources: See figure 1.

Southern terms of trade vs. real expenditure
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On the whole, the relative price, trade flow, and
activity data suggest that economic fluctuations that
originate in the North are transmitted to the South
through fluctuations in the South’s terms of trade.

To recap, the data suggest that a typical expansion in
the North leads to increased demand for the South’s
exports, which causes a significant increase in the terms
of trade of the South through higher real commodity
prices.” And, as discussed above, the data suggest that
the South’s typical response to an improvement in its
terms of trade is higher consumption and investment,
which is satisfied by greater imports from the North
and increased production in the South. All told, the
evidence suggests that a typical expansion in the North
causes an expansion in the South.

Conclusion

The answer to the question of whether there is a
North—South business cycle boils down to the question
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of whether cyclical fluctuations in one region are
positively correlated with cyclical fluctuations in the
other. With this in mind, I develop and document in
this article a new dataset that describes in detail the
short-run characteristics of the North and South regions.
I find that fluctuations in the North’s aggregate output
are indeed strongly positively correlated with fluctu-
ations in the South’s aggregate output, which provides
evidence in favor of the North—South business cycle.
Using these data, I also argue that the North—South
business cycle comes about because fluctuations that
originate in North are transmitted to the South through
fluctuations in their terms of trade. This analysis is
the first step on the path to developing a better under-
standing of the way in which the North and South in-
teract in the short-run. It will hopefully serve as a
useful guide for future theoretical and empirical studies
of international business cycles and North—South busi-
ness cycles, in particular.'?
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NOTES

ISee the extensive literature review by Currie, Muscatelli, and
Vines (1988) for details.

2It is important to note that the results of the article would not
change if the North only included industrial countries that were
net exporters of manufactured goods from 1970 to 1995.

3The North comprises Australia, Austria, Belgium, Canada, Den-
mark, Finland, France, Germany, Greece, Iceland, Ireland, Italy,
Japan, Netherlands, New Zealand, Norway, Portugal, Spain,
Sweden, Switzerland, UK, and U.S. The South comprises Argen-
tina, Bangladesh, Botswana, Brazil, Burkina Faso, Cameroon,
Central African Republic, Chile, Colombia, Congo, Cost Rica,
Céte d’Ivoire, Dominican Republic, Ecuador, El Salvador,
Gambia, Ghana, Guatemala, Guinea-Bissau, Honduras, India, In-
donesia, Jamaica, Kenya, Lesotho, Madagascar, Malawi, Malay-
sia, Mali, Mauritania, Mauritius, Mexico, Morocco, Nicaragua,
Pakistan, Papua New Guinea, Paraguay, Philippines, Rwanda,
Senegal, South Africa, Sri Lanka, Thailand, Tunisia, Turkey,
Zambia, and Zimbabwe.

“See, for example, Backus, Kehoe, and Kydland (1995) and refer-
ences therein.

SBaxter and Kouparitsas (2000) discuss these data in much
greater detail.

The North has a positive export balance with the South, which
explains why the worldwide distribution of regional imports and
exports is not identical.

"These findings add to the well-known result that there is high
coherence between fluctuations of non-primary activities and low
coherence between primary and nonprimary activity in individual
industrial countries; see the discussion in Lucas (1977) for de-
tails.

8K ouparitsas (2001) provides a more formal time-series analysis
of these data. He shows, using vector autoregression (VAR) tech-
niques, that a significant share of the variation in southern activ-
ity is due to shocks that originate in the North. He also finds that
the transmission mechanism identified here is supported by the
VAR analysis.

Baxter and Kouparitsas (2000) show that the North—South terms
of trade is a broader relative price than the real commodity price.
In fact, their work suggests that fluctuations in the growth rate of
the real commodity price account for roughly 60 percent of the
variation in the growth rate of the North—South terms of trade.

'K ouparitsas (1996) has already made substantial progress on the
development of a quantitative model on the North—South business
cycles. Kouparitsas’ multisector interregional trade model is able
to replicate many of the stylized facts presented in this article, in-
cluding the observed pattern of interregional output correlation
coefficients and the strong coherence between northern industrial
activity and real commodity prices.
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The financial performance of pure play Internet banks

Robert DeYoung

Introduction and summary

The number of banks and thrifts that offer financial
services over the Internet is increasing rapidly in the
U.S. By using “transactional websites,” customers
can check account balances, transfer funds, pay (and
perhaps receive) bills, apply for loans, and perform a
variety of other financial transactions without leaving
their home or place of business. Approximately 1,100
U.S. banks and thrifts operated transactional websites
at year-end 1999—an elevenfold increase over year-
end 1997—and projections by bank regulators suggest
that nearly half of U.S. banks will offer transactional
websites by late 2001 or early 2002 (Furst, Lang, and
Nolle, 2000).

Most banks and thrifts that operate over the
Internet use a click and mortar business strategy,
maintaining traditional networks of brick and mortar
branches along with their transactional websites. Only
a small number of banks and thrifts have completely
abandoned physical branches in favor of a pure play
Internet business strategy, relying exclusively on
transactional websites to deliver banking services. As
of mid-year 2000, less than two dozen of these virtual
banks and thrifts were operating in the U.S., and their
market penetration rates were in the low single digits.
Various surveys report that Internet-only banks have
captured less than 5 percent of the U.S. online bank-
ing market, and less than 1 percent of all Internet
banking customers consider an Internet-only bank
or thrift to be their primary bank.!

In theory, the pure play Internet model offers
advantages for both banks and their customers. The
central financial advantage stems from the savings
associated with not having to operate branches. If
being branchless substantially reduces physical over-
head expenses, and if these savings are not offset by
reductions in revenues or increases in other expense
items, then, all else equal, Internet-only banks will

60

earn high profits. Customers benefit not only from
increased convenience, but also because these banks
(again, in theory) can use some of their overhead cost
savings to pay higher interest rates. The ability to pay
above-market interest rates, combined with access to
a much wider base of potential depositors, arguably al-
lows these banks to grow faster than traditional banks.
In practice, however, the degree to which pure
play Internet banks can actually deliver these benefits
is not yet clear. The pure play business model, the
banks that deploy it, and the technology on which it
relies are still relatively young, so learning effects have
not yet been exhausted. Furthermore, most of the
existing evidence on Internet bank performance is
anecdotal, and the few systematic studies of Internet
bank performance do not distinguish between the
pure play model and the click and mortar model.
This article represents a first attempt to analyze
systematically the financial performance of pure play
Internet banks. Unlike previous studies of Internet
banks that include any branching or branchless bank
that operates a transactional website, this article fo-
cuses on a small sample of six branchless banks and
thrifts that distribute financial services exclusively
through their websites. The pure play banks and thrifts
in this sample are all newly chartered institutions, so
I evaluate their financial performance relative to a
benchmark sample of newly chartered banks and
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thrifts that have branches. I compare the two samples
across 17 different measures of financial performance,
using multiple regression analysis to control for dif-
ferences in age, local economic environment, and
regulatory conditions.

For this set of relatively young banks, my tests
indicate that the average pure play Internet bank is
significantly less profitable than the average branch-
ing bank. A number of factors contribute to this poor
financial performance, including high labor expenses,
low noninterest income, and difficulty attracting core
deposits. My results also bring to light two fallacies
about the standard Internet banking model, at least
as implemented by the institutions in this sample:
Overall overhead expenses are not necessarily lower,
and overall deposit interest rates are not necessarily
higher, compared with branching banks. However,
consistent with the standard Internet banking model,
my results indicate that Internet banks tend to grow
faster than traditional branching banks. In sum, the
early financial performance of these pure play
Internet banks is reminiscent of the early financial
performance of many nonfinancial dot-com compa-
nies: fast growth but low (or no) profits.

These results are intriguing because they imply
that pure play Internet banking may not be a finan-
cially viable business model. However, the data pre-
sented here—which come from a small number of
relatively young banks and thrifts using a largely
untested business model—are not sufficient by them-
selves to support such a strong conclusion. As the pure
play institutions analyzed here become more finan-
cially mature, as additional banks and thrifts adopt a
pure play Internet approach, and as all of these insti-
tutions learn from each other’s experiences, the finan-
cial performance of this business model may well
improve. This article is an early attempt to analyze
the financial performance of pure play Internet banks,
and future studies using larger data sets and different
analytic approaches may come to different conclusions.
The results of this article should be interpreted with
these caveats in mind.

The Internet and bank distribution channels

As the number of banks with fully transactional
Internet sites increases—from zero only a few years
ago to well over 1,000 today—the overall mix of bank
distribution channels is also changing. As the number
of commercial banks in the U.S. declined from roughly
12,000 to 8,500 during the 1990s, the number of branch
locations increased from about 64,000 to 74,000,
and the number of ATMs (automated teller machines)
soared from around 80,000 to well over 200,000.2
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At the same time, the definitions of branch and ATM
are changing. Some banks are converting their ATMs
into “kiosks” that combine a telephone, an ATM, and
an Internet terminal.’ Increasingly, limited service
branches are located in supermarkets or other retail
establishments, and some of these “mini-branches”
feature Internet kiosks in place of, or along with,
teller windows.

This movement toward a less-centralized distri-
bution system affects both customer convenience and
banking costs. Convenience may increase because
customers do not have to travel as far to perform basic
banking transactions, and banks could potentially
have lower overhead expenses as the number of full
service branches declines. For example, it has been
estimated that branch banking costs about $1.07 per
transaction, telephone banking costs about $0.55 per
transaction, ATM banking costs about $0.27 per
transaction, and Internet banking costs about $0.01
per transaction.*

These distribution channels are not perfect sub-
stitutes. Checking an account balance, transferring
funds, paying bills, and applying for credit cards do
not require personal contact or a large physical space,
and hence are well suited for delivery over the Internet
channel. But setting up a new account, applying for
a business loan, retirement planning, closing a mort-
gage, and other complex transactions often require a
secure physical space and/or person-to-person com-
munication. Furthermore, getting cash is impossible
over the Internet and requires either branches or ATMs.
Because some banking transactions are more condu-
cive to some channels than to others, and because
some customers prefer certain delivery channels,
most (but not all) banks deploy a combination of
delivery channels.

Most large and mid-sized banks treat different
distribution channels as complements, and augment
their physical branch locations with ATMs, call cen-
ters, and transactional Internet websites. The click
and mortar banking strategy mentioned above is a
good example of this approach. Although maintain-
ing a network of branch offices requires substantial
overhead expenditures, this strategy provides both
convenient high-tech distribution and low-tech branch-
based service options, and allows banks to sell a full
range of banking services to a wide range of customers.
Sometimes click and mortar banks use a trade name
strategy, in which they create a separate brand identi-
ty for their Internet channels. This is simply a mar-
keting distinction—trade name “banks” do not have
separate banking charters and do not report separate
financial statements—and this strategy is successful
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only if the separate brand identity generates enough
additional revenue to offset the additional marketing
expenditures. (Perhaps the best known example of
this strategy is Wingspan Bank, which is operated by
First USA, an affiliate of Bank One.)

Other banks treat different distribution channels
as substitutes, and serve their customers predominant-
ly through a single channel. The pure play Internet
banking strategy mentioned above is a good example
of this approach. Because some products are difficult
to deliver, and some customers are difficult to serve,
over a single delivery channel, this approach is most
likely to be effective as part of a niche strategy. For
example, a recent study found that 70 percent of online
banking customers said they would consider opening a
new account at a bank with physical locations, but only
40 percent would consider doing so at an Internet-only
bank.’ Along these same lines, the traditional brick and
mortar banking strategy may be profitable for com-
munity banks that specialize in products or customers
that require person-to-person service. But as customers
become more familiar with the Internet, there may be
less room in the market for banks that completely
exclude the Internet channel.

A financial model of pure play
Internet banks

The central financial characteristic of the pure
play Internet banking model is reduced overhead
spending. By eliminating its physical branch locations,
the pure play bank can substantially reduce expenses
on rent (or mortgage payments), on upkeep and main-
tenance, and, most importantly, on the labor needed to
run branch locations. Banks can use these savings to
increase the per-unit profit on their existing business.
Or banks can use the savings to increase their market
share, attracting customers by paying higher interest
rates on deposits or charging lower interest rates on
loans. Although this will reduce the bank’s interest
margin, increasing the bank’s size could create bene-
ficial scale effects by spreading administrative costs
over a greater volume of business or allowing the
bank to market fee-based services (like investment
or insurance products) to a greater number of captive
customers.

The simple financial statements displayed in
table 1 illustrate the potential financial advantages
of the pure play Internet strategy. The balance sheet
shown in panel A leaves out many items normally

TABLE 1

A. Balance sheet

B. Income statements

Potential advantages of pure play Internet model
($millions, unless stated otherwise)

Cash 40 Deposits 450
Securities 140 Other liabilities 5
Loans 310

Plant and other 10 Equity 45
Total assets 500 Liabilities and equity 500

Brick and mortar bank

Internet bank 1 Internet bank 2

Assumptions

Rate on loans, securities (%) 7.50 7.50 7.50

Rate on deposits (%) 3.33 3.33 4.00

Noninterest income 7 7 7

Noninterest expense 15 12 12
Interest revenue 33.75 33.75 33.75
Interest expense 15.00 15.00 18.00
Net interest income 18.75 18.75 15.75
Noninterest income 7.00 7.00 7.00
Noninterest expense 15.00 12.00 12.00
Before tax profit 10.75 13.75 10.75
Tax (40%) 4.30 5.50 4.30
Net income 6.45 8.25 6.45
Return on assets (%) 1.29 1.65 1.29
Return on equity (%) 14.33 18.33 14.33
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found on bank balance sheets, but it offers a reason-
able representation of the composition of assets, lia-
bilities, and equity at the typical U.S. commercial bank
with $500 million in assets in 2000. The income state-
ments are derived using the numbers on the balance
sheet plus four additional numbers for the typical
$500 million bank: the average interest rate paid on
deposits, the average interest rate (including loan
origination fees) received on loans and securities in-
vestments, total noninterest revenues, and total non-
interest expenses.

Three different versions of the income statement
are presented in panel B. The first column presents
the income statement for a hypothetical brick and
mortar bank that pays on average an interest rate of
3.33 percent on its deposit liabilities, and earns an
average interest rate of 7.50 percent on its investments
in loans and securities. Given these rates, the brick
and mortar bank earns an interest margin of 4.17 per-
cent and has an interest margin-to-assets ratio of about
3.75 percent. The bottom line is that the brick and
mortar bank earns a 1.29 percent return on assets and
a 14.33 percent return on book equity.

The second column (Internet bank 1) illustrates
how the bank’s profitability might change if it adopted
an Internet distribution strategy, and if such a change
in strategy allowed the bank to reduce its overhead
expenditures by closing its brick and mortar branches.
Note that one of the main assumptions changes—
noninterest expenses decline by a hypothetical 20
percent, from $15 million a year to $12 million per
year. (Even if a bank closed all its branches and suc-
cessfully migrated its customers to the Internet, non-
interest expenditures would not fully disappear. The
bank would still have some physical space require-
ments, it would have to increase its expenditures on
computer equipment, and it would still have labor
expense—the biggest expense at banks after interest
payments.) Assuming no other offsetting effects, the
financial impact of this change would go straight to
the bank’s bottom line. Return on assets (ROA) would
increase to 1.65 percent, and return on equity (ROE)
would increase to 18.33 percent.

As discussed above, these increased profits could
be simply paid out to the shareholders, or they could
be retained and used to grow the bank. The third col-
umn (Internet bank 2) assumes that the bank uses the
hypothetical overhead savings to attract additional
depositors by paying higher rates on deposits. In this
example, the bank increases its deposit rate by a hy-
pothetical 20 percent, from 3.33 percent to 4.00 per-
cent. This change reduces the bank’s interest margin
from 4.17 percent to 3.67 percent, but its return on
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assets and return on equity remain the same as the
brick and mortar bank’s. Over time these relatively
high deposit rates might attract a greater number of
customers to the bank, allowing it to grow faster than
its brick and mortar competitors.® (Although not shown
in table 1, a similar result could be accomplished by
reducing the interest rate charged to borrowers from
7.50 percent to 6.834 percent, while leaving the deposit
interest rate unchanged.)

Of course, this is a very simple model—in practice,
a number of potentially offsetting financial or market-
ing effects could come into play. On the downside,
the Internet bank must be able to generate loans, attract
deposits, and sell fee-based services (for example,
mutual funds, investment advice, insurance products)
of the same amount and quality as the brick-and-
mortar bank, despite having fewer physical locations
for face-to-face contact with customers. On the upside,
switching from physical branches to Internet distri-
bution may generate financial and marketing benefits
that are not captured in this simple model. Reductions
in plant and equipment on the balance sheet could
allow more assets to be shifted into revenue-generat-
ing loans or securities. The bank could use the Internet
to gather deposits and market loans in new geographic
locations, potentially increasing its growth rate and
allowing for risk-reducing diversification effects. And
customers that use the Internet for banking are likely
to be more educated, sophisticated, and wealthy, and,
therefore, more profitable customers.

Performance of the Internet banking model:
Anecdotal evidence

One might persuasively argue that because Internet
banking is so new, and because it is such a fundamen-
tally different way to bank, it is too early to gauge the
ultimate success of this business model. However, an
increasing amount of anecdotal evidence testifies to
various weaknesses of Internet banking—weaknesses
that will have to be addressed for the pure play bank-
ing model to enjoy widespread viability in the future.

Person-to-person service

The U.S. has a relatively recent history of local
banking, with tens of thousands of banks, thrifts, and
credit unions focusing their efforts on individual cities,
towns, and counties. Given this history, many Ameri-
cans have come to expect in-person service, and very
often name recognition, at their bank. Federal Reserve
Chairman Alan Greenspan recently said “we should
not lose sight of the exceptional value of franchises
based on old-fashioned face-to-face interpersonal
banking,” a clear suggestion that traditional banking,
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for at least some customers and/or products, will not
wither away any time soon.”

Internet banking is the antithesis of high-touch,
person-to-person banking. At an Internet bank, cus-
tomer complaints must be resolved over the telephone
or by e-mail, which can be frustrating for an already
annoyed client. Customer requests that are simple
at a brick-and-mortar bank, such as picking up addi-
tional deposit slips, become more complicated at an
Internet bank, costing the bank postage and handling
and requiring the customer to wait. Potential mort-
gage borrowers may be willing to shop for loan rates
over the Web, but they are often reluctant to apply
for these highly complicated financial products with-
out person-to-person contact. A recent survey found
that 85 percent of homebuyers use the Web for research
but only 10 percent are comfortable getting their mort-
gage from a Web-only institution; another survey found
that Internet banks get the majority of their mortgage
originations from third party mortgage brokers.® If
Internet-only banks have trouble generating mortgages
and other types of loans, they have to make up the
difference by investing in lower yielding securities (for
example, mortgage-backed securities) or purchasing
loans on the wholesale market where competition
drives down margins.

Deposit pricing

Unable to attract depositors by offering in-person
service, Internet banks often attempt to attract depos-
itors that are interest-rate sensitive. A recent survey
found that 14 Internet banks (which included both
Internet-only and trade name Internet banks) offered
an average rate of 6.875 percent on 12-month CDs
(certificates of deposit), while 21 traditional banks
offered an average rate of 6.29 percent. Another sur-
vey found that checking accounts at Internet-only banks
generally paid between 3 percent and 6 percent (and
were sometimes accompanied by no-fee or low-fee
bill-paying services), compared with only about 2
percent at traditional banks.’

But these higher deposit rates are often merely
short-run teaser rates designed to nab new customers—
especially at trade name Internet banks and click and
mortar banks where high deposit rates can be subsi-
dized by other parts of the organization—and may not
reflect the overall deposit rate structure of the bank.!
These rates often attract financially savvy “hit-and-
run” customers, who search the Web for high deposit
rates and do not purchase additional services from the
bank. These deposits typically flow out of the bank
when interest rates are reduced or when the CD matures
and, hence, do not represent long-term, core deposit
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funding. This is a primary reason that one industry
consultant concluded that 70 percent of Internet cus-
tomers are unprofitable, compared with 50 percent of
non-Internet customers.! Thus, one of the theoretical
financial advantages of the simple Internet banking
model—growing the bank based on its ability to
profitably pay above-market interest rates on deposits—
may not work well in practice.

Getting cash and depositing checks

The most obvious problem for a bank without
branches involves cash—how can customers get cash
out of their accounts when they need it? Some Internet-
only banks, like E*tradebank, maintain their own
fleet of ATMs. Although ATMs are, of course, much
less expensive than bank branches, they nonetheless
represent an unwelcome expense for Internet banks. '
Some Internet-only banks simply rebate to the depositor
$5 or $6 in foreign ATM fees per month (typically
enough to cover four to six ATM transactions), while
some banks use a combination of the two approaches.

A similar problem arises when customers need to
deposit checks into their Internet-only bank accounts.
Direct deposit (ACH) works fine for repeating de-
posits like paychecks, but for non-repeating deposits
customers typically must deposit by mail, which can
be inconvenient and adds several days to the time a
customer must wait before drawing on those funds.
Some Internet banks have made alternative arrange-
ments. For example, Wingspan Bank allows customers
to make deposits in ATMs that are part of four re-
gional electronic-transfer networks (NYCE, Fifth
Third’s Jeanie network, Star Systems, and MAC),
and NationallnterBank.com allows customers to send
their deposits by overnight mail at Mail Boxes Etc.
locations. Of course, these arrangements also add to
banks’ expenses. A related problem involves funding
new accounts. A large percentage of new accounts
at Internet banks are never funded; depositors com-
plete the online application form but never mail the
funds. To combat this problem, NetBank allows new
accounts to be funded at the time of application with
credit cards or electronic transfers drawn on accounts
at other banks.

In the future, smart cards that serve as cash sub-
stitutes—easily reloaded at home using a card reader
and readily accepted by merchants—may make cash
obsolete. When and if this happens, it will remove a
major impediment to the pure play Internet model. But
predictions of a “cashless” society have been made
before and have yet to be fulfilled. No one knows
how long it will take for U.S. consumers to willingly
abandon cash.
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Overhead expenditures

Economists are fond of reminding us that there
is no free lunch, and eschewing physical space for
cyberspace does not come without costs. A pure play
Internet bank requires less physical overhead, but run-
ning a high-tech delivery system requires labor that
is more highly educated and, therefore, more expen-
sive than, say, window tellers. Unlike trade name
Internet banks, pure play Internet banks cannot use
the excess systems capacity of their parents for custom-
er support, computer networks, data processing, or loan
underwriting—they either must develop these systems
from scratch or outsource them. And for Internet-only
banks a 24-hour call center is a necessity, not a luxury,
because the customers of an Internet bank expect
around-the-clock business hours.

Marketing poses a particularly thorny problem.
For Internet-only banks, creating a brand identity is
at once more difficult (because the bank has to cut
through the noise on the Internet) and more crucial
(because the bank lacks physical branch locations
which would otherwise help establish its presence in
the marketplace). Rosen and Howard (2000) report
that the average online retailer spends $26 on market-
ing and advertising per purchase, more than ten times
the cost to brick and mortar retailers. Wingspan report-
edly spent $19 million on Web advertising during a
five-month period in early 2000, compared with $13
million for MBNA and $4.6 million for Fleet Boston
Financial Group, both of which are larger than Wing-
span but were not relying on a purely Internet distri-
bution channel.”® Furthermore, the effectiveness of
these advertising expenditures is not clear; for exam-
ple, the CEO (chief executive officer) of Bank One
recently called banner ads on the Web to promote an
Internet bank website “essentially worthless.”!*

Ellen Seidman, director of the Office of Thrift
Supervision (OTS)—an agency that has chartered a
number of Internet-only thrift institutions—summa-
rized the overhead situation at Internet banks: “... the
savings they have achieved by not having branches
have often been offset by the high costs associated
with acquiring and retaining customers and with up-
dating and improving their technology infrastructure.
The promise of low general and administrative ex-
penses has yet to be proven.”!s

Performance of the Internet banking model:
Research studies

Measuring the impact of the Internet on bank
financial performance can be difficult, because in
most cases the costs and revenues associated with
Internet activities are not reported separately from
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the costs and revenues generated by the rest of the
bank. As a result, there is little systematic evidence
regarding the financial performance of the Internet
banking channel. Most studies simply measure trends
in market shares, numbers of accounts, market pene-
tration rates, and similar phenomena using data from
surveys of consumers, annual reports of banks, or bank
press releases.

Recently, federal regulatory agencies have begun
to collect data on Internet banking in a more system-
atic fashion. The Federal Reserve and the Office of the
Comptroller of the Currency (OCC) have used their
regularly scheduled safety and soundness examinations
as an opportunity to ask banks about their Internet
activities. Among other questions, examiners ask if
the bank operates a website; whether that website is
transactional; which products and services are offered
on the website; whether the site is operated by an
outside vendor or by the bank; and whether the bank
plans to upgrade the website in the future. The result-
ing databases can be linked to the call report, allowing
systematic financial analysis of various Internet
banking strategies.

Because these databases are very new, only two
studies (to my knowledge, at the time this article was
prepared) have thus far used them to examine the finan-
cial performance of Internet banks. Both studies
broadly define an “Internet bank™ as a bank that op-
erates a transactional website. Furst, Lang, and Nolle
(2000) use a large database of national banks. They
find that the typical Internet bank is more profitable
than the typical non-Internet bank and tends to gener-
ate greater amounts of noninterest (fee-based) revenue;
however, they find that newly chartered banks (less
than one year old) that offer Internet banking tend to
be less profitable than newly chartered non-Internet
banks. Sullivan (2000) uses a database of commercial
banks located in the Tenth Federal Reserve District.
He finds that Internet banks have substantially higher
ROE than non-Internet banks, although this differ-
ence is not statistically significant. He further finds
that the typical Internet bank generates higher nonin-
terest revenues, relies more on purchased funds financ-
ing, has slightly better loan quality, and (contrary to
the standard Internet banking model, but consistent
with the anecdotal evidence reported above) generates
higher levels of noninterest expenses.

These studies are important, because they offer
the first systematic analysis of whether banks that
offer a nontrivial array of services over the Internet
are more or less profitable than traditional brick and
mortar banks that offer little or no services over the
Internet. However, because these studies use such a
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broad definition of an Internet bank, they cannot dis-
tinguish between the effectiveness of various Internet
strategies, such as the pure play, trade name, and click
and mortar strategies discussed above. Furthermore,
because the databases these researchers have to work
with do not identify the amount of business that flows
through Internet channel, the banks in these studies
may generate as little as 1 percent, or as much as 100
percent, of their business via the Internet. Thus, these
studies do not provide (and in their defense, they do
not set out to provide) a good test of the model in
table 1, because most of the “Internet banks” in these
studies are click and mortar banks that employ multi-
ple distribution channels.

In contrast, this article focuses on the financial
performance of pure play Internet banks only. The
downside of this approach, compared with the earlier
studies, is that only a small handful of pure play
Internet banks have operated long enough to have es-
tablished a financial record. But on the upside, this
approach allows us to more accurately test the Internet
model in table 1, because pure play banks generate 100
percent of their business through the Internet channel.

Identifying pure play Internet
banks and thrifts

A financial institution had to meet four conditions
to be included in this study as a pure play Internet bank.
To start with, the institution had to be previously identi-
fied by the Federal Deposit Insurance Corporation
(FDIC) as an institution whose primary contact with
customers was over the Internet. The FDIC maintains
an informal database of Internet activity at commercial
banks and thrifts, and at the end of the third quarter
2000, there were 22 “Internet-primary” institutions in
this database. Second, the institution had to produce
a full range of basic banking services, including tak-
ing insured deposits, offering checking accounts, and
making loans. Third, the institution had to begin its
operations using a new commercial bank charter or
new thrift charter. Imposing this condition excludes
institutions that began their Internet-only operations
using a preexisting charter, and whose assets, liabili-
ties, costs, and revenues unavoidably reflect the pre-
existing physical branching strategy. Fourth, the
institution had to file its first quarterly Statement of
Condition and Income (call report) before the year
2000. Imposing this condition excludes institutions
for which I could observe only one or two full quarters
of financial performance.

Only six banks and thrifts met all four of these
conditions. The six pure play Internet banks—Ebank,
First Internet Bank of Indiana, Gay and Lesbian Bank,
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Marketplace Bank, NetBank, and Principal Bank—are
described in box 1.'® The other 16 banks and thrifts
from the informal FDIC list are also listed in the box,
along with a description of how they violated one of
the conditions listed above. Although this filtering
procedure excludes the majority of banks and thrifts
on the initial FDIC list, for my analysis to be mean-
ingful it must focus only on institutions that can clear-
ly be called “pure play Internet” banks and thrifts."”?

It is important to understand that the tests below
reflect the average financial performance of these
six pure play banks. The results in this study are not
meant to imply that any single one of these six insti-
tutions performed well or performed poorly during
the sample period.

Choosing an appropriate performance benchmark

This careful selection process yields an interest-
ing byproduct: each of the six pure play Internet banks
is also a newly chartered, or de novo, bank. This is
an important observation, because the financial per-
formance of de novo banks has been shown to differ
systematically from the financial performance of estab-
lished banks (Hunter and Srinivisan, 1990; DeYoung
and Hasan, 1998; and DeYoung, 1999). To properly
evaluate the financial performance of these pure play
Internet banks, it is therefore essential to evaluate their
performance relative to newly chartered non-Internet
banks, not relative to established non-Internet banks.

Figures 1 and 2 illustrate why this is important.
Figure 1 shows how a newly chartered bank’s ROA
improves over time relative to the average ROA for
established banks. Figure 2 shows how a newly char-
tered bank’s capital ratio (equity divided by assets)
declines over time relative to the average capital ratio
for established banks. Although these figures are
highly stylized, they are reasonable representations
of results from systematic studies of actual de novo
bank performance (for example, DeYoung, 1999). In
terms of ROA, the typical de novo bank substantially
underperforms the typical established bank during
its early years, but as the new bank matures its profit-
ability gradually approaches the level of established
banks. As shown in the figure, this maturation pro-
cess—or learning curve—can take as long as a decade
to run its course. A similar, albeit faster, maturation
process occurs for the capital ratio, with the typical
de novo bank having a substantially larger capital
cushion than the typical established bank during its
early years.

These learning curve effects must be taken into
account to avoid misstating the financial perfor-
mance of pure play Internet banks. Figure 1 shows
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BOX 1

The pure players

It is common knowledge that the number of Internet
banks and thrifts is increasing rapidly in the U.S.
But it is less well known how few of these banks
and thrifts have completely abandoned traditional
distribution channels in favor of a pure play strategy
of operating exclusively, or nearly exclusively, over
the Internet. As of the third quarter of 2000, staff at
the FDIC had identified 22 Internet-primary banks
and thrifts that do business primarily over the Internet
and have no branch locations. “Internet primary” is
an informal designation, and is not used formally in
any regulatory or supervisory matter.

Starting with the 22 institutions on the FDIC’s
informal list, I identified six pure play Internet banks
and thrifts to include in the regression tests. Each of
these six institutions had the following characteristics:
1) it produced a full range of basic banking services,
including taking insured deposits, offering checking
accounts, and making loans; 2) it began its opera-
tions using a new commercial bank charter or new
thrift charter; and 3) it filed its first quarterly State-
ment of Condition and Income (call report) before
the year 2000.

A short description of these six pure play Internet
banks and thrifts follows. The accompanying finan-
cial information reflects the most current call report
data available as of June 30, 2000. Other informa-
tion was gleaned from informal discussions with
other regulators, from the bank websites, and from
the National Information Center Database.

= Ebank, www.ebank.com, established in August
1998 as Commerce Bank—a $69 million thrift
institution headquartered in Atlanta, Georgia. It
adopted its Internet focus in the early months of
its life and changed its name to Ebank in 1999.
The website has a clear focus on selling credit,
transactions, and other services to small busi-
nesses. The loan portfolio is a mixture of business
and real estate loans.

= First Internet Bank of Indiana, www.firstib.com,
established in December 1998—a $188 million
state bank headquartered in Indianapolis, Indiana.
The loan portfolio is mostly real estate and con-
sumer (non-credit-card) loans.

= Gay and Lesbian Bank, www.glbank.com, estab-
lished in September 1999—a $41 million thrift
institution headquartered in Pensacola, Florida.
The bank’s mission is to help ensure discrimina-
tion-free access to financial products and services,
such as mortgage loans for unmarried couples.
The loan portfolio is about evenly split among
real estate, consumer, and business loans.

= Marketplace Bank, www.marketplacebank.com,
established in October 1999—a $465 million na-
tional bank headquartered in Maitland, Florida.
The bank is owned by Amicus Federal Savings
Bank, which itself is owned by Canadian Imperial
Bank of Commerce. It operates Internet kiosks
(which combine ATMs, telephones, and Internet
terminals) in large grocery store chains. The loan
portfolio is almost exclusively real estate loans.

= NetBank, www.netbank.com, established in
August 1997 as Atlanta Internet Bank—a
$1.5 billion thrift institution headquartered in
Alpharetta, Georgia. It changed its name to
NetBank in 1998. The loan portfolio is almost
exclusively real estate loans.

= Principal Bank, www.principal.com, established
in February 1998—a $182 million thrift institu-
tion headquartered in Des Moines, lowa. It is
affiliated with the Principal Financial Group,
which also includes life insurance, financial ser-
vices, and mortgage banking subsidiaries. The
loan portfolio is mostly real estate loans, mixed
with some consumer loans.

I excluded the remaining 16 banks and thrifts on
the FDIC’s informal list for a variety of reasons. A
large number of the excluded institutions were char-
tered after 1999 and had not yet established a finan-
cial performance record long enough to be included
in the tests. This group includes Bank of Internet,
DeepGreen Bank, Echarge Bank, EOS Bank, ING
Bank, Lighthouse Bank, TB Bank, and Virtual Bank.
Other excluded institutions are “limited purpose banks”
that either choose not to offer a full range of banking
services or are limited by their charter type from do-
ing so. This includes CompuBank and BMW Bank.
Another set of excluded institutions started up by
taking over existing bank or thrift charters; in some
of these cases a clear date on which these institutions
began their pure play Internet strategy could not be
identified, and in any event the performance of these
institutions could be affected by the residue from
their former business strategies. This group
includes ClarityBank.com, E*trade Bank, Nexity
Bank, and Next Bank. One excluded institution,
Security First Network Bank, changed ownership
and strategy after receiving its charter. Another
excluded institution, Millennium Bank, did not yet
have a functioning interactive website at the time
this article was prepared.

Federal Reserve Bank of Chicago

67



FIGURE 1

Typical time trend for ROA at a newly
chartered bank
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FIGURE 2

Typical time trend for capital-to-assets at
a newly chartered bank
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why. Assume that the asterisk located at about ROA
= 0.50 percent represents the ROA of a hypothetical
one-year-old pure play Internet bank. (I present some
actual ROA data for pure play Internet banks later in
this article.) Is this good performance or bad perfor-
mance? Compared with the ROA of the typical estab-
lished bank, say around 1.20 percent, this would be

a poor performance. But such a comparison would
understate the profitability of the pure play Internet
bank because it ignores the de novo bank learning
curve—that is, it does not separate the financial effects
of “newness” from the financial effects of “pure play-
ing.” The more appropriate benchmark is the ROA of
—1.00 percent generated by the typical one-year-old
bank. Compared with this more appropriate bench-
mark, the hypothetical one-year-old Internet bank
would be performing well.

Similarly, assume the asterisk in figure 2 repre-
sents the capital ratio of a hypothetical one-year-old
pure play Internet bank, about 20 percent. (I present
some actual capital ratio data for pure play Internet
banks later in this article.) Is this a large capital cush-
ion or a small capital cushion? Compared with the
established bank benchmark of 8 percent, this would
be a large capital cushion. But such a comparison may
overstate the safety and soundness of the pure play
Internet bank. The more appropriate benchmark, cefer-
is paribus, is the capital ratio of about 40 percent for
the typical one-year-old bank. Compared with this
benchmark, the hypothetical one-year old Internet
bank would have a relatively small capital cushion.

Similar learning curve patterns exist for other
measures of de novo bank financial performance.
DeYoung (1999, p. 22) shows that overhead costs,
interest revenues, noninterest revenues, and deposit
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funding at new banks start out worse than established
banks but gradually improve over time, while asset
growth, equity cushions, and loan quality start out bet-
ter than established banks but deteriorate over time.

By estimating the following equation for a suit-
able data set of newly chartered banks, I can test how
using a pure play Internet strategy affects the financial
performance of banks and thrifts, while at the same
time controlling for the effects of “newness” on the
financial performance of these firms:

1) financial performance,, = o + 3 X pure play, +
y X In(bank age, ) + O x control variables, ,+ € .

I estimate equation 1 using time-series cross-sec-
tion data so that each bank or thrift can be observed
at different stages of its early development. The sub-
script i is an index that identifies individual banks,
and the subscript 7 is a time index that represents
calendar quarters. On the left-hand-side, financial
performance takes on the value of a variety of different
financial performance ratios (such as return on assets,
equity to assets, or asset growth rate) in different regres-
sions. On the right-hand-side, pure play is a binary
variable equal to one if the bank uses the pure play
Internet strategy, and equal to zero otherwise. The
variable bank age measures the age of a bank or thrift
in calendar quarters. This variable controls for the
variation in financial performance due to the learning
curve effects illustrated in figures 1 and 2, and speci-
fying this variable as a natural log allows the estimated
relationship to closely reflect the curve-linear shapes
shown in those figures.'® Similarly, control variables
are a collection of variables that control for exogenous
influences on financial performance, such as local
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economic conditions, thrift or national bank status,
organizational form, fixed time effects, and quarter
dummies.

Because equation 1 holds constant the effects of
newness (bank age) and other factors (control vari-
ables), the coefficient 3 on the pure play variable
provides a controlled test of whether the financial
performance of pure play Internet banks is better,
similar, or worse than the financial performance of
non-Internet banks. In terms of figures 1 and 2, the
sign (positive or negative) of this coefficient indi-
cates whether the asterisks are above or below the de
novo bank learning curves. A more detailed descrip-
tion of equation 1 appears in the appendix.

The data set

The time-series cross-section data set includes data
for two groups of institutions: the six pure play Internet
banks and thrifts described above and 522 “benchmark”
banks and thrifts. Like the pure play banks and thrifts,
the benchmark banks and thrifts are all located in urban
markets, and all are de novo institutions that started
their operations in either 1997, 1998, or 1999."

1 observe financial information for these institu-
tions each quarter over a 13-quarter window from
1997:Q2 through 2000:Q2. I begin with 1997:Q2

because I exclude data from the start-up quarters—
institutions typically operate for less than 90 days
during their start-up quarters, and the financial state-
ments reported for these quarters tend to contain low-
quality data. The final quarter in the window is
2000:Q2 because this was the most recent data avail-
able at the time this article was prepared. The data
set is an unbalanced panel. Institutions that started up
in 1997:Q1 were observed as many as 13 times, and
institutions that started up in 1999:Q4 were observed
only twice. Some institutions did not last until the end
of the 13-quarter window due either to acquisition or
failure. In all, the data set includes 3,263 quarterly
observations (38 for the pure play banks and thrifts
and 3,225 for the benchmark banks and thrifts). The
average pure play observation was 4.45 quarters old,
and the average benchmark observation was 4.74
quarters old. Additional details about the data set are
included in the appendix.

Regression test results

I estimate 17 different versions of equation 1,
applying ordinary least squares (OLS) techniques to
the data panel described above. Each of the rows in
table 2 reports results from a different regression, and
each regression uses a different financial performance

TABLE 2

Selected OLS regression results from equation 1
Mean for Pure play mean vs. Change as average
benchmark benchmark mean bank ages one quarter
Performance variable banks? (using estimated B)® (using estimated y)° R?
Return on assets -1.36 1.76 lower*** +0.31*** 0.3940
Return on equity -4.61 6.87 lower*** +1.01*%** 0.2793
Book value of physical assets/assets 3.60 0.85 lower*** —0.11*** 0.1817
Expense on physical assets/assets 0.82 0.12 higher —0.03*** 0.2550
Expense on labor/assets 2.52 0.45 higher* -0.10*** 0.3149
Employees per $million assets 0.53 0.007 higher -0.015*** 0.2943
Salary and benefits/employees $49,005 $7,165 higher* —$547*** 0.2406
Noninterest expense/assets 5.06 1.65 higher*** -0.21*** 0.3108
Average deposit interest rate 3.46 0.13 lower +0.05*** 0.2480
Deposits/assets 76.65 12.39 lower*** +1.58*** 0.3304
Average loan interest rate 7.66 1.00 lower** +0.19*** 0.4898
Loans/assets 56.53 5.09 lower +2.04*** 0.2420
Nonperforming loans/loans 0.16 0.14 lower**>* +0.21*** 0.0502
Interest margin/assets 3.63 0.18 higher +0.05*** 0.3505
Noninterest income/assets 0.71 0.76 lower*** +0.03*** 0.1020
Annual asset growth rate 94.06 43.97 higher* —14.59*** 0.3275
Equity/assets 19.42 14.77 higher*** -1.56*** 0.4916
aResults are in annual percent terms, unless stated otherwise.
PResults are in percentage points, unless stated otherwise.
Notes: Each row displays results from a separate regression. Data are an unbalanced panel of 3,263 quarterly
observations of 528 banks and thrifts between 1997:Q2 and 2000:Q2. The *, **, and *** indicate statistical
significance at the 10 percent, 5 percent, and 1 percent levels, respectively, for the estimated coefficients  and vy.
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ratio as the dependent variable. The first column re-
ports the financial performance for the average
benchmark bank. The second column reports the fi-
nancial performance of the average pure play bank rel-
ative to the average benchmark bank, based on the
estimated value of coefficient 3 in each regression.
The third column reports the change in financial per-
formance of the average sample bank as it grows one
quarter older (from approximately five quarters old
to six quarters old), based on the estimated value of
coefficient y in each regression. All of the regressions
were estimated using quarterly data, but the results in
table 2 are reported in annualized terms.

Because there is only a small number (38) of
pure play observations in the data set, the signifi-
cance levels, indicated by asterisks in the table, are
only suggestive of statistical precision, and should be
interpreted with caution.?® The coefficient estimates
themselves, however, are unbiased estimates. Over-
all, the multiple regression tests performed here are a
useful way to evaluate the performance of pure play
banks after controlling for a large number of exogenous
influences represented on the right-hand-side of equa-
tion 1. Full regression results are available upon request
from the author.

The coefficient y on In(bank age) is statistically
significant at the 1 percent level in all 17 regressions.
This indicates that all aspects of financial performance
are in the process of evolving at the typical five-quarter-
old bank in this data set. Return on assets, return on
equity, rates paid on deposits, total funding from de-
posits, rates charged on loans, total investment in
loans, nonperforming loan ratios, overall interest
margins, and the portion of income generated from
noninterest activity are all on the increase as these
banks mature. On the other hand, the book value of
physical assets, spending on physical assets, total labor
expenses, workers per million dollars of assets, aver-
age compensation, noninterest expenses, asset growth
rates, and equity capital cushions are all on the decrease
as these banks mature. These results are consistent
with the previous research cited above on the evolu-
tion of financial performance at newly chartered
banks. Furthermore, these results suggest that the pri-
mary regression test—that is, the coefficient 3 on the
pure play variable—can be interpreted knowing that
significant controls are in place to absorb the effect
of learning curves on the financial performance of
new banks.

The coefficient B is statistically significant in 12
of the 17 regressions. Most importantly, this coeffi-
cient is negative and highly significant in the profit-
ability regressions in the first two rows of the table.
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Thus, after controlling for bank age and other influ-
ences on bank performance, pure play Internet banks
and thrifts earned lower profits than banks that used
more traditional distribution channels. The estimates
suggest that ROA and ROE at the average five-quarter-
old pure play Internet bank were, respectively, 176
basis points and 687 basis points lower than the ROA
and ROE at the typical five-quarter-old benchmark
bank. This is consistent with the findings of Furst,
Lang, and Nolle (2000) for (non-pure-play) de novo
Internet banks. The remaining regressions contain
prescriptive evidence for why profitability is relatively
lower at the pure play banks.

Do the regressions provide evidence that over-
head spending at pure play Internet banks is relatively
low, a central tenet of the Internet banking model in
table 1? Consistent with the model, the book value
of physical assets at pure play Internet banks was
significantly lower than at the benchmark banks.
However, ongoing expenditures on physical assets
were not lower, perhaps reflecting a tradeoff between
lower spending on branch locations but higher ongo-
ing spending on technology.’' Furthermore, spending
on labor—a substantial component of which is non-
variable overhead spending—was significantly high-
er at the pure play banks. These high labor expenses
appear to be associated with relatively high salaries
and benefits, not excessively large numbers of employ-
ees. The average pure play bank paid its employees
about $7,000 more per year than the average bench-
mark bank.

These results suggest a nontraditional overhead
structure at the pure play Internet banks, featuring
less physical overhead but more highly paid (and
presumably more highly skilled) workers. This over-
head structure generates substantially higher nonin-
terest expenses. These high noninterest expenses
include some unknown amount of spending on mar-
keting and advertising. Unfortunately, it is not possi-
ble to test whether the pure play banks incurred
higher marketing expenses than the benchmark
banks—as suggested by the anecdotal evidence pre-
sented above—because marketing expenses are not
reported separately in the call reports.

Do the regressions support the other central fea-
ture of the model in table 1, that pure play Internet
banks pay systematically higher interest rates to
depositors or charge systematically lower rates to
borrowers? The regressions show no significant dif-
ference in average deposit rates between the pure play
and benchmark samples. This is consistent with the
anecdotal evidence that Internet banks periodically
offer deposit products with high interest rates, but
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that deposit rates are not systematically higher across
all deposit products. In contrast, the regressions show
that the average loan interest rate is about 100 basis
points lower at the pure play banks than at the bench-
mark banks. This result must be interpreted with some
caution, as it may simply indicate that the pure play
banks in this sample made lower risk loans. Indeed,
the nonperforming loan ratio is relatively low at the
pure play banks, suggesting that this may be the case.

Consistent with the results of Sullivan (2000),
the pure play banks in this sample had difficulty attract-
ing deposit funding. For the average pure play bank,
the deposits-to-assets ratio is over 12 percentage
points lower than at the average benchmark bank.
This funding shortfall is offset by higher levels of ex-
pensive equity capital: The equity-to-assets ratio at the
average pure play bank was nearly 15 percentage
points higher than at the average benchmark bank.
There is no significant difference in the loans-to-assets
ratios between the two sets of banks. Combining the
effects of loan levels, deposit levels, loan rates, and
deposit rates, there is no significant difference in net
interest margins across the two sets of banks.

In addition to their relatively high noninterest
expenses, the pure play banks had significantly lower
noninterest income ratios than the benchmark banks.
This suggests that it is difficult to cross-sell fee-based
financial products to loan and deposit customers over
a distribution channel that minimizes person-to-person
contact. This is consistent with the notion that a large
portion of Internet banking customers do not view
the Internet bank as their main financial institution.

Finally, do the regressions provide evidence that
pure play Internet banks—unencumbered by physical
location and able to reach across geographic boundaries
via the Internet—grow faster than more traditional
banks? The regressions confirm this conventional
wisdom. Assets at the pure play banks grew at a sub-
stantially faster rate than assets at the benchmark banks,
more than 40 percentage points faster per year. This
torrid asset growth rate, combined with the deposit
funding problems intrinsic to this business model,
helps explain why the pure play banks have below
average deposit-to-assets ratios. The rapid asset growth
rate also helps explain why these banks hold above
average capital ratios, which are needed not only to
fund fast growth, but also to absorb the large initial
losses that these banks generate. For these reasons,
federal and state chartering authorities typically re-
quire higher levels of start-up capital for de novo
Internet banks than for traditional de novo banks.

Federal Reserve Bank of Chicago

Conclusion

The results of this article should be interpreted
carefully. On one hand, I find statistical evidence of
poor financial performance at pure play Internet banks
and thrifts. On the other hand, this evidence is based
on a small number of newly chartered banks and thrifts
that are struggling with two different learning curves:
They are passing through the financial maturation
process common to all de novo banks, and they are
pioneering the use of a new business model. Although
my empirical framework carefully controls for the
effects of the first of these two learning curves, the
newness of the pure play business model precludes
me from controlling for the effects of the second of
the two learning curves.

Putting these potential limitations aside for the
moment, the tests indicate that the average pure play
Internet bank in my data set was less profitable than
the average branching bank of similar age and circum-
stance. The tests also imply the existence of two fal-
lacies about the Internet banking model: that this
strategy does not necessarily reduce overall overhead
expenses, and that banks that use this strategy do not
necessarily pay higher overall interest rates on deposits.

I find that pure play Internet banks tend to have
relatively low physical overhead, chiefly due to not
operating brick and mortar branches. However, I find
relatively high levels of other noninterest expenses,
chiefly related to labor costs, which more than offset
any expense savings from lower physical overhead.
Contrary to anecdotal evidence, I find no evidence
that pure play Internet banks pay higher than average
deposit rates on a systematic basis. My results also
suggest that the Internet-only distribution strategy
used by these banks makes it difficult to cross-sell
fee-based financial products to their loan and deposit
customers, depressing revenue growth and contribut-
ing to their low profitability. Despite these troubles,

I find evidence that pure play banks grow faster than
non-Internet banks at similar stages of development.
On average, rapid asset growth outstrips these banks’
ability to raise deposit funding, requiring large
amounts of expensive equity capital funding to fuel
their growth.

While these results are based on historical data
from 1997 through 1999, they are consistent with
more recent reports in the banking press about the
difficulties of “going virtual.” During the first week
of 2001 alone, two Internet-only banks announced
measures to boost their lagging profits. First Internet
Bank of Indiana announced it was laying off 20 percent
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of its already small work force in an effort to cut over-
head expenses, and WingspanBank.com announced
changes in checking account fees and interest rates in
an effort to enhance noninterest revenues and interest
margins.” Moreover, the financial performance of
pure play Internet banks captured here is reminiscent
of the financial performance often observed for many
non-financial Internet firms: rapid growth but low
(or negative) profits.

Limitations of this article

Proponents of e-commerce typically respond
that virtual business models are financially sound,
but that the path to profitability is simply longer than
in brick and mortar business models. It is certainly
possible that the pure play Internet banks and thrifts
in this data set are too young to have fully exploited
the advantages of the business model. As illustrated
in figure 3, the learning curve for de novo Internet
banks may simply be longer and flatter than for tradi-
tional de novo banks. If this is the case, then in the long
run, the average bank examined in this article will
eventually earn profits equal to or exceeding those
generated by more traditional distribution strategies.
For example, the CEO of Principal Bank recently
reaffirmed his bank’s intentions to remain a pure play
Internet bank and not add branches: “If you have a
solid business plan, you can remain focused and it’s
not necessary to change.”?

Furthermore, this article evaluates the financial
performance of pure play Internet banks to the exclu-
sion of other Internet banking strategies. As such, the
results generated here may have limited implications
for the financial performance of Internet banks that
use, say, the click and mortar strategy. By combining
several distribution channels, banks might offer Internet
banking while at the same time avoiding some of that
channel’s biggest problems, like the high costs of
marketing, the costs associated with ATM subsidies,
and the reluctance of customers to commit to primary

FIGURE 3

Hypothetical time trends for ROA at newly
chartered Internet and non-Internet banks
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relationships with a purely Web-based bank. Regulato-
ry authorities may give banks and thrifts an additional
push in this direction: Concerned about high growth
rates but low profitability, chartering authorities are
requiring increasingly higher levels of initial capitali-
zation for applicants that seek charters for pure play
start-ups.

The Internet remains an emerging technology in
the banking industry. In the short period between the
preparation and publication of this article, it is likely
that new technologies will have become available to
banks; new Internet strategies will have been invent-
ed, launched, and perhaps abandoned; and the results
of new studies will have been announced. As time
passes, and more than six banks and thrifts meet the
definitional requirements of a “pure play Internet
bank™ used in this article, the empirical testing per-
formed here can be expanded to include more institu-
tions, as well as a greater number of quarterly
observations for each institution.

APPENDIX

Data and regression details

The regression tests used an unbalanced data panel
of 3,263 quarterly observations of 528 banks and
thrifts for the 13 quarters between 1997:Q2 and
2000:Q2. This includes 38 observations of six pure
play Internet banks and thrifts and 3,225 observations
of 522 benchmark banks and thrifts. Table A1 displays
selected descriptive statistics for these two groups of
banks and thrifts.

72

All banks and thrifts were located in urban mar-
kets (metropolitan statistical areas), and all began
their operations with new bank or thrift charters in
either 1997, 1998, or 1999. Flow variables are mea-
sured as quarterly values, stock variables are mea-
sured as quarter-end values, and all dollar values are
measured in year-end 1999 dollars. I excluded from
the data any bank or thrift that did not make loans,
did not hold deposits, or held large concentrations of
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TABLE A1

Summary statistics for data in regression tests
Benchmark Pure play
Standard Standard

Mean deviation Mean deviation
AGE (quarters) 4.74 3.03 4.45 2.79
ASSETS ($000s) 64,780 232,567 267,491 396,002
EMPLOYGROWTH (%) 11.18 3.84 10.942 —A
THRIFT 0.0719 0.2584 0.7894 0.4132
occ 0.2232 0.4165 0.0526 0.2263
MBHC 0.1854 0.3887 0.0526 0.2263
REALESTATE 0.6127 0.2212 0.7838 0.1883
BUSINESS 0.2767 0.1874 0.0912 0.1193
aFor the pure play banks and thrifts, EMPLOYGROWTH is set equal to the national average during the sample period.
Note: There are 3,225 quarterly observations (522 banks) in the benchmark sample and 38 quarterly observations (six banks)
in the pure play sample.

credit card loans that exceeded 25 percent of total
loans. I deleted selected quarterly observations if
they had unrealistic values for any of the financial
performance variables. In addition, because quarterly
accounting revenue and expense data can fluctuate in
patterns that are not representative of actual financial
performance, I truncated the value of all financial
performance variables used on the left-hand-side of
the regressions at the 1st and 99th percentiles of their
sample distributions.

The full regression specification used in these
tests is:

2) PERFORMANCE, = a

+Bx PUREPLAY, + yx In(4GE, )
+8, xIn(ASSETS, ) + 8,% EMPLOYGROWTH,
+ 8, % THRIFT,+ 8, OCC,+ 8,x MBHC,
+ 8, x REALESTATE,  + 8, x BUSINESS,,
+ 8, YEAR9S, + 8, X YEAR99,
+8,, X YEAR0O+ 8, x OTRI,
+0,x0TR2,+ 8, xOTR3 +¢,.

Equation 2 is simply a detailed specification of

equation 1 from the text. PERFORMANCE repre-
sents the financial performance of bank i at time ¢,

Federal Reserve Bank of Chicago

based on a different financial ratio in each of the 17
estimated regressions. (These 17 financial performance
variables are displayed in table 2.) PUREPLAY is a
dummy variable equal to one if bank 7 is a pure play
Internet bank. AGE measures bank i’s age in quarters
at time . ASSETS measures the size of bank 7 at time
¢ in terms of assets. EMPLOYGROWTH measures
the cumulative percentage increase in employment
in the bank i’s home state between 1996 and 1999.
(This variable is set equal to the national average for
the pure play banks, which have no home geographic
market.) THRIFT is a dummy variable equal to one if
bank i is a thrift institution. OCC is a dummy variable
equal to one if bank 7 is a commercial bank with a
national bank charter. MBHC is a dummy variable
equal to one if bank 7 is an affiliate in a multibank
holding company. REALESTATE and BUSINESS
measure that percentage of bank i’s loan portfolio
comprised of real estate loans and business loans, re-
spectively, at time . YEAR9S, YEAR99, and YEAROO
are dummy variables equal to one for observations
that occurred in 1998, 1999, and 2000, respectively.
QTRI1, QTR2, and QTR3 are dummy variables equal
to one for observations that occurred in the first, sec-
ond, and third calendar quarters, respectively. The re-
sidual term €, is assumed to be distributed normally
with zero mean.
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NOTES

'The information in this paragraph came from conversations with
Federal Deposit Insurance Corporation (FDIC) staff; The Finan-
cial Times, Limited (2000) (based on data from ING); and The
McGraw-Hill Companies Inc. (2000) (based on data from
McKinsey & Company).

>The source for the numbers of banks and branches is the FDIC
website. The sources for the number of ATMs are the American
Bankers Association, Bank Network News, Ernst & Young, and
Dove Associates.

For example, Bank of America recently announced that most of its
14,000 ATMs will be retrofitted to become “automated banking
machines,” or ABMs.

4The sources for these numbers are Nathan (1999) (based on a
survey by Booz, Allen & Hamilton) and The Economist Newspaper
Limited (2000) (based on data from Jupiter Communications).

SThomson Financial Media (2000) (based on data from
McKinsey & Co.).

®There is an alternative interpretation of the third column: Because
the hypothetical Internet bank has fewer physical locations to ser-
vice its customers, it has to pay a higher rate to retain its existing
depositors or it has to charge a lower rate to retain its existing
borrowers. Note that this would leave the bank with the same
profitability levels as the brick and mortar bank, but without the
higher growth opportunities envisioned by advocates of the
Internet model.

"Thomson Financial Company (2000h).

8Thomson Financial Company (2000g) (based on data from
Coldwell Banker and Forrester Research).

°The sources are Thomson Financial Company (2000d) (based
on data from FinanCenter.com) and Forbes Inc. (2000).

""Thomson Financial Company (2000f).

""Thomson Financial Company (2000i) (based on data from First
Manhattan Consulting Group).

2Thomson Financial Company (2000b).

3Thomson Financial Company (2000e) (based on data from
AdRelevance).

“Thomson Financial Company (2000a).
5Thomson Financial Company (2000c).

1“The contents of this informal FDIC database are not in the pub-
lic domain. There are other lists of Internet banks in the public
domain, but the institutions on these lists vary because there is
no standard definition of an “Internet” bank. A public source
that uses a very broad definition is Online Banking Report
(www.onlinebankingreport.com), which lists over 1,500 “true
Internet banks and credit unions.”

'"In the preliminary tests leading up to this article, I estimated a
similar set of regressions using a larger set of nine banks and
thrifts that were chosen using a less stringent set of filters. The
results from those preliminary regressions were quite similar to
the results reported here in table 2.

¥ also estimated regressions using the inverse of bank age in
place of the natural log of bank age. The basic results were

unchanged in those regression tests.

“The 16 excluded banks and thrifts from the informal FDIC
database are not included in either of these two samples.

PThese significance tests were constructed using White’s estima-
tor for the standard errors.

2IThe call reports do not separate quarterly expenses on physical
plant from quarterly expenses on equipment.

Thomson Financial Company (2001).

Thomson Financial Company (2000b).
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