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M l: The ever-changing past

Diane F. Siegel and Steven Strongin
Monetary policy hinges on the growth of 

Ml and its relationship to the rest of the econ
omy. Newly released money supply data play 
a vital role in the policy process by providing 
information on current monetary conditions 
and the effect of recent policies. However, the 
initial money supply figures contain a high 
level of error1 which may cause recent mone
tary growth to appear more erratic than it ac
tually was. This makes it difficult for 
policymakers to determine if unexpected 
movements in initial Ml data reflect funda
mental changes in economic behavior that re
quire a new policy response.

Historical data are not as likely to exag
gerate the volatility of money growth because 
over time the early data errors are reduced 
through frequent and often substantial revision. 
The various types of revision correct for re
porting errors, incorporate data collected at 
infrequent intervals, comply with changes in 
money definition, and revise the factors that 
adjust the series for seasonal fluctuation. After 
several years, the data are more representative 
of actual economic history because they are 
based on more complete information. The 
volatility of the data is influenced most by the 
seasonal factor revisions since the other types 
of revision primarily affect the level, not the 
movement, of the series.

The relatively greater error in the most 
recent data may cause Ml growth to appear 
more variable in the current period than it was 
in the past. Policymakers may be led to believe 
that the monetary environment has suddenly 
become more volatile when in fact they are 
merely observing a statistical artifact.2

In this paper we examine the Ml data 
available to policymakers in every year since 
1965 to see if initial perceptions of monetary 
behavior could have been seriously obscured 
by preliminary data errors.3 We find that Ml 
growth often appeared to be significantly more 
variable in the most recent two-year period 
than it had been in the previous two years. 
However, in 50 to 60 percent of the cases this 
evidence of increased monetary uncertainty 
disappeared after two years of data revision.

These results suggest that perceptions of 
monetary relationships should not be domi
nated by the most recent unrevised data. Ex
treme preliminary values should not be 
considered strong indications of emerging 
trends unless there are compelling institutional 
or policy reasons to expect a change. Often, 
older data that have been through revision are 
a more reliable guide for monetary policy.

The overstated variance of initial Ml 
data has discouraging implications for the use 
of structural models to evaluate changes in 
economic relationships. The errors in the pre
liminary data will enhance the errors in recent 
estimations of such models, thereby increasing 
the probability of falsely detecting a structural 
change. This problem is more serious for 
models with more explanatory power. Since 
such models can account for more of the vari
ance in the dependent variable, data errors will 
contribute a greater percentage of the total er
ror. The errors will therefore exert propor
tionately more influence on tests for structural 
change.
Tests for distortion in newly 
released M l data

This paper examines past experience with 
newly released Ml data to determine how se
riously initial data errors could have distorted 
policymakers’ view of their current monetary 
environment. In particular, we assess the in
fluence such errors might have had on initial 
perceptions of the volatility or behavior of M 1 
growth.

Of all the revisions of Ml data, the re
calculation of the seasonal adjustment factors 
is most likely to affect the variability of re
corded money growth. There is a seasonal 
factor revision at least once a year which re
computes the factors for past years and calcu
lates new factors for the upcoming year. The 
revised seasonal factors are calculated using

Diane F. Siegel is a research economist and Steven 
Strongin is a research officer at the Federal Reserve Bank 
of Chicago. The authors thank Fredrick Wells and Maria 
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Laurent, and Barry Siegel for helpful comments.
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nonseasonally adjusted money supply data 
through December of the previous year. The 
entire historical money supply series is read
justed with each seasonal factor revision. In 
recent years, these revisions have usually taken 
place in February or March.

The latter years in the money supply se
ries are affected most by the seasonal factor re
visions because recent seasonal factors are often 
changed substantially by the incorporation of 
another year of data. Normally, the seasonal 
factors for each year are calculated with data 
from the three previous years, the year itself, 
and the three future years. Preliminary sea
sonal adjustment factors must be estimated for 
the current year and years in the recent past 
because information on the future money sup
ply is lacking for those years. As one more year 
of data is added with every revision, the sea
sonal factors for the three previous years are 
updated. (See box for detailed description of 
the seasonal adjustment process.)

We begin our study of initial data errors 
by recreating the monthly M l data that was 
available to policymakers at the end of each 
year from 1965 through 1981.4 For each of 
those 17 years we collected a series of Ml data 
which begins in 1959 and was adjusted by the 
most recent seasonal factor revision of the time. 
Each series incorporates every data revision 
made through December of its final year. For 
example, the series for 1980 extends from 1959 
through 1980 and includes the latest revision 
of each number as of December 1980. The 
data in the 1980 series were seasonally adjusted 
under the seasonal factor revision of 1980.5 
Thus, we have 17 series of the most current 
data available to policymakers each year before 
they established money growth targets at the 
February FOMC meeting.

Next, we reconstruct the view 
policymakers had of the monetary volatility of 
their time by computing the variance of Ml 
growth in two-year intervals for each of the 17 
series. We use an F test to determine if there 
were significant differences between the ob
served money growth variances in the three 
most recent two-year intervals in each series. 
Evidence of such differences could have sug
gested to policymakers that there had been a 
recent shift in monetary behavior.

The F tests for variance differences over 
the three two-year intervals are distorted by 
initial data errors because newly released data

are compared to data that have undergone 
several years of revision. The time line in Fig
ure 1 describes the three stages of data revision 
captured by the three data intervals in each 
series. Figure 2 illustrates the three stages with 
examples for the 1980 and 1979 data series. 
The most recent two-year interval in each se
ries is in what we call the first stage of data re
vision. The seasonal factors applied at this 
stage are based on Ml data through the earlier 
of the two years in the interval. The next 
two-year period as we look back in time falls 
into the second stage of data revision. In this 
stage, one year is adjusted by seasonal factors 
which are missing two years of future data, and 
the other has factors missing one year of future 
data. The data interval furthest in the past is 
in the third stage of data revision in which the 
seasonal factors are based on a full three years 
of future data.

Because our collection of past data series 
ends with the 1981 series, the F tests are ap
plied to two-year periods which go through all 
three stages of data revision. Thus, we can see 
how the F tests, our proxy for past 
policymakers’ view of changes in money be
havior, are affected by two years of data re
vision. First, we test each interval when it is in 
the first stage of revision to see if its variance is 
greater than that of the previous interval which 
is in the second stage. Then we perform the 
same test as it would have been two years later 
by comparing the variances of the same two 
periods once they move into the second and 
third stages of revision. This allows us to see 
how often initial evidence of shifts in monetary 
volatility is changed when more completely re
vised data become available.

Our collection of past data series can be 
used to further examine the effects of initial 
data errors on measured money behavior by 
following each period as it moves through the 
three revision stages. We calculate the changes 
in Ml growth variance for each interval as it 
travels from the first stage to the second stage 
and then from the second stage to the third.
Results of tests on newly 
released M l data

The 17 overlapping two-year periods be
ginning in years 1964 through 1980 are tested 
to see if policymakers might have perceived 
them to be significantly more or less variable
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than previous years. At the five percent signif
icance level, ten of the two-year intervals have 
significantly greater variance in the first stage 
of data revision than the preceding intervals 
have in the second stage. (See the first column 
in Table 1.) Thus, in 59 percent of the cases

the newly released Ml data provided evidence 
that monetary volatility had increased. The F 
tests on the other seven intervals in the first 
stage of revision show that their variances are 
not significantly different at the five percent 
level than that of the preceding intervals. No

Figure 1
Three stages of data revision 

illustrated on time line

Figure 2
Examples of three stages of data revision 

for data available in 1979 and 1980
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intervals in the first stage have significantly less 
variance than the earlier intervals in the second 
stage.

When intervals in the second stage of data 
revision are compared to earlier intervals in the 
third stage, the pattern of significantly reduced 
variance does not continue. The variance in 
the second stage is significantly greater than the 
variance in the third stage in only four out of 
the 17 periods. In three cases, the variance of 
intervals in the second stage is significantly less 
than the variance of intervals in the third stage, 
and in ten instances there is no significant dif
ference between the variance of the intervals in 
the two stages.6

The F test results (at a five percent sig
nificance level) for the individual two-year pe
riods are shown in Table 2. The four intervals 
which remain significantly more volatile than 
preceding periods after the two years of revision 
are clustered in the mid-60’s and early 80’s. 
Several events increased the uncertainty of the 
financial environment at both times, so there 
were good reasons to accept the initial evidence 
of increased monetary volatility. Both periods 
experienced severe credit crunches which in

duced large gyrations in money holdings. The 
introduction of ATS accounts in late 1978 and 
NOW accounts in late 1980 broadened people’s 
options for managing transactions and savings 
balances. Shifts between new and old accounts 
contributed to erratic movements in measured 
money supply. In fact, in 1980 the Federal 
Reserve introduced two new money definitions 
(MIA and M1B) to prepare for various possible 
scenarios of the transition to the new accounts. 
The Federal Reserve’s adoption of new operat
ing procedures in 1979 was also a major finan
cial change during the early 80’s.

The findings in Table 1 suggest that the 
variance of M 1 growth is vastly reduced by re
visions during the two years after the data are 
first published, but that subsequent revisions 
do not have as large an impact. For the 17 
two-year periods in our sample, the average 
variance fell by 34 percent as the data in each 
period moved from the first to the second stage 
of revision. (See Table 3.) The changes ranged 
from an 80.4 percent decrease to a 3.6 percent 
increase. After two more years of data revision, 
the average change in money growth variance

Table 1
Two-year variance of seasonally 

adjusted M1 growth compared to 
that of the preceding period 

at different stages of data revision 
1964-1981

Number of comparisons
5% significance level 10% significance level

Money growth variance in
first stage and second 
stage of revision compared

First stage greater than 
second stage 10 12

First stage less than 
second stage 0 1

Insignificant difference 7 4

Money growth variance in 
second stage and third 
stage of revision compared

Second stage greater 
than third stage 4 6

Second stage less 
than third stage 3 3

Insignificant difference 10 8
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Table 2
Results of tests for increased money growth 

volatility for each two-year period 
(F tests at 5% significance level)

Period initially more 
variable than preceding years

Period not initially more 
variable than preceding years

1979- 80
1980- 81

More variable Not more variable Not more variable More variable
after data revision after data revision after data revision after data revision

1964-65
1965- 66
1966- 67

1967-68
1968- 69*
1969- 70

1970-71
1971- 72
1972- 73
1973- 74

1974- 75
1975- 76

1976- 77*
1977- 78*

1978-79

'These periods were significantly less variable than the preceding period after two years of data revision.

Table 3
Change in two-year variance of seasonally adjusted M1 growth 
as each period moves through the three stages of data revision

Two-year
period

Variance change from first stage 
to second stage

Variance from second stage 
to third stage

1964-65 -80.4% -16.9%
1965-66 -65.4 14.2
1966-67 1.4 3.7
1967-68 -23.8 -13.9
1968-69 -26.2 .2
1969-70 3.6 -8.2
1970-71 -27.9 -3.5
1971-72 -41.2 -26.0
1972-73 -14.7 -21.2
1973-74 -41.9 7.7
1974-75 -59.0 29.2
1975-76 -18.3 3.9
1976-77 -76.0 36.0
1977-78 -58.7 -5.1
1978-79 -44.7 -4.4
1979-80 .7 9.1
1980-81 -4.1 6.0
1981-82* -33.1 n.a.
1982-83* -29.4 n.a.
Average change -33.9 .6

'These years are not included in the average change or the F-test sample because they have not gone through all three stages of data 
revision.
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Seasonal adjustment of the monetary aggregates

The procedure that the Federal Re
serve uses to seasonally adjust the monthly 
money supply data is based solely on the 
behavior of the series itself. Using both 
past and future data, the process attempts 
to separate the seasonal movement in the 
data from movements due to the business 
cycle, long-term growth, and irregular 
shocks. These four components multiplied 
together are assumed to comprise the total 
money supply. To keep up with trends in 
the components, the seasonal factors for 
each year are based on weighted moving 
averages of the data over several sur
rounding years. Future and past data are 
weighted symmetrically in the calculation, 
with the greatest weight given to the years 
closest to the year being adjusted.

The precision of the adjustment is 
enhanced by computing separate seasonal 
factors for the different components of the 
monetary aggregates. The adjusted com
ponents are summed to obtain the total 
seasonally adjusted series.

Since 1982, the Fed has used the 
X -ll-ARIM A seasonal adjustment proce
dure.1 This method is a variant of the Bu
reau of the Census X -ll method. 
X -ll-ARIM A and X -ll are identical 
when it comes to adjusting historical data, 
but they differ for data in the most recent 
years. The future data normally used for 
seasonal adjustment are not available for 
recent years, and the two methods cope 
with this problem differently.

For historical data, X -ll-ARIM A 
and X -ll go through two iterations to 
separate the series into seasonal, trend- 
cycle, and irregular factors. In the first 
round, the trend-cycle component for each 
month is estimated with a moving average 
of the series over the 12 surrounding 
months. Each average is centered on the 
month in question. The trend-cycle com
ponents are divided into the unadjusted 
series to estimate the combined seasonal 
and irregular factors, which are called 
seasonal-irregular (S-I) ratios.

Monthly seasonal factors are then 
estimated with weighted averages of each 
month’s S-I ratios over the previous two 
years, the current year, and the future two 
years. The weights are symmetric around 
the central year, and greater the closer 
they are to the central year. These aver
ages of the S-I ratios smooth out the ir
regular shocks and thus provide initial 
approximations of each month’s seasonal 
nature.

The estimated seasonals are then re
fined by reducing the influence of outliers 
in the data. Estimates of the irregular 
components, calculated by dividing the 
seasonal factors back into the S-I ratios, 
are used to identify such outliers. A mov
ing standard deviation of the irregulars 
indicates which shock terms are extreme 
in value. The original series of S-I ratios 
is then corrected for outliers by removing 
or reducing ratios that have irregular 
terms larger than 1.5 times the moving 
standard deviation. Revised seasonal fac
tors are calculated from this modified se
ries of S-I ratios.

The process uses these revised sea
sonals to begin a second round of steps 
which refines the estimated trend-cycle 
and irregular terms and produces the final 
seasonal factors. First, the original data 
are adjusted by the revised seasonal factors 
so that a combination of the trend-cycle 
and irregular components remains. A 
second estimate of the trend-cycle is de
rived by applying a weighted average to 
this series. The length of this weighted 
average is determined by the relative var
iability of preliminary irregular and 
trend-cycle estimates. To smooth out the 
influence of the irregulars sufficiently, the 
span is made longer the greater the vari
ability of the irregulars relative to that of 
the trend-cycle. Conversely, the span is 
shorter if the trend-cycle appears more 
variable. This allows trend-cycle shifts to 
be reflected better in the average.
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The new trend-cycle component is 
then factored out of the unadjusted series 
to obtain revised S-I ratios. A centered 
seven-year moving average of the new S-I 
ratios yields new estimates of the seasonal 
factors. As before, the irregular terms are 
computed and the S-I ratios are modified 
for extreme values.

The final seasonal factors are then 
calculated by taking another seven-year 
weighted moving average of these modi
fied S-I ratios. The factors are applied to 
the original data to get the final seasonally 
adjusted money supply series.

This procedure cannot be completely 
applied to recent data because it requires 
three years of future data. Therefore, the 
seasonal factors for the most recent three 
years are estimated at first and then re
vised in later years as the necessary data 
become available. X -ll-ARIM A and 
X-l 1 have different methods for estimating 
the preliminary seasonals.

To calculate the seasonals for the 
most recent year, X -ll uses a different 
pattern of weights that applies only to past 
data. These weights are not symmetric, 
but they still put the greatest emphasis on 
the most current data. As future data be
come available, year by year, X -ll reesti
mates the seasonal factors with new sets of

asymmetric weights that also cover the 
added data.

X -ll-A RIM A  computes the prelim
inary seasonal factors from past data and 
forecasts of the next year’s data. It applies 
the weights X-l 1 uses when only one year 
of future data is available. The forecasts 
come from ARIMA (autoregressive inte
grated moving average) models. Such 
models provide minimum mean square 
error forecasts based on the past values of 
a series.

The seasonal adjustment process may 
be modified if an unusual sequence of 
events is known to have affected money 
supply behavior. Before the seasonals are 
computed, the effects of such events are 
identified and removed from the unad
justed money data with a statistical tech
nique called intervention analysis. The 
seasonals calculated from the modified 
data are then applied to the unadjusted 
data to obtain the final seasonally adjusted 
series. The money supply data were cor
rected in this manner to remove the effect 
of the 1980 Credit Restraint Program.

X -ll-A R IM A  was adopted at the recommendation 
of the Committee o f Experts on Seasonal Adjustment 
Techniques which advised that it might reduce the 
magnitude of money supply revisions. See Board of 
Governors of the Federal Reserve System (1981).

was only 0.6 percent. Again, the experience of 
individual periods was quite different, ranging 
from a 26 percent decrease to a 36 percent in
crease in growth variance.7

The large diversity in the variance re
ductions suggests that false detection of struc
tural change cannot be easily avoided by 
stiffening the statistical test for such change, 
that is by lowering the acceptable p-values of 
F tests on the initial data.8 The effect of data 
revisions on measured monetary volatility is so 
variable that a simple rule cannot correct the 
data error problem in all situations. In our 
sample, the 1964-65 period was initially found 
to be more variable than the preceding period 
with a very low p-value of 0.004. However, 
two years later the period was not significantly 
more variable at the five percent level than the

previous period. Conversely, initial evidence 
that the 1980-81 period was significantly more 
variable with a very similar p-value of 0.002 
was not overturned by a five percent test after 
two years of data revision.9

The large and rapid decline in money 
growth variance is simply a statistical phe
nomenon that occurs as incorporation of more 
data allows the seasonal factors to capture more 
of the seasonal movement in the data. Chang
ing patterns in seasonality will be reflected 
more accurately in the seasonal factors as data 
for the current year and one dr two future years 
are included in the calculation. These im
proved factors will reduce the variance of the 
adjusted series in two ways. First, they can re
move the seasonal variance from the series 
more completely. Second, because the revised
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seasonals are better estimates of actual 
seasonality they do not introduce as much var
iance into the data through error as the pre
liminary seasonals do.

Money growth variance can also be re
duced if the addition of data for the current 
year causes some of the variance in the unad
justed series, whether seasonal or not, to be at
tributed directly to seasonal fluctuation. While 
attempts are made to minimize absorption of 
current nonseasonal variance into the seasonals, 
some of the reduction in money growth vari
ance that we observe may be due to this effect.

After a few years the revisions do not af
fect the variance of seasonally adjusted money 
as much because they do not produce large 
changes in the seasonal factors. The future 
data incorporated in the later revisions carry 
little weight in the computation of the seasonal 
factors, so their addition does not alter the sea
sonals or the seasonally adjusted data substan
tially. This accounts for the small changes in 
money growth variance between the second 
and third stages of data revision.

While the pattern of variance changes 
that we observe has a simple statistical expla
nation, the problem it poses for policymakers 
is quite serious. Out of the ten sample cases in 
which the current environment appeared more 
volatile than the previous two-year period, only 
four were still significantly more variable after 
two years of revision. Thus, there was a 60% 
chance that an apparent increase in money 
growth variability would disappear from the 
data within two years. At the 10 percent sig
nificance level, initial indications of increased 
volatility were eliminated by data revision in 
50 percent of the cases. Six out of the total 17 
periods, or 35 percent, under either significance 
level yielded false signals that the monetary 
environment had grown more erratic. The ex
aggerated picture of money growth volatility 
provided by recent money supply numbers 
could lead policymakers to take unnecessary 
corrective measures.
Implications for structural models

Errors in the preliminary money supply 
data can create problems for models which in
clude Ml either as a dependent or an inde
pendent variable. Models of money growth are 
subject to data error bias when they are used 
to test for recent changes in the relationship

between money and certain economic factors. 
Such tests compare the variance of the model 
errors before and after a change is presumed to 
have taken place. A statistically significant in
crease or decrease in error variance is consid
ered evidence of a shift in monetary behavior. 
Preliminary data errors could distort these tests 
by adding to the noise observed for the model 
in the most recent period. This may so raise 
the variance of recent errors relative to that of 
earlier errors that tests for structural shifts in 
the model will find false significant evidence of 
change.

In fact, the F tests of Ml growth variance 
provide an example of the bias initial data er
rors introduce into tests of economic models. 
The F test is equivalent to a test for change in 
a simple model of Ml growth which includes 
only an intercept term and a dummy variable 
equal to one during the more recent two-year 
period. The model’s predicted values for the 
two periods in question are equal to the means 
of M 1 growth in those periods. Therefore, the 
variances of the model errors used in a test for 
structural change between the two periods are 
identical to the variances of M 1 growth used in 
our F tests.

Unfortunately, tests for change in money 
growth models that include additional explan
atory factors will experience greater bias due 
to preliminary data errors than our F tests. 
This is because the more sophisticated models 
explain more of the variance in M 1 and so have 
lower errors. Initial data errors will contribute 
a larger share of the errors in such models so 
long as the data errors are uncorrelated with 
the model’s independent variables. As a result, 
the recent model errors are more likely to ap
pear significantly larger than earlier errors 
simply because of noise in the unrevised data. 
Therefore, our finding that 50 to 60 percent of 
detected variance changes prove to be statis
tical artifacts may represent the lower bound 
of this bias problem.

Preliminary data errors can cause four 
types of bias in models where Ml appears as 
an explanatory variable. First, the errors in the 
Ml data will increase the variance of measured 
model errors, so that tests for structural change 
may be biased for these models as well. Sec
ond, Ml data errors will cause the estimated 
coefficients of the Ml variables to be biased 
toward zero. Third, models which include 
lagged values of Ml may have longer lags and
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lower coefficients on the recent lags than they 
should.10 As a result, such models will give the 
impression that the dependent variable’s re
lation to M 1 has slower response time and more 
memory than it actually does.

Finally, the added noise in current Ml 
data will increase the variance of predictions 
from such models. This effect is greater if the 
M l variable has a large coefficient. The influ
ence of preliminary data errors on prediction 
variance is more complicated for models with 
lagged values of M l because the total effect will 
be determined by the pattern of the M 1 coeffi
cients over time. For example, if a model has 
twelve lagged M l variables with approximately 
equal coefficients, the effects of errors in the 
seasonals will be largely cancelled out. Aside 
from this restrictive case, it is difficult to esti
mate the full influence of initial Ml data errors 
on predictions.

However, even though initial data errors 
may bias models of M l’s relationships with 
other economic variables, it is not necessarily 
preferable to use nonseasonally adjusted Ml 
data instead. The variance of unadjusted Ml 
data is dominated by the variance of the sea
sonal component; from 1959 through 1984, the 
variance of the estimated seasonal component 
was 28 times greater than the variance of the 
nonseasonal component. Thus, any model 
which uses unadjusted Ml data must model the 
seasonal patterns very accurately before it 
could possibly capture the economic behavior 
of money. Since the seasonal and nonseasonal 
components must be estimated simultaneously, 
it is difficult to obtain a model which is not 
contaminated throughout by the seasonality of 
the data.
Conclusion

Our examination of the money supply 
data that was available to policymakers in the 
years from 1965 through 1981 shows that newly 
released numbers often provided misleading 
information about the monetary environment. 
The preliminary money supply data frequently 
indicated that money growth was more vari
able in the current period than it had been be
fore. However, the evidence of increased 
volatility was often merely an artifact of the 
incomplete nature of the initial seasonal ad
justment factors. In 50 to 60 percent of the 
cases where money growth seemed to have

grown significantly more variable, the evidence 
of greater variance was eliminated after two 
years of data revision. While our work is not 
extensive enough to offer a correction for this 
problem, it does suggest that preliminary sea
sonally adjusted Ml values which seem ex
treme should be interpreted and used in 
economic modelling with great caution. 1

1 We use the word “error” to refer to the difference between the initial M 1 estimates and the final revised figures. However, because the revision process is imperfect, this difference may not always accurately reflect the true errors in the preliminary data.
2 The effect of errors in preliminary money supply data has been recognized as a problem by the Board of Governors research staff for some time. Pierce (1980) derives the statistical properties of seasonal factor revision under several seasonal adjustment methods. He then calculates the standard deviation of the seasonal factor revisions for Ml and the commercial paper rate in the mid-1970’s. Pierce (1981) uses the standard deviation of all noise in the monetary aggregates to determine how long an observed deviation from trend growth must persist to be statistically significant evidence of a shift in trend. This work is concerned with the magnitude and behavior of initial data errors and the influence such errors have on measures of money and money growth levels. Such information is useful to determine if money growth is off target.
3 Federal Reserve policy did not target Ml at all times over this period. However, we include as many years as possible in our sample in order to refine our tests for the influence of preliminary data errors on measured volatility of M1.
4 For 1980 and 1981 we recreate the M1B data that was available to policymakers because that money definition was adopted as the new M 1 measure at the end of 1981.
0 For years in which there was more than one historical revision we concentrate on the most recent one because it provides a complete series through the end of the calendar year.There was no seasonal factor revision in 1972. The money supply numbers during that year were seasonally adjusted under the November 1971 seasonal factor revision. Thus, for 1972 we examine the behavior of the November 1971 money supply series as it existed at the end of 1972.
6 The F test results are virtually the same when the influence of the Credit Restraint Program of 1980 is reduced by leaving the months of March and April 1980 out of the sample.
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7 It is possible that the switch from the X-ll method to X-ll-ARIMA in 1982 may have reduced the errors in the initial seasonals. (See box for explanation of this change.) X-l 1-ARIMA will lower errors caused by unusual current observations because it assigns less importance to the most recent data. However, X-l 1-ARIMA cannot reduce the noise in the early numbers if such errors are caused by the failure of the seasonal adjustment process to pick up rapid trend changes in seasonality. In this case, X-l 1-ARIMA would actually exacerbate the problem by reinforcing the influence of past seasonal patterns on the preliminary seasonal factors.Our sample does not cover any data after the conversion to X-l 1-ARIMA because those years have not yet moved through all three stages of data revision. However, preliminary evidence on the effectiveness of X-l 1-ARIMA is offered by the experience of the 1981-82 and 1982-83 intervals which have gone through the first two stages of data revision. The money growth variance in these two periods declined 33 and 29 percent respectively between the most recent and the middle stages of revision. These declines are so near the average

change for the intervals in the sample that they suggest that X-l 1-ARIMA has not substantially reduced the excessive variance in recent seasonally adjusted money data.Hein and Ott (1983) also find that initial monthly data are still biased with X-l 1-ARIMA. However, they cite evidence from Stone and Olsen (1978) that weekly numbers are closer to later revised data when adjusted by X-l 1-ARIMA.
8 The p-value is the probability that the variance is not greater in the more recent period for each value of the F statistic. In other words, it is the probability of accepting a false hypothesis at each point on the F distribution. It is standard practice to accept a hypothesis if the probability of being wrong is five percent or less, i.e. if the p-value is less than or equal to 0.05.
9 This p-value was for the test when March and April 1980 were excluded from the sample in order to nullify the influence of the Credit Restraint Program. When these months were included in the sample, the p-value was 0.0002.
10 Telser (1981), pp. 233-256.
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Wealth effect of geographical deregulation 
The case of Illinois

John J . Di Clemente and James Kolari
In 1981, bank holding companies in 

Illinois were granted the legal authority to op
erate more than one full-service banking office 
through the acquisition of additional banks. 
Thus, although a single bank is limited to one 
full-service office, a bank holding company 
(BHC) could establish a network of such offices 
in specific regions in the state. Figure 1 out
lines the banking regions in Illinois. Under the 
liberalizing legislation, BHCs are permitted to 
own banks in their home regions and a region 
contiguous thereto. Although BHCs were con
strained to operate in specific regions, it ap
peared that the multibank law would be 
especially advantageous to relatively large 
holding companies with access to capital for 
acquisition purposes.1

An early analysis of the effects of this leg
islation showed the cautious approach taken 
by BHCs in Illinois in response to the new ac
quisition opportunities, and suggested that this 
response pattern reflected the combination of a 
severely depressed economy and overpriced 
small banks? The present study, however, takes 
a different tack. It examines the stock market’s 
response to the legislation. Specifically, stock 
return data for the four largest BHCs in 
Chicago (and Illinois) that were most able to 
avail themselves of the Act’s acquisition bene
fits are analyzed after adjusting for risk. These 
BHCs include Continental Illinois Corporation, 
First Chicago Corporation, Harris Bankcorp, 
Inc., and Northern Trust Corporation. The 
principal concern of the study is whether the 
securities market perceived these likely benefi
ciaries of the Act as being positioned to obtain 
real benefits through expansion. It is impor
tant to bear in mind that we are not analyzing 
any particular acquisition; rather, we are con
cerned with the creation of potential benefits 
through the liberalizing legislation.

If returns to these banking organizations 
were abnormally high during this period, it 
would suggest the possibility that real benefits 
would be forthcoming once the BHCs em
barked on an expansion program. A long list 
of motivations for acquisitions has been assem

bled. Generally, it is agreed that there is not 
necessarily a single cause for an acquisition.3

Among the possible causes are 1) the 
search for efficiencies (economies) in the pro
duction, distribution, and marketing of a 
product; 2) the satisfaction of managerial needs 
and wants; 3) the capture of speculative gains; 
and 4) the desire for increased market share 
through the elimination of a competitor (but 
only insofar as the elimination through acqui
sition results in the ability to increase price 
above competitive norms, or in other words, 
the creation of market power). This list is only 
illustrative of the possible motivations for and 
benefits to be derived from acquisition.

An important issue concerns how the 
benefits from acquisitions are divided between 
acquirer and target. Thus, if the benefits are 
captured in toto by the target firm, the value 
of the acquirer should remain unaffected. 
Given their ability to expand for the first time, 
did the stock market view the four large 
Chicago holding companies as primed to “take 
advantage” of the opportunity to gather for 
themselves the potential benefits associated 
with additional bank acquisitions?
Methodology

The Sharpe market model is an empirical 
representation of security returns consistent 
with the Capital Asset Pricing Model, an eco
nomic theory of capital market equilibrium.4 
Despite the restrictive assumptions underlying

John J. Di Clemente, formerly an economist at the Federal 
Reserve Bank of Chicago, attends the London School of 
Economics and James Kolari is assistant professor of fi
nance, Texas A&M University. The research reported 
herein was conducted while Mr. Kolari was on leave as a 
visiting scholar at the Chicago Fed. This article summarizes 
a more detailed article, “A Case Study of Geographic De
regulation: The New Illinois Bank Holding Company
Act,” Journal of Bank Research Autumn, 1985. Readers 
should consult this article for a detailed elaboration of the 
methodology employed. The views expressed are those of 
the authors and do not necessarily reflect the views of the 
Federal Reserve Bank of Chicago or the Federal Reserve 
System.
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Figure 1
Illinois Banking Regions

the model, it has been found useful in event 
studies involving the impact of new information 
on market returns.3

The model, simply put, is a regression 
model of form

ty t)  = aj + fi.im (0 = ul{Q (1)

where Rj(t) is the return on stock j  in period t, 
Rm(t) represents the return on a value-weighted 
market index in period t, and tL(t) is the error 
term of the linear model, a and /? are parame
ters to be estimated. The value of /?,, or beta, 
indicates the relative riskiness of the stock in 
comparison with the market as a whole.

As it appears above, equation (1) repre
sents a single-index market model of the return 
generating process which controls for 
marketwide influences on security returns. It 
is likely, however, that returns on different se
curities in the same industry are highly corre
lated. To adjust for industrywide as well as 
general economic movements, an equal- 
weighted bank stock index (calculated to be 
uncorrelated with the market index) was added 
to equation (1), above.

Thus, the return generating equation 
used as a base to detect variations from normal 
return patterns takes the form

Rj(t) = aj + Rm(l) + B2jRI(t) =  uj(t) (2)

where RI(t) represents the return on a bank 
stock index uncorrelated with the market in
dex; all other notation remains the same. f$2 
can be interpreted to represent the relative 
riskiness of a particular bank stock in compar
ison with the banking industry as a whole.

Equation (2), then, is used to generate 
returns for the shares of Continental Illinois, 
First Chicago, Northern Trust, and Harris, 
given returns to the market and industry in
dexes. This formulation represents the normal 
return process. Abnormal returns (which may 
be thought of as prediction errors) are defined 
as

PEp) =  Rp) -  xj -  I\jRm(t) -  % «/(;) (3)

where PE(t) represents the difference between 
the actual return in period T and the return that 
would be expected given the parameters esti
mated for equation (2). The PEs are assumed 
to have a mean of zero and to fluctuate ran
domly in the absence of any specific event 
which might cause them to take a distinct 
pattern. Figure 2 is a stylized graphical pre
sentation of PE patterns reflecting different 
events that have impacts on such patterns.
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Figure 2
Interpretation of prediction errors 
around an event date
T h is  g ra p h  im p lic it ly  s u p p o r ts  a te c h n ic a l a n a ly s t 's  v ie w  o f 
th e  w o r ld  s in ce  it sa ys  th a t  it  ta k e s  a w h ile  to  a d ju s t s to c k  
p ric e s  a fte r  th e  a pp ea ra n ce  o f new  in fo rm a tio n .

cumulative production errors

In order to ensure that the estimation of 
parameters a, and are free from “con
tamination” resulting from anticipatory effects 
of the Act, these coefficients are estimated using 
daily return data for the period January 1, 
1980 to December 31, 1980. In addition, a 
buffer period is set aside from January 1, 1981 
to March 24, 1981. The analysis of abnormal 
returns is performed during the interim March 
25, 1981 to January 1, 1982, the effective date 
of the Act. March 25 represents the date of the 
first reading of the bill in the Illinois legislature 
that ultimately became the Act. (See box.)

Abnormal returns were tested for signif
icance around three event dates: first reading 
of the bill, passage of the bill by both houses 
of the legislature, and the signing of the bill 
into law by the Governor. The hypothesis 
tested for each of these dates was whether stock 
returns to holding the Chicago-based BHCs 
were abnormally high. If the returns were not 
abnormally high, the relevant inference is that 
passage of the Act was neutral with respect to 
its effect on the valuation of these BHCs in the 
eyes of the market. However, should the pat
tern of returns to the BHCs be abnormally 
high, the implication is that these large BHCs

were perceived to benefit by the Act. There is 
also the possibility that shifts in risk may be 
associated with the event dates in question. 
Risk shifts are also tested for significance.

An analysis of the results of the tests indi
cates that the model used to generate returns 
to BHC shareholders adequately captures the 
risk and return characteristics of the holding 
companies under study. In all cases, the risk

A Ameasures, or betas (fix and jS2), are highly sig
nificant. (See Table 1.) With the exception of

AFirst Chicago, the industry beta estimate (/?2) 
is more significant than the market beta esti-

Amate (/JJ, indicating the importance of the in
dustry factor in the return generating process 
in banking.

We next tested for significant abnormal 
returns for each of the four BHCs at time peri
ods surrounding the major events associated 
with enactment of the Act (first reading, pas-

Time Line
There are three periods of interest in 

the study of the stock market’s reaction to 
the change in Illinois banking law. First, the Estimation Period (1/1/80-12/31/80) in 
which the parameters of the return gener
ating model are estimated for each of the 
four BHC stocks under consideration. 
Second, a Buffer Period (1/1/81-3/24/81) is 
set aside. This is to ensure that consider
ation of the Act by the legislature did not 
affect the estimation of the parameters of 
the return generating model. Finally, the 
Analysis Period (3/25/81-1/1/82) may be 
subdivided into three timeframes—the As
signment Period, when the bill that was to 
become the Act was first read in the legis
lature and assigned; the Legislative Period, 
during which the bill was passed by both 
houses of the legislature; and the 
Enactment Period, representing the time 
from passage to gubernatorial approval.

Estimation Buffer Analysis

Assignment
Legislative

1__ . . Enactment .
1

1 /1 /80
I I I

1 2 /3 1 /8 0  3 /2 4 /81  1 /1 /82
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Table 1
S tatistical results for capital m arket models

Multiple regression models for each company

Parameters Estimates
Standard

Error
t*-Value

( H q : Parameter=0) Probability > | t * |
F t2

(Adjusted /?2)a
Overall F Value 
(Probability > | I

1. Continental 
(n=260)

A
CL - 0.0000 0.0009 -0.11 0.9107 32.07% 39.48

h 0.6288 0.0815 7.72 0.0001 (31.55%) (.0001)

fa 0.7834 0.0993 7.89 0.0001

2. First Chicago 
(n=260)

A
a -0.0004 0.0013 -0 .32 0.7458 21.27% 29.21

h 0.7454 0.1209 6.17 0.0001 (20.66%) (.0001)

fa 0.8288 0.1473 5.63 0.0001

3. Harris 
(n=260)

A
a 0.0001 0.0009 0.06 0.9549 13.31% 24.82

h 0.2471 0.0868 2.85 0.0048 (12.49%) (.0001)
A

fa 0.5891 0.1058 5.57 0.0001

4. Northern Trust 
(n=260)

A
CL 0.0000 0.0006 0.04 0.9700 16.29% 17.41
A

h 0.2317 0.0536 4.33 0.0001 (15.67%) (.0001)
A

fa 0.3661 0.0652 5.61 0.0001

aThe adjusted /?2 corrects for the number of independent variables in the model. The general formula used to make this adjustment is 

r ) ( ^ r )  , where n and p are the number of observations and parameters, respectively.

sage by both houses, and Governor approval). 
In only one instance was the abnormal return 
significantly positive (at the 0.10 level of sig
nificance). By virtue of the preponderance of 
the empirical evidence, it is clear that share
holder wealth positions were unaffected by the 
Act.

The lack of any return change, however, 
does not preclude a change in the market val-

A Auation of bank risk. That is, ^  and/or f}2 may 
have been affected. Tests for shifts in system
atic risk between the estimation and analysis 
periods were unable to distinguish any signif
icant changes in risk, with one exception. Risk

Aas measured relative to both the market

and industry (/72) increased significantly in the 
analysis period for Harris. No specific reason 
for this reaction is manifest, and none will be 
conjectured.
Conclusions

The present case study of four, large 
BHCs considered likely to benefit from a 
change in banking structure law leads to the 
conclusion the stock market did not perceive 
these large holding companies as being able to 
achieve any significant net benefits from pas
sage of what is, in effect, a liberalized branch
ing law. Questions remain as to why the 
market reacted as it did. One distinct possi
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bility is that antitrust restrictions were viewed 
as a substantial impediment to the creation of 
monopoly power through acquisition by the 
large banking organizations. If this is a major 
cause for the results of the study it would con
firm the potency of antitrust restrictions as 
presently construed by the bank regulatory 
agencies and the Department of Justice. More 
corroborative evidence is needed to validate 
this conjecture. Yet, if antitrust remains potent 
in the eyes of the market, such a finding would 
have broad implications relative to the ongoing 
debate on geographic banking deregulation at 
the state level and interstate.

Aside from possible antitrust inhibitions, 
it is possible that the market did not view the 
ability to acquire additional banks in a fairly 
narrowly specified area of the state as facilitat
ing the achievement of economies of scale or 
scope. It might well be that the four large 
holding companies with which the study is 
concerned have exhausted possible scale econ
omies. As for scope economies, the prospect of 
an acquisition of an additional bank would not 
appear to broaden significantly the product of
ferings of the BHCs so as to achieve significant 
complementarities.

Yet another possible explanation of the 
results lies in the respective bargaining posi
tions of the BHCs studied and those banks that 
might have been viewed as likely targets for 
acquisition. If the benefits flowing from an 
acquisition are captured by the target, then 
there is little reason to believe that the value 
of the acquiring institution will be enhanced. 
As we noted at the outset, overpriced small 
banks were viewed as a reason why Illinois 
BHCs took a cautious approach to the broad
ened acquisition opportunities. Perhaps one 
reason why these smaller banks demanded 
rather healthy premiums resulted from the fact 
that the Illinois legislation prohibited BHCs 
from expanding de novo through the establish
ment of new banks. Therefore, the only means 
available for expansion was through the acqui
sition of already existing banks. The effect of 
the de novo prohibition would be to preserve the 
franchise value of existing banks. One means

of ascertaining whether acquisition benefits 
were expected to be captured by the smaller 
Illinois banks (i.e., the banks most likely to be 
acquisition targets) is to test for abnormally 
high returns for a sample of small bank stocks 
around the specific event dates associated with 
passage of the Act in much the same fashion 
as we have done for the four largest BHCs.

Whether or not current antitrust pro
scriptions are adequate to effectively control 
excessive concentration upon the dismantling 
of barriers to interstate banking is a significant 
issue. The results reported here of the wealth 
effects of a limited dismantling of geographic 
restrictions is encouraging in affirming the 
potency of antitrust to the extent that such re
strictions may have inhibited the creation of 
monopoly power in specific markets. 1

1 For a detailed discussion of the legislation amending the Illinois Bank Holding Company Act to permit acquisitions of additional banks in a holding company’s home region or region contiguous thereto, see: Douglas H. Ginsberg, “Interpreting the 1981 Amendments to the Illinois Bank Holding Company Act,” Loyola University of Chicago Law Journal (Fall 1981). Although the amendments contain other provisions, the significance of the Act for our purposes rests with BHCs’ new authority to expand beyond one full-service office.
Sue F. Gregorash, “First Year Experience: Illinois Multibanks Shop Carefully,” Economic Perspectives, Federal Reserve Bank of Chicago (May/June 1983).

3 See P.O. Steiner, Mergers, Chapter 2 (University of Michigan Press: Ann Arbor 1975).
4 The Sharpe market model is presented in William F. Sharpe, “A Simplified Model for Portfolio Analysis,” Management Science (January 1963). A good discussion of the Capital Asset Pricing Model is found in William F. Sharpe, Portfolio Theory and Capital Markets, NY: McGraw-Hill, Inc. (1970).
3 See: Stephen J. Brown and Jerold B. Warner,“Measuring Security Price Performance,” Journal of Financial Economics (September 1980) and G. William Schwert, “Using Financial Data to Measure the Effect of Regulation,” Journal of Law and Economics (1981).
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“A  sea o f  change”
For 13years, George W. Cloos, Vice President and 

Economic Adviser at the Federal Reserve Bank of Chicago, 
has been logging the economic events of the year for 
Economic Perspectives and its predecessor publication, 
Business Conditions. In that time, he has seen a great 
cumulation of rapid economic change. His 13th chronology, 
and a few general words of analysis, follow.

Nineteen Eighty-Five was the third consec
utive year of expansion, a duration rarely exceeded 
in peacetime in the past. However, there was no 
evidence that the economy was winded by the 
three-year climb. Employment, retail sales, con
struction, and factory ouptut all ended the year on 
the upbeat, and all closed at record highs. In
flation remained moderate. Inventories were gen
erally low and well controlled. Most forecasts 
called for further growth and continued restrained 
inflation in 1986.

But all sectors of the economy operated last 
year in an atmosphere of rapid change un
precedented in history, except in wartime. All evi
dence suggests that this era of unrest will continue 
into the twenty-first century. Among the factors 
making for rapid change were the following:
•  Adjustments required by the flood of imported 
goods, now over 20 percent of all goods purchased.
•  Efforts to contain and manage the federal 
government’s $2 trillion debt.
•  Deregulation of financial institutions, communi
cations, and transportation, as required by law 
and litigation. Although causing painful adjust-

Economic Events of 1985—A Chronology

Jan 1 S o c ia l S e c u r ity  ta x  b a s e  rises fro m  $ 3 7 ,8 0 0  to  
$ 3 9 ,6 0 0 .  T a x  ra te  rises  to  7 .0 5 % . (B a s e  rises to  $ 4 2 ,0 0 0  
a n d  ra te  to  7 .1 5 %  o n  J a n  1 , 1 9 8 6 . )

Jan 1 R e g u la to ry  m in im u m  d e p o s its  fo r  S u p e r  N O W  a c 
c o u n ts , m o n e y  m a rk e t d e p o s it  a c c o u n ts , a n d  7 - t o - 3 1 - d a y  
t im e  d e p o s its  fa ll fro m  $ 2 ,5 0 0  to  $ 1 ,0 0 0 .  ( M in im u m  e l im i
n a te d  J a n . 1 , 1 9 8 6 . )

Jan 1 P ric e  c o n tro ls  lif te d  o n  6 0 %  o f  n a tu ra l g as .

Jan 4 D o w  J o n e s  in d u s tr ia l s to c k  a v e ra g e  c lo s e s  a t 1185, 
lo w  fo r  th e  yea r. (S e e  D e c  16.)

Jan 8 I l l in o is  la w  m a n d a te s  u s e  o f  a u to  s e a t b e lts  ( in  f r o n t  
s e a ts ).

Jan 8 M a jo r  t ra d in g  c o m p a n y  c a n c e ls  im p o r ta t io n  o f  
A rg e n t in e  w h e a t  a fte r  w id e s p re a d  p u b lic  p ro te s t.

merits for some, deregulation probably has con
tributed, on balance, to moderation of the inflation 
spiral.
•  The tide of mergers that moved to a new high 
in 1985. Mergers have caused far-reaching “re
structurings” involving layoffs, sales of divisions, 
and realignments of balance sheets.
•  Failures of important businesses and financial 
institutions, caught by huge losses. These have 
created a new caution on the part of lenders and 
trade creditors.
•  A new insurance crisis, with most types of 
coverage much more costly—and some even 
impossible to get. This is partly a fruit of the vast 
growth of litigation, which intrudes on all 
decisionmaking—economic, social, and political.
•  Late in 1985, a sharp decline in world oil prices, 
threatening energy producers, lenders, and the 
welfare of oil exporting nations.

No sector of industry or finance has escaped 
the need to reevaluate and restructure. Steel, 
motor vehicles, machinery and equipment, oil, 
chemicals, textiles, airlines, truckers, railroads, 
agriculture, banks, S&Ls, and insurance 
companies—all are reported in their trade press to 
be “in transition,” “in chaos,” and “under reor
ganization.”

Nineteen eighty-six will resemble 1985 in 
that management and workers will be struggling 
in a sea of change. Long-accepted watchwords, 
rules-of-thumb, and “standard operating proce
dures” will pass into limbo. As in natural evolu
tion, survival and profit will reward those best able 
to meet existing and emerging challenges.

Jan 8 In  jo b  s w itc h , J a m e s  A . B a k e r b e c o m e s  T re a s u ry  

S e c re ta ry ; D o n a ld  R e g a n  b e c o m e s  W h ite  H o u s e  c h ie f  o f  

s ta ff.

Jan 9 G e n e ra l M o to rs  c re a te s  S a tu rn  C o rp . to  b u ild  n e w  

s m a ll car. (S e e  J u l 2 7 . )

Jan 15 P rim e  ra te  fa lls  fro m  1 0 .7 0 %  to  1 0 .5 % . (S e e  M a y  

2 0 , J u n  1 8 . )

Jan 17 A m e r ic a n  A ir lin e s  c u ts  fa re s  s h a rp ly ; o th e r  a ir lin e s  

f o l lo w  s u it.

Jan 20 F re e ze  h its  F lo r id a  c itru s  g ro w e rs .

Jan 20 C h ic a g o  sets  re c o rd  o ff ic ia l lo w , 2 7  d e g re e s  b e lo w  

z e ro  a t O 'H a r e  F ie ld  (E x c e e d s  2 6  b e lo w  o n  J a n  1 0 ,  1 9 8 5 . )

Jan 21 F a rm e rs  p ic k e t  C h ic a g o  B o a rd  o f T ra d e , p ro te s tin g  
lo w  fa rm  p ric e s .
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Jan 25 M a jo r  u n io n  s e tt le m e n ts  a v e ra g e d  2 .4 %  f irs t -y e a r  
in c re a s e  in 1 9 8 4 ,  lo w e s t  in s eries  s ta r t in g  in  1 9 6 8 .  ( In  
1 9 8 5 ,  rise  a v e ra g e s  2 .3 % .)

Jan 29 D o w  J o n e s  In d u s tr ia l S to c k  in d e x  c lo s e s  a t 1 2 9 3 ,  
to p s  re c o rd  1 2 8 7  s e t N o v  2 9 ,  1 9 8 3 .

Jan 29 A ir  W is c o n s in  b u y s  M is s is s ip p i A ir lin e s .

Jan 3 0  N e s t le  b u y s  C a rn a t io n  fo r  $ 2 .9  b i llio n .

Jan 30 G o v e r n m e n t  a n n o u n c e s  re c o rd  m e rc h a n d is e  tra d e  
d e f ic it  o f  $ 1 2 3  b i l l io n  in  1 9 8 4 ;  p re d ic ts  la rg e r  d e f ic it  in  
1 9 8 5 .  ( D e f ic i t  w a s  $ 1 4 8  b i llio n  in 1 9 8 5 . )

Jan 3 0  O P E C  a b a n d o n s  S a u d i l ig h t  c ru d e  o il as b e n c h m a rk ;  
c u ts  p r ic e s .

Feb 11 S tro h 's  a n n o u n c e s  p la n  to  c lo s e  D e tro it  b re w e ry .

Feb 13 K im b e r ly -C la r k  a n n o u n c e s  m o v e  o f  h e a d q u a rte rs  
f ro m  N e e n a h , W l to  T e x a s .

Feb 2 0  R o c k w e ll In te r n a t io n a l b u y s  A lle n -B r a d le y  fo r  $ 1 .7  
b ill io n .

Feb 2 0  S e a rs  R o e b u c k  a n n o u n c e s  " u n iv e rs a l"  c re d it  c a rd . 
(L a te r  n a m e d  " D is c o v e r " .)

Feb 20 F e d e ra l R e s e rv e  a n n o u n c e s  m o n e ta ry  g r o w th  t a r 
g e ts  fo r  1 9 8 5 :  M 1 , 4 - 7 % ;  M 2 ,  6 -9 % ;  M 3 ,  6 - 9 .5 % .  (S e e  J u l  
1 7 . )

Feb 25 T r a d e - w e ig h t e d  d o lla r  h its  re c o rd  h ig h  o f 1 6 4 .7  
( M a r  1 9 7 3  =  1 0 0 ) .  ( A t  y e a r -e n d  in d e x  w a s  1 2 3 .6 ,  d o w n  
2 5 % .)

Feb 28  Textron buys AVCO for $1.4 billion.

M a r 1 A d m in is t ra t io n  w i l l  n o t re q u e s t e x te n s io n  o f  
J a p a n e s e  e x p o r t  q u o ta s  o n  a u to s  p a s t A p r il 1 , 1 9 8 5 .

M a r 4 B ritis h  c o a l s tr ik e  e n d s  a fte r  51 w e e k s .

M a r 4 S e c u r it ie s  a n d  E x c h a n g e  C o m m is s io n  s e le c ts  r e 
c e iv e r  fo r  E .S .M . G o v e rn m e n t  S e c u r it ie s  a fte r  E .S .M . c eases  
o p e ra t io n s . (S e e  M a r  9 .)

M a r 6 R e a g a n  v e to e s  fa rm  a id  b ill. (S e e  D e c  2 3 . )

M a r 7 T h r e e -m o n th  T re a s u ry  b ills  y ie ld  9 .1 3 %  (c o u p o n  
e q u iv a le n t ) ,  h ig h  fo r  th e  yea r. (S e e  J u n  1 8 . )

M a r 8 F e d e ra l R e s e rv e  m o d if ie s  s e a s o n a l b o r r o w in g  p r o 
g ra m  to  e a s e  c re d it  to  fa rm  b a n k s .

M a r 9 H o m e  S ta te  S a v in g s  in C in c in n a t i c lo s e s  a fte r  run  
re la te d  to  E .S .M . c lo s in g . (S e e  M a r  1 5 . )

M a r 11 S o v ie t  P re m ie r  C h e rn e n k o  d ie s  a t 7 3 .  M ik h a il  
G o rb a c h e v  ( 5 4 )  s u c c e e d s , y o u n g e s t  s in c e  S ta lin .

M a r 12 In te r n a t io n a l H a rv e s te r  re p o rts  n e g a t iv e  n e t w o r th  
a fte r  s a le  o f  fa rm  e q u ip m e n t  lin e s .

M a r 14 M a r in e  C o rp ., M ilw a u k e e , b u y s  In d e p e n d e n c e  
B a n k  G ro u p  o f s u b u rb a n  W a u w a to s a . (O n  S e p  2 3 ,  M a r in e  
b u y s  F irs ta r  C o rp . o f  A p p le to n .)

M a r 15 B u c y ru s -E r ie  se lls  c o n s tru c t io n  e q u ip m e n t  d iv is io n  
to  N o r th w e s t  E n g in e e r in g .

B ank  o f  C h ic a g o

M arch  15 G e n e ra l M o to rs  A c c e p ta n c e  C o rp  ( G M A C )  e n 
te rs  m o r tg a g e  b a n k in g , a g re e in g  to  a c q u ire  m o r tg a g e  p o r t 
f o l io  o f  N o r w e s t  C o rp .

M a r 15 O h io  te m p o ra r ily  c lo s e s  71 s ta te -c h a r te re d ,  
p r iv a te ly - in s u re d  S & L s  d u e  to  ru n s  re la te d  to  E .S .M . fa ilu re .

M a r 18 Y ie ld  o n  2 0 - y e a r  T re a s u ry  b o n d s  (c o n s ta n t  m a tu rity  
in d e x )  rises  to  1 2 .2 1  % , h ig h  fo r  th e  yea r. (S e e  D e c  2 7 . )

M a r 21 G M A C  o ffe rs  8 .8 %  lo a n s  o n  s m a ll cars .

M a r 28 C h e s e b r o u g h -P o n d s  b u y s  S ta u ffe r  C h e m ic a l fo r  
$ 1 .3  b i llio n .

M a r 29 A ll is -C h a lm e r s  a g re e s  to  sell fa rm  e q u ip m e n t lin e s  
to  G e rm a n  f irm . (W e s t  A llis , W l ,  p la n t  to  c lo s e .)

Apr 1 J a p a n  ra ises  q u o ta  o n  c a r  e x p o rts  to  U  S. fro m  1 .8 4  
m ill io n  to  2 .3  m ill io n  u n its .

Apr 1 T e a m s te rs  a n d  b ig  tru c k e rs  a g re e  o n  3 0 %  lo w e r  
s ta r t in g  s a la ry . ( O n e  o f  m a n y  " t w o - t ie r "  w a g e  a g re e m e n ts .)

Apr 4 G e n e ra l D y n a m ic s , la rg e s t d e fe n s e  c o n tra c to r , 
c h a rg e d  w i t h  h id in g  c o s t o v e rru n s .

Apr 9 B e v ill, B re s le r &  S c h u lm a n , c o lla p s e d  g o v e rn m e n t  
s e c u rit ie s  firm , g o e s  u n d e r  c o n tro l o f  re c e iv e r.

Apr 14 In la n d  S te e l w i l l  c u t  c a p a c ity  3 0 %  a n d  re d u c e  w h ite  
c o lla r  s ta f f  b y  2 0 % . ( M a n y  o th e r  firm s  m a d e  s im ila r  d e c i
s io n s  in 1 9 8 5 . )

Apr 17 W h e e lin g -P i t ts b u r g h  S te e l f ile s  fo r  b a n k ru p tc y  u n 
d e r C h a p te r  1 1 .  ( S e e  J u l 2 1 . )

Apr 18 In d ia n a  la w  p ro v id e s  fo r  re g io n a l re c ip ro c a l in te r 
s ta te  b a n k in g , e f fe c t iv e  J a n  1 , 1 9 8 6 .  (S e e  N o v  2 5 , D e c  5 .)

Apr 2 3  R e g u la to rs  c lo s e  B e v e r ly  H ills  S & L  ( C A ) ,  b ig g e s t  
th r if t  fa ilu re  eve r.

M ay  3  E .F . H u t to n  p le a d s  g u il ty  o n  c h e c k  o v e rd ra ft  
c h a rg e s .

M ay  4 B ig  s te e l c o m p a n ie s  a g re e  to  e n d  c o o rd in a te d  b a r 
g a in in g  w i t h  U n ite d  S te e lw o rk e rs .

M ay  6 M o b il  w i l l  se ll M o n tg o m e ry  W a rd , p a rt o f  re s tru c tu re  
p la n .

M ay  8 F e d e ra l R e s e rv e  B o a rd  a p p ro v e s  d a y lig h t  o v e rd ra ft  
ru le s  fo r  re d u c in g  risk  o n  w ire  t ra n s fe r  sys te m s, e f fe c tiv e  
M a r  2 7 ,  1 9 8 6 .

M ay  14 M a ry la n d  im p o s e s  $ 1 ,0 0 0  w ith d r a w a l lim it  on  
p r iv a te ly - in s u re d  th r if ts  to  c o u n te r  ru n .

M ay  15 C o a s ta l C o rp . b u y s  A m e r ic a n  N a tu ra l R e s o u rc e s  fo r  
$ 2 .5  b il l io n .

M ay  15 G o v e rn m e n t  a n n o u n c e s  $ 2  b i llio n  s u b s id y  p ro g ra m  
to  b o o s t s a g g in g  a g r ic u ltu ra l e x p o rts .

M ay  16 In te rn a t io n a l H a rv e s te r  p ro d u c e s  last tra c to r  a t 
h u g e  p la n t  in R o c k  Is la n d , IL .

M ay  16 U n ite d  A ir  L in e s  p ilo ts  s tr ik e  o v e r t w o - t ie r  p a y  
p la n . (S e t t le d  J u n  1 2 .)

M a r  15  P h illip s  Petro leum  buys 49 .8%  o f its com m on s tock
fo r $4.6 b illio n , in deben tu res and notes.
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M a y  2 0  F e d e ra l R e s e rv e  d is c o u n t  ra te  fa lls  f ro m  8  to  7 .5 % ,  
lo w e s t s in c e  A u g  1 9 7 8 .  P r im e  ra te  fa lls  fro m  1 0 .5  to  1 0 % .  
(S e e  J a n  1 5 , J u n  1 8 . )

M ay 28 A d m in is tra t io n  o ffe rs  d e ta ile d  ta x  re fo rm  p la n , 
" T re a s u ry  I I" ,  to  lo w e r  in c o m e  ta x  ra te s , w h i le  l im it in g  
c re d its  a n d  d e d u c t io n s . (S e e  D e c  1 8 . )

M a y  31 C o o p e r  In d u s tr ie s  b u y s  M c G r a w  E d is o n  fo r  $1.1  
b illio n .

Jun 7 R o y a l D u tc h  S h e ll b u y s  3 0 .5 %  o f  A m e r ic a n  S h e ll O il 
fo r  $ 5 .7  b illio n .

Jun 11 L itto n  In d u s tr ie s  b u y s  3 5 .8 %  o f  its  o w n  c o m m o n  
s to c k  w ith  e x c h a n g e  o f  $ 1 .3  b i l l io n  in d e b e n tu re s  a n d  n o te s .

June 16 S u p re m e  C o u r t  u p h o ld s  s ta te  la w s  a l lo w in g  in te r 
s ta te  b a n k  p u rc h a s e s  o n  re c ip ro c a l b as is .

Jun 18 P rim e  ra te  fa lls  f ro m  10 to  9 .5 % , lo w  fo r  y e a r , a n d  
lo w e s t  s in c e  S e p  19 7 8 .  ( S e e  J a n  1 5 , M a y  20.)

Jun 18 T h re e -m o n th  T re a s u ry  b ills  y ie ld  6 .8 7 %  (c o u p o n  
e q u iv a le n t) ,  lo w  fo r  th e  y e a r. (S e e  M a r  7 . )

Jun 2 6  L y le  E. G ra m le y  re s ig n s  fro m  F e d e ra l R e s e rv e  B o a rd , 
e ffe c t iv e  S e p  1.

Jul 1 In d ia n a  p e rm its  m u lt i - b a n k  h o ld in g  c o m p a n ie s  o n  a 
s ta te w id e  basis .

Jul 2 J u d g m e n t  o rd e rs  E x x o n  to  p a y  fe d e ra l g o v e rn m e n t  $2  
b illio n  f in e  fo r  o v e r -p r ic in g  o il in th e  1 9 7 0 s .

Jul 9 M a rs h a ll &  lls le y  C o rp , M ilw a u k e e  b a n k  h o ld in g  c o ., 
b u ys  H e r ita g e  W is c o n s in  C o rp  o f  W a u w a to s a .

Jul 9 D a v id  S to c k m a n  re s ig n s  as 0 M B  d ire c to r , e f fe c t iv e  
A u g  1, 1 9 8 5 .  (J a m e s  C . M il le r  s u c c e e d s .)

Jul 10 A t la n t ic  R ic h f ie ld  s e lls  $ 1 .0  b i l l io n  o f  b o n d s  a n d  
n o tes .

Jul 1 2  F arm  C re d it  A d m in , a n d  b a n k s  a p p ro v e  $ 3 4 0  m ill io n  
a id  to  O m a h a  F e d e ra l In te r m e d ia te  C re d it  B a n k .

Jul 1 2  M e x ic o  c u ts  o il p ric e s , in d ic a t in g  b re a k  w i t h  O P E C .

Jul 17 F e d e ra l R e s e rv e  a n n o u n c e s  re v is e d  M 1  g r o w th  t a r 
g e t o f  3 - 8 %  fo r  s e c o n d  h a lf  o f  1 9 8 5 ,  a n d  r e te n t io n  o f ta rg e ts  
fo r  M 2  a n d  M 3 .  (S e e  F e b  2 0 . )

Jul 18 S o m e  p ro d u c t io n  u n io n s  s tr ik e  C h ic a g o  T r ib u n e , b u t  
p u b lic a t io n  c o n t in u e s . (S t r ik e  u n s e tt le d  a t y e a r -e n d .)

Jul 21 U n ite d  S te e lw o rk e rs  s tr ik e  W h e e lin g -P i t ts b u r g h , f irs t  
b ig  s tee l s tr ik e  s in c e  1 9 5 9 .  (S t r ik e  s e tt le d  O c t  2 6 . )

Jul 25 A d m in is tra t io n  rev ise s  G N P  g r o w th  fo re c a s t th ro u g h  
fo u r th  q u a r te r  fro m  3 .9  to  3 % . (A c tu a l  w a s  2 .5 % .)

Jul 26 T e a m s te r  car h a u le rs ' s tr ik e  b e g in s . (S t r ik e  e n d s  A u g  
1 8  a fte r  b u ild u p  o f in v e n to r ie s  o f  f in is h e d  c ars  n e a r a s s e m 
b ly  p la n ts .)

M a y  17  U nocal buys 33.3%  o f its com m on s tock  fo r  $4.3
b illio n , in exchange fo r notes.

Jul 27 G e n e ra l M o to rs  a n n o u n c e s  S a tu rn  p la n t  to  b e  lo 
c a te d  in S p r in g  H il l ,  T N , a fte r  c o n s id e r in g  b id s  fro m  2 9  
s ta te s  in n a t io n w id e  c o m p e t it io n .

Jul 31 C B S  b u y s  2 1 .4 % , o f  its  o w n  c o m m o n  s to c k  fo r  $ 9 4 0  
m ill io n  in cas h  a n d  n o te s .

Jul 31  F a rle y  In d u s tr ie s  b u y s  N o r th w e s t  In d u s tr ie s  fo r  $ 1 .2  
b ill io n .

Aug 2  F o rd  w i l l  b u y  F irs t N a t io n w id e  F in a n c ia l, la rg e  S & L ,  
fo r  $ 4 9 0  m ill io n .

Aug 2 M o n tg o m e ry  W a rd  a n n o u n c e s  p h a s e o u t  o f  
1 1 3 - y e a r - o ld  m a il o rd e r  b u s in e s s .

Aug 6 F N M A  a n n o u n c e s  t ig h te r  in c o m e  a n d  d o w n  p a y m e n t  
ru le s  fo r  p u rc h a s e d  m o r tg a g e s , to  c o n tro l r is in g  d e l in q u e n 
c ies .

Aug 12 C o u r t  a p p ro v e s  d e m o lit io n  o f  h a lf  o f  U n ite d  S ta te s  
S te e l's  S o u th  W o rk s  in C h ic a g o .

Aug 1 5  D o m e s t ic  p ro d u c e rs  o ffe r  7 .7 %  f in a n c in g  o n  n e w  
c ars  to  m o v e  in v e n to ry  b u ild u p  fro m  c a r h a u le rs ' s tr ik e .

Aug 19 M a ry la n d  h a lts  w i th d r a w a ls  fro m  C o m m u n ity  S & L  
a fte r  ru n  c a u s e d  b y  d is c lo s u re  th a t  a f f i l ia te  E q u ity  P ro g ra m s  
In v e s tm e n t C o rp  ( E P IC )  h a d  d e fa u lte d  o n  m o r tg a g e s  a n d  
s e c u ritie s . (S e e  S e p  6 .)

Aug 2 9  A d m in is t ra t io n  re fu s e s  to  im p o s e  q u o ta s  o n  s h o e  
im p o rts .

Aug 3 0  In d e x  o f p ric e s  re c e iv e d  b y  fa rm e rs  fa lls  to  lo w e s t  
le v e l s in c e  D e c  1 9 7 8 .

Sep 1 S o u th  A fr ic a  fre e z e s  p r in c ip a l p a y m e n ts  o n  p r iv a te -  
s e c to r  fo re ig n  d e b t.

Sep 5  F arm  C re d it  S y s te m  re q u e s ts  s u b s ta n tia l fe d e ra l a id .

Sep 6 E P IC  f ile s  fo r  b a n k ru p tc y . M a ry la n d  ta k e s  o v e r  
C o m m u n ity  S & L . (S e e  A u g  1 9 . )

Sep 9 R e a g a n  o rd e rs  lim ite d  e c o n o m ic  s a n c tio n s  a g a in s t  
S o u th  A fr ic a  to  p ro te s t a p a r th e id .

Sep 1 0  R .J . R e y n o ld s  b u y s  N a b is c o  fo r  $ 4 .9  b i llio n .

Sep 11 G o v e rn m e n t ra ises  s tro n g  c o rn  a n d  s o y b e a n  c ro p  
e s tim a te s  fo r  1 9 8 5 .

Sep 17 G o v e rn m e n t  e s tim a te s  U .S . b e c a m e  d e b to r  n a tio n  
in s e c o n d  q u a rte r , f irs t  t im e  s in c e  1 9 1 4 ,  as p a y m e n ts  d e f ic it  
s o a re d .

Sep 19 A llie d  a n d  S ig n a l,  b o th  c o n g lo m e ra te s , m e rg e  in 
$ 4 .9  b i llio n  d e a l.

Sep 19, 20 M a jo r  e a r th q u a k e s  h it  M e x ic o  C ity  a re a , w i th  
h e a v y  loss o f  li fe  a n d  d a m a g e  to  p ro p e r ty .

Sep 22 G ro u p  o f  F iv e  n a t io n s  a g re e  to  in te rv e n e  to  re d u c e  
v a lu e  o f  d o lla r . ( D o lla r  fa lls  s h a rp ly  S e p  2 3 . )

Sep 27 S e m ic o n d u c to r  in d u s try  e s tim a te s  1 7 %  d e c lin e  in  
sa les  fo r  1 9 8 5 .

Sep 27 H u rr ic a n e  G lo r ia  h its  E ast C o a s t, c a u s in g  f lo o d in g  
a n d  d a m a g e . N e w  Y o rk  S to c k  E x c h a n g e  c lo s e d .
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O ct 1 M o n s a n to  b u y s  G .D . S e a r le  fo r  $ 2 .7  b i l l io n .

O ct 1 Io w a  p e rm its  ju d g e s  to  in v o k e  o n e -y e a r  b a n  o n  fa rm  
m o r tg a g e  fo re c lo s u re s .

O ct 1 N a t io n a l H ig h w a y  T r a f f ic  S a fe ty  A d m in , re d u c e s  
C o rp o ra te  A v e ra g e  F u e l E c o n o m y  (C A F E )  re q u ire m e n ts  
f ro m  2 7 .5  to  2 6 .0  m ile s  p e r g a llo n  fo r  1 9 8 6  p a s s e n g e r  cars.

O ct 6 D ia m o n d -S ta r  (C h ry s le r  M its u b is h i)  a n n o u n c e s  a u to  
a s s e m b ly  p la n t  to  b e  b u ilt  n e a r  B lo o m in g to n , IL .

O ct 7  O P E C  fa ils  to  a g re e  o n  p r o d u c t io n  q u o ta s .

O ct 14 S e c tio n  o f  W e lla n d  C a n a l c o lla p s e s , b lo c k in g  p a rt  
o f  S t. L a w re n c e  S e a w a y . (R e o p e n s  N o v  7 .)

O ct 2 3  A m e r ic a n  E x p ress  se lls  F ire m a n 's  F u n d  fo r  $ 9 0 6  
m ill io n .

O ct 24 S o c ia l S e c u r ity  re c ip ie n ts  to  g e t  3 .1 %  ra is e  J a n  1 , 
1 9 8 6 ,  s m a lle s t r ise  s in c e  c h a n g e s  t ie d  to  C o n s u m e r  P r ic e  
In d e x .

O ct 25 T re a s u ry  re p o rts  $ 2 1 2  b i llio n  fe d e ra l d e f ic it  fo r  f is c a l 
1 9 8 5 ,  e x c e e d in g  $ 1 8 5  b i llio n  fo r  1 9 8 4 ,  a n d  p re v io u s  re c o rd  
o f  $ 2 0 8  b i l l io n  in 1 9 8 3 .

O ct 25 L o n d o n  M e ta l  E x c h a n g e  h a lts  t in  t ra d in g  as In t e r 
n a t io n a l T in  C o u n c il  d is c o n t in u e s  s u p p o r t  o f  t in  p r ic e s .

O ct 25 R .H . M a c y  m a n a g e m e n t  a n n o u n c e s  $ 3 .5  b i llio n  p la n  
to  ta k e  th e  d e p a r tm e n t  s to re  c h a in  p r iv a te .

O ct 2 8  C h ry s le r  p ro d u c t io n  w o rk e rs  ( 7 0 , 0 0 0  in U .S . )  re tu rn  
a fte r  1 2 - d a y  s tr ik e .

O ct 31 U .S . S te e l a g re e s  to  b u y  T e x a s  O il a n d  G a s  fo r  $ 3 .5  
b ill io n .

Nov 1 P h ilip  M o r r is  b u y s  G e n e ra l F o o d s  fo r  $ 5 .6  b il l io n ,  
b ig g e s t  n o n - o i l  m e rg e r . (S e e  D e c  1 3 . )

Nov 1 E u ro p e a n  E c o n o m ic  C o m m u n ity  a g re e s  to  l im it  s tee l 
e x p o r ts  to  U .S . to  5 .5 %  o f  U .S . m a rk e t.

Nov 5  C o m e r ic a  In c , D e tro it ,  a p p lie s  fo r  h o s tile  ta k e o v e r  o f  
M ic h ig a n  N a t io n a l C o rp .

Nov 6 G e n e ra l M o to rs  e n d s  c o s t - o f - l iv in g  a d ju s tm e n ts  
( C O L A )  fo r  s a la r ie d  w o rk e rs .

Nov 8 H e a v y  ra in s  in E ast c a u s e  w o rs t  f lo o d in g  in 1 0 0  
y e a rs , e s p e c ia l ly  in W a s h in g to n , D .C . a n d  W e s t  V irg in ia .

Nov 13 P ro c te r  a n d  G a m b le  b u y s  R ic h a rd s o n -V ic k s  fo r  $1.2 
b ill io n .

Nov 14 D o r m a n t  C o lo m b ia n  v o lc a n o  e ru p ts , k il l in g  2 0 , 0 0 0  
a n d  d a m a g in g  c o f fe e  c ro p .

Nov 14 J u r y  a w a rd s  P e n n z o il $ 1 0 .3 5  b i llio n  ju d g m e n t  
a g a in s t  T e x a c o , b y  fa r  th e  la rg e s t ju ry  a w a rd  eve r. (U p h e ld  
b y  ju d g e  D e c  1 1 ,  u n d e r  a p p e a l a t y e a r -e n d .

Nov 1 5  C h ry s le r  s e lls  $ 8 0 0  m ill io n  o f  1 2 %  d e b e n tu re s .

Nov 2 0  V A  m o r tg a g e  ra te  c e i l in g  fa lls  fro m  1 1 .5  to  1 1 % ,  
lo w e s t  s in c e  S e p  1 9 7 9 .

Nov 21 E le c tro n ic  d a ta  p ro b le m  fo rc e s  B a n k  o f N e w  Y o rk  
to  b o r r o w  re c o rd  $ 2 2 .6  b i llio n  fro m  F e d e ra l R e s e rve  B a n k .

Nov 22 R e a g a n  a n d  G o rb a c h e v  f in is h  t w o - d a y  m e e tin g  in 
G e n e v a , f irs t  " s u m m it"  s in c e  1 9 8 0 .

Nov 25 E g y p tia n  c o m m a n d o s  s to rm  h ija c k e d  je t  h e ld  by  
A ra b  te rro r is ts  in M a lta ;  5 7  d ie .

Nov 25 B a x te r  T ra v e n o l b u y s  A m e r ic a n  H o s p ita l S u p p ly  fo r  
$ 3 .7  b il l io n .

Nov 25 I l l in o is  la w  p ro v id e s  fo r  re g io n a l re c ip ro c a l in te r 
s ta te  b a n k in g , e f fe c t iv e  J u l  1 , 1 9 8 6 .  (S e e  A p r  1 8 , D e c  5 .)

Nov 26 N a t io n a l G y p s u m 's  d ire c to rs  o ffe r  to  ta k e  th e  c o m 
p a n y  p r iv a te  fo r  $1 .1  b il l io n .

Dec 5 M ic h ig a n  la w  p ro v id e s  fo r  re g io n a l re c ip ro c a l in te r 
s ta te  b a n k in g , e f fe c t iv e  J a n  1 , 1 9 8 6 .  (S e e  A p r  1 8 , N o v  2 5 . )

Dec 6 L ast t ra c to r  p ro d u c e d  a t A ll is -C h a lm e rs  W e s t  A llis  
p la n t.

Dec 8 O P E C  m e e t in g  e n d s  w ith  a n n o u n c e m e n t  th a t  m e m 
b e r n a t io n s  w i l l  t ry  to  e x p a n d  m a rk e t s h a re , a b a n d o n in g  
4 - y e a r  e f fo r t  to  re s tr ic t  o il o u tp u t . (S h a rp  o il p r ic e  d e c lin e  
f o l lo w s . )

Dec 12 T o y o ta  c o n f irm s  p la n  to  b u ild  K e n tu c k y  a s s e m b ly  
p la n t .

Dec 12 C h a rte re d  je t  c ra s h e s  in  N e w fo u n d la n d , k ill in g  2 5 8  
U .S . s e rv ic e m e n .

D e c  1 2  L e g is la t io n  ra is es  fe d e ra l d e b t  c e ilin g  fro m  $ 1 ,8 2 3 .8  
to  $ 2 ,0 7 8 .7  b i l l io n . G r a m m -R u d m a n  A c t  m a n d a te s  b a la n c 
in g  o f  th e  b u d g e t  b y  1 9 9 1 .

Dec 12 M id c o n  b u y s  U n ite d  E n e rg y  R e s o u rc e s  fo r  $ 1 .3  
b ill io n .

Dec 1 2  G e n e ra l E le c tr ic  a n n o u n c e s  p la n  to  b u y  R C A  fo r  
$ 6 .8  b i l l io n , la rg e s t n o n - o i l  m e rg e r  ever.

Dec 16 D o w  J o n e s  in d u s tr ia l s to c k  a v e ra g e  c lo s e s  a t 1 5 5 3 ,  
h ig h  fo r  th e  y e a r. (S e e  J a n  4 .)

Dec 17 R e a g a n  v e to e s  le g is la tio n  p la c in g  a d d it io n a l re 
s tr ic t io n s  o n  te x t i le  a n d  a p p a re l im p o rts .

Dec 17 C o n t in e n ta l B a n k  a n n o u n c e s  it has  re p a id  d e b t  to  
c o n s o r t iu m  o f  b a n k s  e s ta b lis h e d  in M a y  1 9 8 4 .

Dec 18 H o u s e  p a sses  b ro a d  ta x  re fo rm  b ill. (S e e  M a y  2 8 . )

Dec 2 0  G e n e ra l M o to rs  b u y s  H u g h e s  A irc ra ft  fo r  $ 4 .7  
b illio n .

Dec 2 3  A m e n d m e n ts  to  F a rm  C re d it  A c t  o f  1 9 7 1  fa c i l ita te  
fe d e ra l a s s is ta n c e  to  F a rm  C re d it  S y s te m . F o o d  S e c u r ity  
A c t o f  1 9 8 5  s ig n if ic a n t ly  a lte rs  m a n y  fa rm  p ro g ra m s .

Dec 26 P a n try  P r id e  b u y s  R e v lo n  fo r  $ 1 .8  b illio n .

Dec 27 Y ie ld  o n  2 0 - y e a r  T re a s u ry  b o n d s  fa lls  to  9 .4 9 % , lo w  
fo r  th e  y e a r. (S e e  M a r  1 8 . )

Dec 31 U .S . im p o s e s  re s tr ic t io n s  o n  im p o rts  o f s e m i
f in is h e d  s te e l f ro m  th e  E u ro p e a n  E c o n o m ic  C o m m u n ity .

Dec 31 F D IC  re p o rts  1 2 0  in s u re d  b a n k s  fa ile d  in 1 9 8 5 ,  up  
fro m  7 9  in 1 9 8 4 ,  w h ic h  w a s  th e  h ig h e s t s in c e  F D IC  b e g a n  
in 1 9 3 7 .  ( A  re c o rd  4 ,0 0 0  b a n k s  fa ile d  in 1 9 3 3 ,  b e fo re  
F D IC .)
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The 22nd Annual Conference 
on Bank Structure and Competition 

May 14,15 & 16,1986

The Conference on Bank Structure and Competition, sponsored by the Federal Reserve Bank 
of Chicago, provides an opportunity for the financial community to exchange views and re
search findings on a variety of issues related to the U.S. financial sector. Primary emphasis is 
placed on issues related to the management and regulation of financial intermediaries. The 
first day of the conference is devoted to technical papers that are primarily of interest to an 
academic audience, while the final two days are designed to appeal to a more general audi
ence. Speakers at the conference include prominent academics, regulators, and industry 
leaders. An outline of the session topics for each day follows:

Wednesday, May 14,1986
The Encouragement of Market Discipline in Banking
Acquisitions and Competitive Behavior
Corporate Separateness and Bank Holding Companies

Thursday, May 15,1986
Risk in Banking: Three Perspectives 
Risk-Based Insurance Premiums and Capital Rules
The Measurement of Banking Risk (concurrent sessions)

A. Market Value Accounting
B. Bank Off Balance Sheet Activities

Friday, May 16,1986
Panel on the Regulation of Asset Sales, Futures, and Interest Rate Swaps
Bank Management in Today's Environment (concurrent sessions)

A. Alternative Banking Strategies
B. Panel on the Use of Economic Models in Banking

Recent Developments in Banking (concurrent sessions)
A. Interstate Mergers and Acquisitions
B. Economic Conditions and the Performance of Small Banks

The conference will be held at the Westin Hotel in Chicago. For more information about the 
conference, please write or call: Betty Hortsman, Public Information Center, Federal Reserve 
Bank of Chicago, P.O. Box 834, Chicago, Illinois 60690-834, Tel.no.: (312) 322-5114.
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Interstate banking game plans: 
Implications for the Midwest

Dave Phillis and Christine Pavel
Interstate banking is spreading rapidly 

throughout the country. It is fairly well en
trenched in the Southeast and in New England, 
and in 1985, interstate banking appeared in the 
Midwest with the passage of Indiana’s regional 
interstate banking bill in April. In November, 
Illinois passed a similar law. Nevertheless, 26 
states still prohibit interstate mergers and ac
quisitions.1 Over 9,500 institutions, represent
ing 63 percent of all U.S. banking firms and 
46 percent of domestic bank assets, are still 
forbidden to acquire or be acquired by bank 
holding companies across state lines.

As of December 1985, at least thirteen 
state legislatures were grappling with the 
interstate banking issue. Most of these were 
considering regional, reciprocal legislation. 
Such laws allow out-of-state bank holding 
companies to acquire or merge with in-state 
institutions on a reciprocal basis. In the other 
13 states, some sort of interstate legislation will 
probably be introduced.

Indeed, interstate banking is a trend that 
is becoming more and more difficult to ignore. 
Market forces, especially those fostered by in
terest rate deregulation, have been encourag
ing banks to compete for retail deposits on a 
nationwide basis. Recent advances in data 
processing and communications technology are 
facilitating this nationwide competition for re
tail customers. Also, the proliferation of non
bank banks, the nationwide deployment of 
nonbank subsidiaries by bank holding compa
nies, and the acquisitions of failing banks and 
thrifts across state lines have added to the de 
facto existence of interstate banking organiza
tions in this country.

In August 1981, when Key Banks of 
Albany, New York took advantage of Maine’s 
reciprocal interstate banking law by agreeing 
to acquire Depositors Corporation of Augusta, 
the interstate banking movement began to take 
a more direct route. Since then, over 50 bank 
holding companies have proposed to acquire 
out-of-state organizations. Most of this merger 
activity has occurred in New England, in the 
Southeast, and in the Washington, D.C. met

ropolitan area where regional interstate bank
ing compacts are fairly well developed. Most 
states in those regions permit interstate banking 
on a regional, reciprocal basis.

An analysis of the interstate banking ex
perience in these states can help legislators, 
regulators, bankers and consumers of banking 
services in other states to understand the mar
ket forces that are driving the first round of 
interstate acquisitions. The experiences of 
these states can also provide information about 
the types of institutions that become involved 
in interstate banking, the attributes that 
acquirers value, and how consumers will fare 
as banks compete for their business across state 
lines.

This article examines interstate merger 
and acquisition activity since 1981. The first 
section identifies key characteristics that sepa
rate institutions that have not engaged in re
gional interstate merger activity from those 
that have. This section also identifies the sig
nificant factors that separate target institutions 
from acquirers. The second section presents 
two models for predicting whether or not a 
banking firm will be a target, an acquirer, or 
a spectator. The next section examines 37 
interstate mergers and acquisitions since 1981 
and attempts to identify what factors affect the 
price paid in an interstate deal. The last sec
tion draws implications for the Midwest, par
ticularly the Seventh Federal Reserve District. 
Implications for Seventh District bankers, as 
well as for consumers, are discussed in the con
clusions.
Who is involved in interstate mergers?

We compared various financial and mar
ket variables across banking firms based in es
tablished interstate banking regions—the

Dave Phillis and Christine Pavel are associate economists 
at the Federal Reserve Bank of Chicago. Helpful research 
assistance was provided by Maria La Tour, who was a 
summer intern at the Bank in 1985. Substantially the same 
article has been published in Toward nationwide banking, a 
guide to the issues, Federal Reserve Bank of Chicago, 1986.
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Southeast, Northeast, and New England 
states—to identify characteristics that differen
tiate banking firms that have become involved 
in the first round of regional interstate merger 
and acquisition activity from those that have 
not and to identify characteristics that separate 
target institutions from acquiring institutions. 
To make our sample manageable, only the 12 
states that had at least one banking firm that 
was a target or an acquirer in a regional inter
state deal as of August 1985 were included.2 
The financial and market share data are from 
Reports of Condition and Reports of Income as of 
December 1981, the last year before any re
gional interstate deal was proposed. Data for 
banks that belong to the same holding com
pany organization are grouped together as one 
observation.

The banking organizations were sepa
rated into several groups. First, they were 
classified as either players or spectators. A 
player had been involved in a regional inter
state bank merger or acquisition, either as an 
acquirer or as a target as of August 1985.3 The 
group of players was further broken down into 
targets and acquirers. In the 12-state sample, 
2 percent of all institutions were players—28 
targets and 16 acquirers. The group of 1,786 
spectators was reduced to 80 by taking a ran
dom sample.

The means of the financial and market 
variables for the players and spectators and the 
corresponding T-statistics, which indicate 
whether the two groups differ significantly with 
respect to these variables, are shown in Table 
1; the means and T-statistics for targets and 
acquirers are shown in Table 2. As can be seen 
in these two tables, several factors are signif
icant in separating banking organizations that 
have not been involved in a regional interstate 
acquisition from those that have, either as tar
gets or as acquirers. Many of these same fac
tors, in turn, separate target institutions from 
acquiring institutions. In general, spectator 
institutions tend to be smaller in asset size and 
number of offices, have smaller statewide de
posit shares, and are less commercial-oriented 
than player institutions.

Size is the predominant factor that differ
entiates targets and acquirers from spectators. 
On average, institutions that have not become 
involved in interstate deals had total assets of 
$137 million in 1981, although the largest had 
$2.5 billion in assets. The average target, with

Table 1
S eparating  th e  players fro m  th e  spectato rs  

in th e  Southeast and N ortheast:
M ean  values & T -s ta tis tic s

($ millions)

Players
(n=44)

(T-statistics) Spectators
(n=80)

SIZE
Total assets $2,170 (-8 .621 )* $137
Banking offices 78 (-10.736)* 5

PROFITABILITY
Return on assets 
Net spread1

1 .0% (-0 .068) 1 .0%
4.9% (0.283) 5.0%

FOCUS
Retail deposts/assets „ 65.2% (3.387)* 75.0%
Consumer loans/assets*1 „ 15.0% (-0 .431)

(-4 .223 )*
14.3%

Commercial loans/assetsJ 16.7% 1 0 .6%
MARKET

Statewide deposit share 7.3% ( - 9  339)* 
(-6 .125 )*

0.3%
MSAs 2 1

OTHER
Net charge-offs/assets 0.4% ( - 0 .1 2 1 ) 0.4%
Capital/assets 7.2% (2.077)* 1 1 .6%
Fee income/income 7.1% (-4 .870 )* 4.5%

"Significant at the 1 percent level.
Net income from earning assets as a percent of earning assets.

2
Loans to individuals divided by domestic assets.

3
Commercial and industrial loans divided by domestic assets.

$1 billion in assets, was nearly eight times as 
large and the average acquiring institution, 
with $4 billion in assets, was more than 30 
times as large as the average spectator banking 
institution.

The average target and acquirer also 
tended to have more extensive branch networks 
than institutions that were not involved in 
interstate deals. The average spectator had 
only 5 banking offices and a presence in only 
one metropolitan area in 1981, while the aver
age target had roughly 47 offices and a pres
ence in two metropolitan areas and the average 
acquirer had 138 offices in three metropolitan 
areas.

The number of offices that an institution 
has is indicative of the branching laws in the 
state in which it operates as well as the size of 
the organization and its marketing orientation. 
In the sample, however, all but two states al
lowed statewide branching in 1981. These two 
allow limited intrastate branching.

Another significant factor that separates 
spectator institutions from the players, and 
targets from acquirers, is statewide presence. 
The statewide share of total deposits for the 
average institution that was involved in a re
gional interstate acquisition was 7.3 percent, 
nearly 25 times that of the average spectator 
institution. The average target’s state share
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was 5.1 percent, about half that of the average 
acquirer.

Institutions that were involved in inter
state deals also tend to be more commercial-, 
as opposed to consumer-, oriented than their 
uninvolved counterparts, although they have 
significant retail banking operations. Retail 
deposits (deposits less than $100,000) as a per
cent of assets at player institutions averaged 65 
percent in 1981. This compares with 75 per
cent at spectator institutions. Retail deposits 
were 69 percent of total assets at the average 
target, and 59 percent of total assets at the av
erage acquirer. Commercial loans as a percent 
of assets were also higher at the average 
acquirer (20 percent) than at the average target 
(15 percent). And at the average spectator in
stitution, commercial loans accounted for only 
11 percent of total assets.

Analysis of the key factors that distinguish 
players from spectators and acquirers from tar
gets suggests that bank holding companies that 
are acquiring banks across state lines are doing 
so to enhance their retail banking operations. 
These bank holding companies are acquiring 
institutions that have extensive, albeit smaller, 
retail networks, slightly more consumer-focused 
loan portfolios, and strong retail deposit bases. 
Although the average institution that has been 
a spectator of interstate banking so far has a

Table 2
Separating the acquirers from  the targets  

in the Southeast and Northeast 
Mean values & T-statistics

($ millions)

Acquirers
(n=16)

(T-statistics) Targets
(n=28)

SIZE
Total assets $4,141 (6.290)* $1,044
Banking offices 138 (6 .1 2 0 ) 47

PROFITABILITY
Return on assets 0.9% (-0 .554) 1 .0%
Net spread^ 4.7% ( - 0 .6 6 8 ) 5.0%

FOCUS
Retail deposts/assets ? 58.8% (-2 .914 )* 6 8 .8%
Consumer loans/assets^ ,  13.6% (1.126)

(2.758)*
15.8%

Commercial loans/assetsJ 2 0 .2% 14.7%
MARKET

Statewide deposit share 1 1 .1% (3.024)* 5.1%
MSAs 3 (0.869) 2

OTHER
Net Charge-offs/assets 0.3% (-1 .464) 0.4%
Capital/assets 6.7% (-1 .078)

(-0 .909)*
7.4%

Fee income/income 6 .6% 7.4%

Significant at the 1 percent level.
Net income from earning assets as a percent of earning assets. 
Loans to individuals divided by domestic assets.
Commercial and industrial loans divided by domestic assets.

strong retail deposit base and a loan portfolio 
that is weighted heavily with consumer loans, 
it is relatively small. Most acquirers do not 
seem willing to expend managerial resources to 
purchase and integrate a string of small retail 
banks.
Predicting targets and acquirers

A banking institution can basically follow 
one of three interstate strategies. It can be
come an acquirer, a target, or a spectator. 
While the means of key variables and their T- 
statistics indicate how these three types of in
stitutions differ, they cannot be used to predict 
which strategy an institution is likely to follow. 
Therefore, we developed a model to predict an 
institution’s probable interstate strategy.

Using a stepwise logit technique, the var
iables in Tables 1 and 2 were used to develop 
two models for predicting whether a given in
stitution would become a target, an acquirer, 
or neither.4 A logit model, basically, is a choice 
model that assumes that an individual, in this 
case a banking institution, is faced with two or 
more alternatives and that the institution’s 
choice is dependent upon the characteristics of 
the institution.

Each model begins by predicting whether an institution would become involved in a re
gional interstate acquisition. Assuming that an 
institution will become involved in an interstate 
deal, each model then predicts whether the in
stitution will become a target or an acquirer. 
(The details of each model are presented in the 
box entitled “Descriptions of logit and purchase 
premium models.”) As expected, both models 
suggest that acquiring institutions are using 
interstate banking as a vehicle to expand their 
retail banking networks.

The first model indicates that the number 
of offices (branches plus main offices) is critical 
in determining whether and how an institution 
will be involved in a regional interstate acqui
sition. In general, the more banking offices an 
institution has, the more likely it is to become 
a player in interstate banking. Assuming that 
an institution will become a player, it is more 
likely to become an acquirer, the greater its 
asset size. According to this “office” model, an 
institution that operates more than 26 banking 
offices has a greater than 50 percent probability 
of becoming a player, and a player with more 
than $3.3 billion in assets at year-end 1984 has
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The logit and purchase premium models

Two hierarchical logit models and a 
purchase premium model were developed 
from various financial, market, demo
graphic and structural variables. (See 
Tables 1, 2, and 3 for a description of these 
variables). The logit models predict 
whether an institution would become a 
target, an acquirer, or a spectator in re
gional interstate banking. The purchase 
premium model identifies which charac
teristics acquirers tend to pay premiums 
for and which they tend to discount.
The logit models

Two logit models were developed 
from a set of 17 financial, market, and 
structural variables to predict regional, 
interstate acquisition activity (see Tables 
1 and 2). The models are estimated from 
a sample of 16 acquirers, 28 targets, and 
80 randomly selected spectator institutions 
from 12 states in the Southeast, Northeast, 
and New England. The second model 
differs from the first in that number of of
fices was excluded from the set of variables 
for the second model. This variable was 
excluded in order to develop a model that 
may be more applicable to a region that 
contains unit banking and limited 
branching states.

Each model contains two equations. 
The first predicts whether an institution 
will be a spectator or a player. Given that 
an institution will be a player, the second 
equation predicts whether an institution 
will be a target or an acquirer.

A stepwise procedure yielded the 
following “best” model with offices: 

Probability(Player) = l/( l+ e ~ fl) 
Probability(Target| Player) = 1/(1 + e -A) 
where a = -2.66 + . 104(number of 

offices)
b = 3.86 — .001 (assets) 
e is the base of natural 
logarithms
Assets are in millions of dollars 
and are deflated by the growth

in total bank assets since year- 
end 1981.

The first equation of this model, 
when tested against the sample on which 
it was estimated, was correct 89.5 percent 
of the time and had a false-positive rate 
of 8.1 percent and a false-negative rate of 
11.5 percent. The second equation, when 
tested against the sample, correctly distin
guished between targets and acquirers 84.1 
percent of the time and had a false-positive 
rate of 13.8 percent and a false-negative 
rate of 20.0 percent. The variables in each 
equation are significant at the 1 percent 
level using a two-tailed test.

A second model, which excluded 
number of offices from the set of possible 
variables, was also developed. A stepwise 
procedure yielded the following “best” 
model without offices:

Probability(Player) = 1/(1+e~c) 
Probability(Target| Player) = 1/(1 + e -A) 

where c = —2.84 + 2.128
(state share of deposits) 

b = 3.86 — .001 (assets)
The only difference between the two 

models is the first equation, which predicts 
which institutions will be players and 
which will be spectators. In the first 
model, whether an institution becomes a 
player depends on the number of offices 
that it operates, whereas in the second 
model, state share of deposits is the critical 
factor.

The first equation of the second 
model, when tested against the sample, 
was correct 91.1 percent of the time. The 
false-positive rate was 5.4 percent and the 
false-negative rate was 10.3 percent. The 
variable state share is significant at the 5 
percent level using a two-tailed test.
The purchase premium model

The purchase premium model was 
estimated from a sample of 37 interstate 
acquisitions in 17 states that had been 
proposed or completed by the end of Au
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gust 1985. Five interstate acquisitions 
were excluded from the sample because of 
inaccurate or incomplete data. Twenty-six 
financial, structural, and demographic 
variables were initially identified. A step
wise regression procedure was used to se
lect the best measure of certain variables 
and to screen out variables which had lit
tle relationship to purchase premiums.

As shown below, five of the ten vari
ables are statistically significant at the 10 
percent level. The model explains 56 per
cent of the variability in premiums.

Since a target banking institution’s 
net spread position is very important in 
determining the premium an acquiring 
banking institution is willing to pay, a re
gression model was developed to identify 
the factors that influence a target’s net 
spread position. As shown in the table, the 
net spread model contains ten variables 
and explains 78 percent of the variability 
in net spread. Four of the ten variables in 
the net spread model are statistically sig
nificant at the 10 percent level using a 
two-tailed test.

Results of purchase premium regression Results of net spread regression

V a r ia b le C o e f f ic ie n t V a r ia b le C o e f f ic ie n t

( T  v a lu e ) ( T  v a lu e )

N e t  s p re a d 3 . 1 8 1 8 " * R e ta il d e p o s its . 0 5 4 3 * * *
( 2 .7 7 ) ( 3 .0 0 )

C o n s u m e r  m o r tg a g e s - . 4 8 7 8 * R e ta il d e p o s it  g r o w th - . 0 0 1 8
( - 1 . 9 7 ) ( - . 7 3 )

F e e  in c o m e - . 5 5 1 9 * C o n s u m e r  m o r tg a g e s - . 1 3 9 5 * * *
( - 1 . 7 1 ) ( - 4 . 5 0 )

N e t  c h a rg e -o f fs - 8 . 5 0 7 0 * C o n s u m e r  lo a n s .0 4 5 0 * *
( - 1 . 9 3 ) ( 2 .1 2 )

S h a re  o f  s ta te w id e - . 0 0 3 2 * * C o m m e rc ia l m o r tg a g e s .0 1 1 0
D e p o s its ( - 2 . 1 9 ) ( 3 7 )

R e ta il d e p o s it  g r o w th - . 0 2 3 2 C o m m e rc ia l lo a n s - . 0 2 4 2
( - 1 . 0 9 ) ( - 1 4 3 )

P o p u la t io n .0 0 0 0 P o p u la t io n .0 0 0 0
( .0 1 ) ( 4 3 )

P o p u la t io n  g r o w th .0 1 1 1 P o p u la t io n  g r o w th - . 0 0 3 1
( 2 8 ) ( - . 6 5 )

P er c a p ita  m o n e y - . 0 0 0 0 0 5 P er c a p ita  m o n e y .0 0 0 0 0 3 '
In c o m e ( - . 2 9 ) In c o m e ( 5 .5 7 )

P e r c a p ita  m o n e y - . 0 3 7 2 P er c a p ita  m o n e y .0 0 5 2
In c o m e  g r o w th ( - . 3 8 ) In c o m e  g r o w th ( 4 1 )

R2 5 5 .7 R2 7 7 .8
A d ju s te d  R2 3 8 .7 A d ju s te d  R2 6 9 .3

'S ignificant at the 10 percent level. 

"S ig n ifican t at the 5 percent level. 

'"S ig n ific a n t at the 1 percent level.
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a greater than 50 percent chance of becoming 
an acquirer.

The “office” model performed fairly well 
when tested against the 12-state sample of 124 
institutions. It correctly distinguished between 
players and spectators 90 percent of the time 
and between targets and acquirers, 84 percent.

The second model was developed from 
the same set of variables as the first with the 
exception of the variable for number of offices. 
This variable was dropped because the number 
of offices that an institution operates is influ
enced by its home state’s branching law. Most 
of the states in our sample allow branching 
statewide, but in the Seventh District, Illinois 
severely restricts branching, and Indiana, 
Iowa, Michigan, and Wisconsin permit only 
limited branching.3 In addition, until only re
cently Indiana did not permit the formation of 
multibank holding companies; Illinois limits 
the geographic spread of multibank holding 
companies. (On July 1, 1986 the limitations 
on intrastate acquisitions will be eliminated, 
but Illinois’ highly restrictive branching laws 
will remain intact.) Therefore, to make our 
model more applicable to the Seventh District, 
we estimated a second model without the vari
able for number of offices.

This second model indicates that size and 
statewide deposit share are most significant in 
predicting interstate acquisition activity among 
institutions. In general, the larger an 
institution’s share of statewide deposits, the 
more likely it is to become involved in a re
gional interstate acquisition. An institution 
with at least 1.3 percent of statewide deposits 
has a greater than 50 percent probability of 
becoming a player. Given that an institution 
will become a player, the greater its size, based 
on total assets, the more likely it is to become 
an acquirer. This “deposit share” model, when 
tested against the sample of 124 institutions, 
correctly distinguished players from spectators 
91 percent of the time and targets from 
acquirers, 84 percent.

Both models perform fairly well; however, 
because retail banking seems to be a key force 
driving interstate consolidation, the “office” 
model may be better for predicting interstate 
acquisition activity. Large banks (banks that 
generally have been acquirers) in unit banking 
and limited branching states tend to concen
trate on commercial/merchant banking activ
ities. In the sample of 28 regional interstate

deals, only one involved an acquirer and a 
target that are essentially “merchant” banks, 
i.e., banks that primarily serve business cus
tomers and wealthy individuals. The acquiring 
institution, a small bank holding company lo
cated in Washington, D.C., has proposed to 
acquire a small Maryland bank in a 
Washington, D.C. suburb.

Banks have engaged in “merchant” 
banking activities on a nationwide basis for 
some time now through loan production offices 
and Edge Act offices, and through nonbank 
subsidiaries of bank holding companies. If 
these “merchant” banks want to continue to 
concentrate primarily on commercial custom
ers, then they probably will not initiate any 
interstate acquisitions. If, however, they view 
interstate banking as a vehicle to establish a 
significant presence in retail banking, then they 
will probably become acquirers.

The two models, therefore, implicitly 
contain opposite assumptions. The first model 
assumes that geographic presence is not impor
tant for “merchant” banks. The second as
sumes that “merchant” banks want to expand 
into retail banking or that geographic presence 
is important in its own right.
What are acquirers buying?

Another way to identify merger and ac
quisition strategies is to analyze the deals that 
have been proposed so far. Analysis of what 
acquirers are willing to pay a premium for and 
what they tend to discount also indicates that 
interstate banking is consumer-driven.

No merger or acquisition will occur unless 
the merging firms are perceived to be worth 
more together than apart. The more the com
bined firm is worth relative to the value of the 
independent organizations, the more the ac
quiring firm is willing to pay above the market 
value of the target; i.e., the acquirer will pay a 
purchase premium.

To gain further insight into what is driv
ing interstate mergers and acquisitions, we at
tempted to identify variables that are 
significant in determining the price paid for 
interstate bank acquisitions.6 Various financial, 
structural, and demographic variables were re
gressed on the ratio of price paid for a target 
to the target’s total domestic assets (purchase 
premium) of 37 interstate bank mergers and 
acquisitions—28 in the Southeast, Northeast,
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and New England and nine in developing 
interstate regions (Table 3). The value of 
transactions reported in the trade press ( Amer
ican Banker and Wall Street Journal) were used 
as the purchase price. Total assets and other 
financial variables were obtained from the fi
nancial statements periodically filed with fed
eral bank regulators.7

The definition of purchase premium used 
in this model is not the conventional definition. 
The purchase price divided by the book value 
of assets rather than equity was used because 
equity for a bank is largely determined by reg
ulatory policy. Book values rather than market 
values were used because many of the targets’ 
stocks are not widely traded, and therefore 
market values were difficult to obtain. Book 
value of a bank is a good substitute for market 
value, however, because at least 70 percent of 
a typical bank’s assets are short-term or are re
priced frequently.

The financial variables used in this study 
measure the target institutions’ profitability

and the composition of its assets and liabilities. 
Five-year averages of the profitability measures 
were used in order to mitigate the effects of any 
unusually profitable or unprofitable years. 
Loan-to-asset ratios for consumer and com
mercial loans measure the focus of the target 
institutions’ lending activities. The levels and 
five-year growth rates of deposits under 
$100,000 capture the extent of the targets’ re
tail deposit-gathering activities. The capital- 
to-asset ratios and the five-year average net 
charge-off rates measure target firms’ capital 
positions and lending records. Other financial 
variables that were tested in this study include 
the ratio of each target’s total assets to its 
acquirer’s total assets, the percent of each 
target’s operating income derived from fees, 
and the percent of each target’s assets involved 
in nonbank activities.

Structural variables were included to 
capture the varied legal environments in which 
the target banks operate. Branching laws are 
classified as either statewide, limited, or unit

Table 3
Variables used to develop the purchase premium model

Financial variables 

Profitability:

Lending:

Deposit taking 

Miscellaneous

Structural variables 

Market share

Legal restrictions

Miscellaneous 

Demographic variables**

Net income/total assets (ROA)*
Net income/total equity (ROE)*
Net spread/average earning assets*
Operating income/total assets*
Consumer loans/total assets 
Consumer mortgages/total assets 
Commercial mortgages/total assets 
Commercial loans/total assets
Consumer loans and mortgages of target/consumer loans and mortgages of acquirer 
Commercial loans and mortgages of target/commercial loans and mortgages of acquirer
Deposits less than $100,000/total assets 
Growth in deposits less than $100,000*
Investment in nonbank subsidiaries/total equity
Net loan charge-offs/total loans
Total equity/total assets
Total assets of target/total assets of acquirer

State rank and share of statewide deposits
Rank and share of deposits in lead bank's local market

State branching status (statewide, limited, or unit) 
Type of interstate law (regional or national)
Number of interstate law (regional or national)
Number of domestic branches operated by target 
Region (New England, Southeast, or neither)
Type of consideration (cash, stock, both)
Population (1980)
Population growth (1970-80)
Per capita money income (1980)
Per capita money income growth (1970-80) 
Households earning more than $30,000/year (1980)

'Averaged over five years preceding announcement of acquisition.
"A ll demographic variables are for the county in which the target's lead bank operates its main office.
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banking. Interstate banking laws are classified 
as either regional or national. Other structural 
variables include each target’s share of state
wide deposits and rank in its home state, as well 
as the rank and share of each target’s lead bank 
in its primary local banking market, the num
ber of domestic branches operated by each 
target, the interstate compact region (South
east, New England, or neither), and the type 
of consideration provided.

The demographic variables regressed on 
the purchase premium control for the varying 
characteristics of the primary local market in 
which each target’s lead bank operates. The 
level and growth of population and income are 
used as proxies for the level of demand and 
growth in demand for banking services.

In some instances there are several alter
native measures of important financial, struc
tural, and demographic variables. For 
example, profitability can be measured by re
turn on assets, return on equity, the ratio of 
operating earnings to assets, or the net spread 
on average earning assets. A stepwise re
gression procedure was used to select the best 
of these alternative variables. The stepwise re
gression was also used to screen out variables 
that have little relationship to the purchase 
premium.

This information was used to develop the 
final purchase premium model. The final 
model, which includes ten variables, accounts 
for 56 percent of the variability in purchase 
premiums. (See the box for a detailed dis
cussion of this regression.) Five of these vari
ables play a statistically significant role in 
explaining purchase premiums: net spread,
consumer mortgage loans, fee income, net 
charge-offs, and statewide deposit share (see 
Figure 1). The other five variables were in
cluded in the model as controls.

A target institution’s net spread position 
is by far the most important determinant of its 
purchase price. Net spread is the total income 
earned from loans and securities less the interest 
paid on deposits as a percent of average earn
ing assets. The target firms in this study, on 
average, earned a net spread of 4.88 percentage 
points over the five-year period before they 
agreed to be acquired. The regression results 
indicate that if a target firm earned a net 
spread of 5.37 percent, 10 percent above the 
average, an acquirer would pay 10.2 percent 
more than the average purchase premium to

acquire that firm, all else equal. Acquirers, 
therefore, seem to be looking for target insti
tutions that are very effective in the basic busi
nesses of both lending and deposit taking. This 
seems reasonable since banking firms could al
ready offer either, but not both, of these ser
vices at the same location on an interstate basis.

Four other variables are statistically sig
nificant but inversely related to the purchase 
premium. Generally, a target institution with 
few consumer mortgages, low fee income, and 
low net charge-offs would receive a relatively 
large purchase premium. The inverse re
lationship between net charge-offs and pur
chase premiums indicates that banks with highly skilled lending departments attract rela
tively large purchase premiums.

Since only 55 percent of fee income is de
rived from deposit-taking and lending activ
ities, the inverse relationship between fee 
income and purchase premiums may mean 
that, although targets are profitable, core ser
vices are not priced correctly.8 Such banks 
may provide an acquirer with an opportunity 
to generate additional fee income and, there
fore, additional profits after the merger by in
stituting better pricing policies and by 
introducing or expanding fee-generating ser
vices such as trust services.

The relationship between purchase pre
mium and consumer mortgages is understand
able because mortgage loans are generally 
long-term and fixed-rate. Also, interest rates 
during the last five years have been quite vola
tile, making mortgages highly vulnerable to 
interest-rate risk, and often unprofitable.

The purchase premium equation also in
dicates that there is an inverse relationship be
tween purchase premium and a target’s share 
of statewide deposits. This relationship is diffi
cult to explain. The sample on which the 
equation was estimated had an average share 
of statewide deposits of 7.1 percent, which in
dicates that targets generally hold strong posi
tions in their home states and acquirers look for 
relatively large target organizations. The av
erage target is about one-quarter of the size of 
the average acquirer. The inverse relationship 
between state share and purchase premium, 
therefore, may indicate that targets with large 
state shares gained market share by paying 
above average interest rates for deposits or, 
more likely, overexpanding their branching 
networks. This would adversely affect profits

30 Economic Perspectives
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



and reduce purchase premiums. The variable 
for number of offices, however, was not statis
tically significant in the purchase premium 
model.

Another possible explanation for the in
verse relationship between purchase premium 
and state share is that banks with very large 
shares are more vulnerable in a market that is 
becoming increasingly competitive due to 
interstate banking. Also, the largest banking 
organizations in a state may insist upon a 
merger of equals, making it difficult to struc
ture a deal.

Since a target’s net spread is paramount 
in determining the premium an acquirer is 
willing to pay, a regression model was devel
oped to determine what factors influence a 
target’s net spread position. The net spread 
model contains ten variables, which account for 
78 percent of the variability in the net spread 
of the target firms in the sample (see box on the 
logit and purchase premium models).

One demographic and three financial 
variables exhibit a statistically significant re
lationship with net spread (see Figure 2). The 
level of retail deposits held by the target is an 
important determinant of the firm’s net spread 
position. The typical (average) target firm in 
this study funded 71.8 percent of its assets with 
deposits of less than $100,000. The net spread 
equation indicates that a typical target firm 
with retail deposits 10 percent above average

would earn an 8 percent higher net spread. 
Similarly, the income level of the population 
served by a target’s lead bank is also important 
in determining the target’s net spread position. 
If the income of the county served by a typical 
target’s lead bank were 10 percent above aver
age, the target’s net spread would be 7.4 per
cent above average. The net spread equation 
also indicates that a high level of consumer 
loans tends to raise a target’s net spread while 
a high level of consumer mortgages tends to 
lower a target’s net spread position.

The information contained in the net 
spread equation corroborates the conclusions 
drawn from the comparisons of targets and 
acquirers, the choice models, and the purchase 
premium model. Acquirers are looking for in
stitutions that have profitable retail banking 
operations. Target institutions that operate 
their lead banks in affluent areas and have es
tablished sizable consumer loan and retail de
posit bases will attract relatively high purchase 
premiums. Institutions with high ratios of 
consumer mortgages to total assets, however, 
will receive relatively low premiums.
Implications for the Midwest

We applied both choice models and the 
purchase premium model to the five states of 
the Seventh Federal Reserve District to see 
what to expect in the District after the first

Figure 1
R e la t iv e  im p o r ta n c e  o f v a r ia b le s  in  
p u rc h a s e  p r e m iu m  r e g re s s io n

Figure 2
R e la t iv e  im p o r ta n c e  o f v a r ia b le s  in  
n e t  s p r e a d  r e g re s s io n

percent
4 - 0+ 4 8 12

NOTE: R2-55.7, adjusted R2-38.7.
'Significant at the 10 percent level. 

"Significant at the 5 percent level. 
" ‘ Significant at the 1 percent level.

percent
4

Variable r~

retail deposits***

consumer
m ortgages***

consumer loans**

NOTE: R2-77.8, adjusted R2-69.3. 
‘ Significant at the 10 percent level. 

"Significant at the 5 percent level. 
'"Significant at the 1 percent level.
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phase of regional interstate banking in the 
Midwest. Year-end 1984 data were used; 1984 
assets were deflated by the average growth in 
bank assets over the 1981-84 period. We as
sume that the Midwest interstate banking re
gion comprises Illinois, Indiana, Iowa, 
Michigan, and Wisconsin, although not exclu
sively. For example, an acquirer in Michigan 
does not have to acquire a target in one of the 
other four District states; it could acquire a 
bank in, say, Ohio. Similarly, a target in the 
District could be acquired by a bank holding 
company outside the District.

The “office” model predicted that 215 
institutions from the Seventh District, or 8 
percent, would be involved in an interstate ac
quisition (see Table 4). Nineteen institutions 
have an average probability to become players 
of 94 percent; 11 have an average probability 
of 63 percent; 11 have an average probability 
of 36 percent; and 2,348 have an average 
probability of 7 percent.

Predictions of which institutions would be 
targets and which would be acquirers, however, 
were based on the 30 institutions that have 
greater than 50 percent probabilities of be
coming players. From these 30 institutions, the 
“office” model predicts that 10 firms would be 
acquirers, and 20, targets (see Figure 3). The 
average institution with a greater than 50 per
cent probability of being an acquirer has nearly 
five times the assets and four times the number 
of offices of the average institution with more 
than a 50 percent probability of becoming a 
target.

The ratios of retail deposits to assets and 
commercial loans to assets were not significant 
in the choice model. However, these ratios for 
the average predicted acquirer and target in 
the Seventh District are consistent with those 
of the average acquirer and target in the 
12-state sample. The average predicted 
acquirer in the District has a lower retail 
deposits-to-assets ratio and a higher commer
cial loans-to-assets ratio than the average target 
institution.

If a region is not strictly defined, the 10 
acquirers do not necessarily have to acquire 
banks within the Seventh District, and the 20 
targets do not have to be purchased by an 
acquirer in the District. The fact that the 
model predicts more targets than acquirers 
may suggest that the prices paid for targets will 
be bid down. This contrasts with the 12-state

Table 4
Predicting the players in interstate banking

Office model 
Probability of becoming a player

0-25% 25-50% 50-75% 75-100%

Total in group 
Average probability

2,522
7.4%

11
36.4%

11
62.8%

19
93.5%

Deposit share model
Probability of becoming a player

0-25% 25-50% 50-75% 75-100%

Total in group 
Average probability

2,499
6.9%

15
32.5%

15
61.9%

34
94.0%

sample, in which the number of targets ex
ceeded the number of acquirers.

Based on the predictions of the “office” 
model, the average interstate deal within the 
Seventh District will consist of an acquirer 
purchasing a $1.2 billion institution to create a 
new $7 billion institution. The average price 
paid for the target will be $164 million, rep
resenting a purchase premium of 13.7% over 
book value.

The “deposit share” model predicted that 
219 firms in the District will be involved in an 
interstate acquisition (see Table 4). According 
to this model, 34 firms have average probabili
ties of 94 percent of being involved in interstate

F ig u re  3
Locations of predicted players in 
the Seventh District
number

targe ts  acquirers 
o ffice  model

Wisconsin

Michigan

Iowa

Indiana

Illinois
ta rge ts  acquirers 

share model
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banking; 15 firms have average probabilities of 
62 percent; 15 firms, 33 percent; and 2,499, 7 
percent.

The 49 institutions with greater than 50 
percent probability of being players were used 
to predict which firms would be targets and 
which would be acquirers. Fifteen institutions 
are expected to be acquirers, and the other 34 
are expected to be targets (see Figure 3). Ac
cording to the “deposit share” model, the av
erage acquirer accounts for 9.5 percent of the 
deposits in its home state, about 3 1 /2 times the 
average target’s share of state deposits. This 
model’s predictions are consistent with the 
12-state sample: the average acquirer will have 
more commercial loans as a percent of assets 
than the average target, but the average target 
will have a stronger retail deposit base.

Based on the prediction of the “deposit 
share” model, the average interstate deal in the 
Seventh District will cost $146.3 million, rep

resenting a purchase premium of 13.3 percent 
over asset value. The average acquirer will 
have about $8.4 billion in assets, and the aver
age target will have $1.1 billion in assets.

As shown in Table 5, both the “office” 
model and the “deposit share” model are fairly 
consistent. In differentiating between players 
and spectators, the only significant differences 
are in the average player’s retail deposits-to- 
assets ratio and in the average spectator’s size 
based on total domestic assets. The “office” 
model predicts that the average player will 
have a higher ratio of retail deposits to assets 
than the average player predicted by the “de
posit share” model. Also, the “office” model 
predicts that the average spectator will be 
larger than predicted by the “deposit share” 
model.

In distinguishing targets from acquirers, 
the two models differ only in their prediction 
of the average target. According to the

Table 5
Separating the players from  the spectators and the acquirers 

from the targets in the 7th District:
O ffice models vs. deposit share model

E x p e c te d  n u m b e r  o f  f irm s

A v e ra g e  v a lu e s

D o m e s tic  ass e ts  (millions) 
O ffic e s
S ta te w id e  s h a re  o f  d e p o s its  
R e ta il d e p o s its /a s s e ts  
C o m m e rc ia l lo a n s /a s s e ts

N u m b e r  o f  f irm s

A v e ra g e  v a lu e s

D o m e s tic  ass e ts  (millions) 
O ff ic e s
S ta te w id e  s h a re  o f  d e p o s its  
R e ta il d e p o s its /a s s e ts  
C o m m e rc ia l lo a n s /a s s e ts  
A c q u is it io n  p r ic e  (millions) 
P re m iu m

P la y e rs

O ff ic e D e p o s it  s h a re

2 1 5 2 1 9

$ 2 ,7 7 3 $ 3 ,1 6 4
7 4 4 7

5 .4 % 4 .6 %
7 4 .5 % * 6 7 .7 % *
1 4 .2 % 1 7 .2 %

A c q u ire rs

O ff ic e D e p o s it  s h a re

1 0 1 5

$ 5 ,8 4 1 $ 8 ,4 4 0
1 4 3 1 0 5
9 .9 % 9 .3 %

6 8 .4 % 6 0 .8 %
1 9 .3 % 2 2 .7 %

S p e c ta to rs

O ff ic e D e p o s it  s h a re

2 ,3 4 8 2 ,3 4 4

$ 8 9 * * $ 6 0 * *
1 1

0 .1 % 0 .1 %
8 2 .1 % 8 2 .2 %

1 .9 % 1 .7 %

T a rg e ts

O ff ic e D e p o s it  s h a re

2 0 3 4

$ 1 ,2 3 8 $ 1 ,0 5 3
3 9 * * * 2 4 * * *

3 .1 % 2 .7 %
7 7 .6 % 7 3 .2 %
1 1 .6 % * 1 4 .9 % *

$ 1 6 4 .0 $ 1 4 6 .3
1 3 .7 % 1 3 .3 %

* Significant at the 10% level
** Significant at the 5% level.
** Significant at the 1% level.
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“office” model, the average target will operate 
fewer offices, have more commercial loans as a 
percent of assets, and have a smaller retail de
posit base than the average target predicted by 
the “deposit share” model.
Winners and “losers” by state

As shown in Figure 3, the “deposit 
share” model predicts that nearly three- 
quarters of all players in the Seventh District 
will be from Indiana, Michigan, and 
Wisconsin—limited branching states. Only five 
institutions that will be involved in interstate 
merger activity will be from Illinois, a unit 
banking state. Four of these should be 
acquirers.

The “office” model, however, predicts 
that most institutions that will be involved in 
interstate merger activity are based in 
Michigan, and most would-be-acquirers are 
based in that state as well. This is particularly 
interesting because Illinois has four of the ten 
largest institutions in the region. The “office” 
model excluded all Illinois banks from the set 
of player institutions because number of offices 
is a key determinant in this model.

Both models imply that current intrastate 
branching restrictions will have profound im
plications for a state’s role in interstate bank
ing. If either model is applicable to a region 
that contains unit banking states, highly re
strictive branching laws could mean that banks 
in unit banking states like Illinois will sit on the 
sidelines while interstate banking allows banks 
in less restrictive neighboring states to combine 
and grow around them.9

The application of the choice models and 
the purchase premium model to the Seventh 
District may have limitations because the 
models were estimated on data from regions 
that are different from the Seventh District. 
Perhaps most important is that states that have 
interstate banking laws tend to have more lib
eral intrastate branching laws than do Seventh 
District states. Thus, a highly restrictive 
branching law, such as Illinois’, limits the 
number and geographic spread of banking of
fices that an in-state bank operates and, there
fore, limits its statewide share of deposits as 
well.

There is some evidence, however, that 
Illinois banking organizations will be sitting on 
the sidelines. As shown in Table 6, eight of the

District’s 15 largest bank holding companies 
increased their deposits more than 10 percent 
through acquisitions in the last three years. 
Four of these institutions are in Michigan and 
only two are in Illinois. Furthermore, three of 
the District’s 15 largest banking firms increased 
their deposits by more than 20 percent through 
acquisitions. Not one of these is in Illinois.

Analysis of the intrastate acquisition ac
tivity in Illinois and Indiana also indicates that 
Illinois institutions do not tend to be aggressive 
acquirers. Since January 1, 1982, Illinois has 
permitted the formation of multibank holding 
companies. From January 1 to December 31, 
1982, 47 banks had been acquired by 24 of the 
state’s 1,200 holding companies; however, only 
15 of the 47 targets did not have a previous 
relationship with their acquirers.10 Since July 
1, 1985, Indiana has permitted multibank 
holding companies. In the subsequent three 
months, more than 24 of the state’s 400 banks 
had agreed to be acquired.

The applications for nonbank banks by 
District banking organizations also indicate 
that bank holding companies in Illinois and 
Iowa are less expansion-minded than holding 
companies in Michigan, Indiana, and 
Wisconsin. Of the five applications for non
bank banks by District organizations, four are 
from a Michigan bank holding company and 
one is from an Indiana institution. O f the four 
applications to convert limited power trust 
companies into nonbank banks, three are from 
Michigan bank holding companies and one is

Table 6
15 largest 7th District bank holding companies: 

1984

Total
deposits

Percent of 
deposits 

acquired in Banking
(in billions) last 3 years offices

First Chicago Corp. (IL) $14.6 17% 17
NBD Bancorp Inc. (M l) 9.9 15 271
Continental Illinois Corp. (IL) 7.8 2 6
Comerica Inc. (M l) 7.3 17 238
Michigan National Corp. (M l) 5.9 0 342
Bank of Montreal (Harris Bank, IL) 4.8 15 16
Manufacturers Nat'l Corp. (M l) 4.7 0 136
First of America Bank Corp (M l) 4.2 14 216
First Wisconsin Corp. (Wl) 4.1 3 73
Northern Trust Corp. (IL) 3.9 8 9
Marshall & llsley Corp. (Wl) 3.4 23 78
Old Kent Financial Corp. (Ml) 3.3 35 170
Marine Corp. (Wl) 2.7 33 75
Indiana National Corp. (IN) 2.4 0 55
American Fletcher Corp. (IN) 2.4 0 69

SOURCE: Board of Governors of the Federal Reserve System.
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from a Wisconsin holding company. Each of 
these applications is for an institution that ac
cepts demand deposits but does not make 
commercial loans.
Conclusions

Serving the retail banking customer seems 
to be the driving force behind the first phase 
of interstate consolidation. Acquiring insti
tutions are purchasing profitable banks that 
have strong consumer banking operations and 
fairly extensive retail distribution networks. 
Furthermore, they are paying a premium for 
these targets, which suggests that acquiring in
stitutions are committed to serving consumers.

The models developed in this article in
dicate that the number of offices that an insti
tution operates, which is indicative of its retail 
banking operation, is crucial in determining 
whether an institution will become involved in 
a regional interstate acquisition. Large banks 
with very few offices, e.g., large Illinois banks, 
tend to concentrate on serving commercial 
customers and have very little experience op
erating retail banking networks. They would 
not, therefore, be expected to become active in 
the retail market when interstate banking is 
permitted throughout the Midwest. This is as 
much a result of branching restrictions as it is of the marketing orientations of these insti
tutions. Most medium-sized Illinois insti
tutions, which do have experience serving 
consumers, also have limited experience oper
ating retail networks. They too would not be 
expected to become involved in an interstate 
merger or acquisition.

The models developed in this article also 
indicate that the largest institutions in a region 
would become acquirers, provided that they 
have a significant number of banking offices. 
A player institution with more than S3.3 billion 
in domestic assets at year-end 1984 has a 
greater than 50 percent probability of becom
ing an acquirer. The average acquirer’s do
mestic assets would be between five and eight 
times greater than those of the average target.

The smallest predicted target had over 
S400 million in domestic assets at year-end 
1984; thus, the fear that interstate banking will 
cause small banks to be “gobbled up” by large 
banks seems unwarranted. The first phase of 
interstate consolidation will occur among the 
largest institutions. Furthermore, in the first

phase, targets will command attractive pur
chase premiums (about 13.5 percent in the 
District). Over time, however, premiums will 
decline as the most attractive banking insti
tutions are acquired and as competition erodes 
profit margins.11

Regardless of which banks are acquirers 
and which are targets, consumers of banking 
services should not be harmed by interstate 
banking and many consumers could benefit. 
Retail banking seems to be the driving force 
behind interstate banking, and acquirers are 
willing to pay a premium for relatively large, 
profitable, consumer-oriented banks. An ac
quiring institution, therefore, would not be ex
pected to adopt policies that would dissipate its 
customer base. In addition, economic theory 
holds that the removal of geographic barriers 
to entry increases competition and, therefore, 
reduces price and/or increases quality, thus 
benefitting consumers. If, however, number of 
offices is the key determinant in who becomes 
a player and who becomes a spectator in 
interstate banking, consumers in unit banking 
or highly restrictive branching states will be 
sitting on the sidelines with the bankers unless 
restrictions on branching and intrastate acqui
sitions are relaxed.

Relaxation of these restrictions would 
benefit both bankers and consumers of banking 
services. More liberal branching and multi
bank holding company laws would allow 
banking organizations in highly restrictive 
branching states to grow through branching or 
through intrastate mergers and acquisitions. 
And, if they so choose, these banks could as
semble intrastate retail banking networks, thus 
preparing them to operate regional networks 
across state lines, and making them more at
tractive to out-of-state bidders. Consumers 
would benefit from the increased competition 
that would ensue, and to the extent that the 
current banking laws support a greater number 
of banks than market forces would permit, 
more liberal banking laws would lead to a more 
efficient banking system.

Our analysis suggests that unit banking 
states may be at a disadvantage when interstate 
banking arrives. Legislatures in these states 
can either forego passage of an interstate 
banking bill or begin to liberalize restrictive 
branching legislation. The first solution has the 
merit of preserving the status quo. But this 
status quo can only be preserved by sacrificing
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Lessons from nonbank subsidiaries and nonbank banks

Despite prohibitions against inter
state banking, bank holding companies 
have separately offered deposit-taking and 
lending services across state lines for nearly 
30 years through nonbank subsidiaries, 
loan production offices, and nonbank 
banks. A careful examination of the types 
and locations of nonbank subsidiaries and 
offices that bank holding companies have 
established and the types and locations of 
nonbank banks that they are seeking to 
establish, indicates that interstate banking 
is consumer-driven and that bank holding 
companies are establishing presences in 
areas that have been experiencing rapid 
growth.
Nonbank subs and LPOs

The 4(c)8 provisions of the Bank 
Holding Company Act allow banks to 
provide services such as consumer and 
commercial finance, mortgage banking, 
lease financing and credit insurance 
underwriting on an interstate basis 
through nonbank subsidiaries. The map 
shows the ten states that house the most 
4(c)8 offices. These ten states account for 
a combined 3,052 4(c)8 offices, 55.5 per
cent of the U.S. total. California accounts 
for the most 4(c)8 offices and nearly five 
times as many as the average state. Five 
of the top ten states are in the Southeast,

an area that has been experiencing rapid 
economic growth recently.

Most nonbank subsidiaries are di
rected at consumers rather than businesses. 
Over 65 percent of all nonbank subsid
iaries are consumer finance companies, 
trust companies, or industrial banks. This 
is the case among the top ten states, where 
86 percent of all 4(c)8 offices are 
consumer-oriented. Furthermore, most of 
these consumer nonbank subsidiaries are 
lending offices. Only Florida has a signif
icant number of trust companies, and 
Colorado—not among the top ten—has the 
most industrial banks (40).

In the case of the industrial bank 
subsidiaries, a prime determinant of a 
state’s magnetism is legislative. Many 
states forbid industrial banking activity. 
In fact, all 105 industrial banks in the 
United States are located in 11 states, and 
over half are located in Arizona, 
California, Colorado, and Kansas.

Business-oriented 4(c)8 offices—e.g., 
commercial finance companies and lease 
financing operations—account for a very 
small proportion of all nonbank subsid
iaries. Among the top ten states, they ac
count for only 14 percent. Texas, 
California, and Ohio house the most busi
ness 4(c)8 offices, with 11, 10, and 10, re
spectively.

Nonbank banks—Top 10 states

N o n b a n k  b a n k s  
a p p lic a t io n s

F lo r id a * 4 4
T e x a s * 3 3
G e o rg ia * 2 2
V ir g in ia * 1 9
P e n n s y lv a n ia * 1 7
C a lifo rn ia * 1 5
A r iz o n a 1 4
M a ry la n d 1 4
M a s s a c h u s e tts 1 2
N e w  J e rs e y 1 2

W ill  a c c e p t W ill  m a k e
d e m a n d  d e p o s its c o m m e rc ia l lo a n s

2 9 1 5
1 8 1 5
1 3 9
1 5 4

9 8
9 6
8 6

11 3
8 4
8 4

‘ Also rank among the top ten states for nonbank subsidiaries.
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Nonbank subsidiaries of bank holding companies: 1983

Rank among top 10 states for total 4(c)8 offices, total consumer 4(c)8 offices, 
and total commercial 4(c)8 offices plus LPOs

Rank among top 10 states for total 4(c)8 offices and total consumer 4(c)8 
offices

Rank among top 10 states for total commercial 4(c)8 offices plus LPOs

SOURCE: David  D. W hitehead, A Guide to Interstate Banking: 1983. Federal Reserve Bank o f A tlanta.

As shown in the map, five states rank 
among the top ten states for both con
sumer and commercial nonbank subsid
iaries. These states include California, 
Florida, Ohio, Pennsylvania, and Texas. 
Together these five states account for 33 
percent of all 4(c)8 offices.

Loan production offices are another 
means for bank holding companies to 
provide services to customers across state 
lines. Loan production offices serve as 
calling offices for a bank’s commercial 
lending department and are operated on 
an interstate basis. Forty-four organiza
tions in 19 states maintain interstate LPOs 
in 34 states. Six states house more than 
10 LPOs each. These states include 
California (22), Illinois (21), Texas (19),

New York (16), Colorado (14) and 
Tennessee (14). The first four of these 
states also rank among the states with the 
most business-oriented 4(c)8 offices.
Nonbank banks

Nonbank subsidiaries of bank hold
ing companies and LPOs have been per
mitted for nearly 30 years, but nonbank 
banks are a fairly recent phenomenon. In 
March 1984, U.S. Trust Company of New 
York received permission from the Federal 
Reserve Board to convert its Florida trust 
company into an institution that accepts 
demand deposits but does not make com
mercial loans—not a commercial bank as
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defined in the Bank Holding Company 
Act. Since then, over 300 nonbank bank 
applications to charter such nonbank 
banks have been filed with the Office of 
the Comptroller of the Currency (although 
less than one-tenth have been approved). 
Most of these applications are for insti
tutions that will accept demand deposits 
and make consumer loans, although 151 
will make commercial loans but not accept 
demand deposits. In May 1985, the 11th 
U.S. Circuit Court of Appeals overturned 
the Fed’s U.S. Trust decision, thus putting 
nonbank banks on hold; nevertheless, we 
can gain some insight into what is driving 
interstate banking by examining the lo
cations for nonbank bank charters.

As shown in the table opposite, eight 
states are particularly attractive for the 
establishment of nonbank banks. Not 
surprisingly, Florida, Texas, and Georgia 
head the list; these states rank among the 
top ten states for nonbank subsidiaries of 
bank holding companies. Collectively, 
these ten states account for over 25 percent 
of all proposed nonbank banks in the 
United States.

To better understand what is at
tracting nonbank banks to these states, 
various population, income and market 
variables at the MSA level (metropolitan 
statistical area) were regressed on the 
number of nonbank bank applications in 
an MSA filed by bank holding companies. 
The MSA level was used because state

wide statistics tend to mask important 
variations within states. Using a stepwise 
linear regression procedure, we found that 
the number of nonbank banks in an MSA 
increases with per capita income, income 
growth, population, population growth, 
and number of banking offices. The 
number of nonbank banks decreases with 
population density. Each of these vari
ables are significant at the 10 percent 
level, and these six variables explain 44 
percent of the variability in the number 
of proposed nonbank banks in an MSA.

At first glance, the inverse relation
ship between the number of nonbank 
banks and population density may seem a 
bit surprising. Careful analysis of the 
data, however, indicates that most non
bank bank applications have been for in
stitutions in growing metropolitan areas, 
which as yet are not very densely popu
lated. As shown in the table below, 
banking firms seeking to establish an 
interstate presence are attracted to metro
politan areas that have been experiencing 
rapid population and income growth. 
These areas are primarily in the Southeast 
and in the West. The few exceptions are 
Philadelphia, Chicago, Boston, and New 
York. These cities, however, have very 
high population and income levels, which 
account for their attractiveness and com
pensate for their low population and in
come growth rates.

Nonbank banks: population and income for top 10 MSAs

P o p u la t io n  P er c a p ita  in c o m e
N o n b a n k  b a n k s 1 9 8 0 1 9 7 0 - 8 0 1 9 8 0 1 9 7 0 - 8 0

a p p lic a t io n s L eve l G ro w th L eve l G r o w th

(millions) (thousands)

W a s h in g to n , D .C . 3 3 3 .3 6 9 .0 % $ 9 .4 1 .6 %
A tla n ta 2 2 2.1 2 7 .0 6 .8 2 .3
D a lla s 1 6 2 .0 2 5 .8 8 .0 2 .2
P h o e n ix 1 4 1 .5 5 5 .4 7 .7 1 .8
H o u s to n 1 3 2 .7 4 4 .7 7 .8 2 .7
P h ila d e lp h ia 1 3 4 .7 - 2 . 2 7 .8 1 .6
T a m p a -S t .  P e te 1 2 1 .6 4 6 .0 6 .6 2 .2
B o s to n 11 3 .7 - 1 . 3 7 .7 1 .6
C h ic a g o 11 6 .1 - 0 . 5 9.1 1 .5
N e w  Y o rk 9 8 .3 - 8 . 8 8 .1 1 .4

38 Economic Perspectives

Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



Six states rank among the top ten in 
both the number of nonbank subsidiaries 
and the number of nonbank banks. These 
states include California, Florida, Georgia, 
Pennsylvania, Texas, and Virginia. Most 
nonbank banks and nonbank subsidiaries 
of bank holding companies in these states, 
as well as in the others, are consumer- 
oriented. That is, most of the nonbank 
subsidiaries are consumer finance and trust 
companies, and most of the nonbank

banks will not make commercial loans. 
The flood of nonbank bank applications 
since March 1984 seems to indicate that 
bank holding companies are seeking to 
expand into areas that have been devel
oping. Cities with high income and pop
ulation levels, however, are also attractive 
even if they have not been growing rapidly 
in recent years.

Maria La Tour

any role as a leader in retail banking. It would 
also deny consumers in these states the poten
tial benefits available to consumers in most of 
the country. The second solution would permit 
the development of a more sophisticated bank
ing industry capable of competing with the re
tail banking organizations that are emerging in 
other parts of the country. It is also likely to 
benefit consumers. * 1

1 Four states have grandfather laws and six allow out-of-state bank holding companies to establish in-state limited service banks.
2 The 12-state sample includes: Connecticut, District of Columbia, Florida, Georgia, Maine, Maryland, Massachusetts, New York, North Carolina, Rhode Island, South Carolina, and Virginia.
3 The term “acquisitions” will be used throughout this article to refer to mergers and acquisitions. There are two mergers in our sample. The smaller institution in each case was designated as the target institution.
4 Three additional variables were also included:1) the number of states in our subset of 12 states that are included in the interstate law of an organization’s home state; 2) the number of states included in our subset of 12 states that an organization can enter; and 3) branching status of an organization’s home state (0 if statewide, 1 if limited). None of these additional variables proved significant.

J Iowa allows limited branching. A bank can branch within its home county and in contiguous counties in communities that do not have state or national banks. Illinois law allows a bank to establish five “facilities” within its home county or within 25 miles of its main office.
6 For a discussion of what factors affect purchasepremiums of intrastate acquisitions, see Randolph P. Beatty, John F. Reim and Robert F. Schapperle, “The Effects of Barriers to Entry on Shareholder Wealth: Implications for Interstate Banking,”Journal of Bank Research (Spring 1985), pp. 8-15.
7 Board of Governors of the Federal Reserve System, Reports of Condition, Reports of Income, Annual Report of Domestic Bank Holding Companies, Bank Holding Company Financial Supplement, various issues.
8 Board of Governors of the Federal Reserve System, Functional Cost Analysis: 1984 Average Banks.
9 Interstate banking may provide a means by which holding companies in unit banking states can escape outmoded intrastate branching restrictions. However, if the nonbank bank experience is any indication, Illinois bank holding companies do not seem anxious to take advantage of this opportunity to expand across state lines. As of November 1985, no Illinois holding company had an application pending to establish a nonbank bank.
10 Sue F. Gregorash, “First year experience: Illinois multibanks shop carefully,” Economic Perspectives (May/June 1983) p.15.
11 See Joel A. Bleeke, “Banking or Brewing? A Fresh Look at Acquisition Patterns,” Proceedings of a Conference on Bank Structure and Competition, Federal Reserve Bank of Chicago, 1984, pp. 249-63.
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