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Federal funds flow no bargain 
for Midwest

Eleanor H. Erdevig
The federal government is an important 

force in the nation’s economy. Since 1950, 
federal government spending has increased 
more than twenty-fold, from $43 billion to $946 
billion in fiscal 1985. Currently, expenditures 
of the federal sector represent about one-fourth 
of the country’s total output or gross national 
product (GNP); in 1950 the federal sector rep­
resented only about one-seventh of GNP. How 
and where the Congress and the administration 
decide to obtain revenues and to spend funds 
can have a significant and varying impact on 
geographic areas of the country.

Although overall tax receipts must ulti­
mately support total federal expenditures, fed­
eral expenditures probably have never closely 
matched tax receipts within each state and re­
gion. In fact, little attempt has been made to 
do so. Federal legislation has generally not 
been based on the concept that states or local 
areas are entitled to a proportional return on 
the tax dollars that they send to Washington.

During the 1970s, however, policymakers 
and researchers took a closer look at the redis­
tributive effects of federal taxation and ex­
penditure policies on regional economic 
performance and job growth in older industri­
alized areas. Early attention centered on the 
Northeast, particularly the New England area, 
which was then experiencing above average 
unemployment rates and slowing population 
and employment growth following a decline in 
manufacturing that had begun shortly after 
World War II. More recently, attention has 
focused on the economic problems of the Mid­
west, particularly during the 1981-82 recession, 
and on the role that federal funds imbalances 
have played in perhaps aggravating that eco­
nomic decline.

The subject of regional disparities in the 
federal balance of payments—the difference be­
tween federal revenues and disbursements in 
an area—is not a simple issue. The United 
States is an integrated, open economy and no 
region, whether in surplus or deficit with the

national government, is isolated from other re­
gions. Federal expenditures in one region will 
indirectly affect the economies of other regions, 
although to varying degrees and with different 
time lags. Economists have had little to say on 
the normative concept of what a “fair” return 
on tax dollars ought to be.

Theories of the public economy generally 
recognize three objectives of federal budget 
policy, namely, the efficient allocation of re­
sources, the equitable redistribution of income 
and wealth, and economic stabilization. Pro­
curement of goods and services is expected to 
be determined by efficiency considerations and 
perhaps by political influence. The progressive 
income tax, income support for poorer people, 
and grants to poorer places are examples of the 
redistributive objective. Economic stabilization 
is important to the overall performance of the 
economy.

Imbalances in federal flows of funds are 
not inconsistent with the redistributive objec­
tive of the public economy. Federal expendi­
tures and assistance to support growth in 
underdeveloped regions and areas are com­
monplace. Spending on dams, waterways, ru­
ral electrification, agricultural support, and 
community development block grants are just 
a few examples. The contribution of the fed­
eral government to the development of the 
South and West prior to and following World 
War II is well-known. Existing legislation and 
policies presumably reflect a public consensus 
based on desired objectives and available in­
formation. Over time, however, as the results 
of current policies become known, objectives 
change and new policies and legislation are 
found to be necessary.

This article presents measures of the cur­
rent regional flows of federal funds, analyzes 
the sources of existing disparities, and reviews 
regional efforts to achieve a more favorable 
flow of funds.

Eleanor H. Erdevig is an economist at the Federal Reserve 
Bank of Chicago.
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Do disparities exist?

A useful measure for interstate compar­
isons that excludes the effect of population size 
differences is the ratio of federal funds disbursed 
within a state to each dollar of federal taxes 
paid by state residents. If the ratio is approxi­
mately one, federal expenditures are about 
equivalent to federal taxes collected in the 
state. If the ratio is less than one, less money 
is spent by the federal government in the state 
than is collected in federal taxes.

Regional disparities in fiscal 1984 are 
dramatically displayed in Figure 1. All of the 
Seventh District states—Illinois, Indiana, 
Michigan, Wisconsin, and Iowa—received less 
than 90 percent of federal taxes returned in 
federal expenditures. In contrast, states re­
ceiving 110 percent or more of federal taxes in 
expenditures are located primarily in the 
Southeast, although some states in the South­
west, West, and in the New England area were 
also beneficiaries of federal expenditures by this 
measure. Between 90 and 110 percent, federal

revenues are roughly equivalent to disburse­
ments in the states.

The ratios in the five District states range 
from a low of .66 in Illinois to .88 in Indiana. 
For every dollar that Illinois sends to 
Washington in federal taxes, only about 66 
cents is directly returned to the state in federal 
expenditures. (See Table 1).

Another frequently used measure for 
interstate comparisons is an estimate of net 
federal funds flows—the difference between fed­
eral tax payments and federal expenditures for 
individual states. This measure permits an as­
sessment of the magnitude of federal funds im­
balances. Here no adjustment is made for 
differences in population. According to infor­
mation provided by the Congressional Re­
search Service, Illinois has been the biggest net 
contributor to the Federal coffers.1’2 With fed­
eral taxes of $35 billion and federal spending 
of $24 billion, there was a net outflow of $11 
billion from Illinois in fiscal 1984. Other large 
northern industrial states—New Jersey,

Figure 1
Return of federal tax dollars in 1984
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Table 1
Ratio of federal expenditures to  estim ated tax revenues12 

Fiscal year 1984

Top ten states
Rank State Ratio

1 New Mexico 1.82

2 Mississippi 1.69

3 Missouri 1.47

4 Virginia 1.44

5 Hawaii 1.40

6 Utah 1.34

7 Maryland 1.29

8 Alabama 1.29

9 South Dakota 1.27

10 South Carolina 1.26

Lowest ten states
Rank State Ratio

41 Indiana .88

42 Minnesota .85

43 Ohio .83

44 Wisconsin .83

45 Delaware .81

46 Iowa .80

47 Texas .78

48 Michigan .78

49 New Jersey .69

50 Illinois .66

Assumes tax revenues equal federal expenditures in fifty states and District of Columbia; excludes Postal Service.2
Tax burden percentages from Tax Foundation, Inc., Washington, D.C.

3
District of Columbia = 5.17.

Michigan, Ohio, New York, Wisconsin, Iowa, 
and Indiana—also were major contributors. 
Texas also showed a large net outflow in 1984, 
primarily due to federal taxes on the state’s 
energy production.

California has been the biggest gainer. 
In fiscal 1984 it had a net inflow of $10.6 
billion. Other large gainers were located near 
Washington, D.C. (Virginia and Maryland), 
in the South, or were home to major defense 
companies (Missouri).
What causes the disparities?

To find the cause of such disparate flows, 
it is helpful to look at federal taxation and ex­
penditures separately, and to examine individ­
ual spending categories.

On the taxation side, differences in the 
federal tax burden among states contribute to 
the disparities in the federal balance of pay­
ments. About four-fifths of federal revenues are 
derived from individual income taxes and so­
cial insurance taxes and contributions, all of 
which are dependent on personal income. Per 
capita personal income in the Midwest, the 
Mideast, and New England states has histor­
ically tended to be above the national average.

In 1984, average per capita income in New 
England states was the highest in the nation. 
In most of the Midwest states since 1981 it has 
declined to slightly below the national average.

Figure 2
Seventh District states among the biggest net 
contributors to federal treasury in 1984

billion dollars
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Figure 3
California— The biggest winner in 1984

billion dollars

Figure 4
Defense spending was about 29 percent 
of federal domestic outlays in 1984

The Southeast remains the region with the 
lowest per capita personal income. Over the 
long-term, there has been a general conver­
gence toward the national average among 
states in per capita income. Thus, this source 
of disparity among states has been gradually 
disappearing.

Differences in per capita income and the 
resultant differences in the tax burden, al­
though important, are not the major cause of 
the disparities among states in net federal funds 
flows. California in 1984 had the fourth highest 
per capita personal income in the country (ex­
cluding District of Columbia), yet ranks first in 
the net inflow of federal funds. Others of the 
ten states with the highest net inflow of funds 
in 1984, Massachusetts, Maryland, and 
Virginia, ranked fifth, sixth, and thirteenth, 
respectively, in per capita income. The major 
reason for disparities is the differences in federal 
expenditures among the states.

But not all federal government spending 
accounts for the disparities among the states in 
federal funds flows. The primary sources of the 
disparities are defense expenditures for pro­
curement, salaries and wages, and research and 
development (R&D); nondefense procurement 
and R&D; and a portion of grants to state and 
local governments. The balance, about two- 
thirds of the federal expenditures, depend 
largely on where the recipients reside, for ex­
ample, holders of public debt who receive in­

terest payments, and beneficiaries of Social 
Security and Medicare payments. The small 
disparities in these outlays among states are 
primarily the result of a larger proportion of 
older people in some areas.

From a policy perspective, the one-third 
that accounts for the disparities represents the 
“manageable areas” of government expendi­
tures. These are the areas that can be influ­
enced by federal, state, and local public and 
private actions.

Defense spending is the major part of the 
manageable area. During fiscal year 1984, 
federal expenditures for defense represented 29 
percent of total federal domestic outlays. Of 
the Department of Defense (DOD) domestic 
spending, 65 percent was spent on procurement 
contract awards and 27 percent on salaries and 
wages. DOD procurement represented 78 per­
cent of all federal government domestic pro­
curement contract awards.

Trends in the location of defense spend­
ing, the largest and fastest growing component 
of the federal budget, indicate a major source 
of the current unequal distribution of federal 
expenditures among the states.

A comparison of the proportion of total 
defense contract awards received by firms lo­
cated in the top ten states in fiscal year 1951 
and the proportion in fiscal 1984 dramatically 
shows the decline in the receipt of defense funds
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Figure 5
O ld  top  10  in d e fen se  co n trac ts  — 1951
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by companies in northern industrial states. In 
fiscal 1951, New York, Michigan, Ohio, In­
diana, New Jersey, Illinois, and Pennsylvania 
were all among the top ten states, receiving in 
the aggregate 56 percent of all defense con­
tracts. In fiscal 1984 the proportion received 
by these seven states had declined to only 20 
percent and only New York and New Jersey 
remained among the top ten. The New En­
gland area fared much better. Massachusetts 
and Connecticut were among the top ten states 
in fiscal 1951 with 8.8 percent of total awards 
and had increased their share to 10.1 percent 
in fiscal 1984.

The standout performer, however, was 
California which became the largest recipient 
of defense awards in fiscal 1953 and has been 
every year thereafter, including fiscal 1984 
when it received 23.1 percent of the total 
awards. This was a larger share than that of 
the seven states of New York, New Jersey, 
Pennsylvania, Illinois, Indiana, Michigan, and 
Ohio combined.

The decline in the share of defense awards 
received by the northern industrial states is best 
explained by examining what DOD purchases.

In fiscal 1983 total prime contract awards by 
the DOD were $140 billion. Of this amount, 
information is available on the state where the 
contract was performed for $119 billion or 85 
percent.3 According to this information, the 
four largest categories of hard goods procure­
ment were aircraft, electronics and communi­
cation equipment, missiles and space systems, 
and ships, which together accounted for two- 
thirds of DOD awards.

California dominates defense spending. 
In fiscal 1983 it was the leading recipient of 
awards for aircraft, missiles and space systems, 
weapons, and electronics and communications 
equipment, second in awards for ammunition, 
third for ships, and fourth for tanks and auto­
motive vehicles.

Midwestern states continued to receive 
awards for tanks and automotive vehicles. 
Ohio, Indiana, and Michigan ranked first, sec­
ond, and third, respectively, and in total re­
ceived 56 percent of the amount obligated for 
such contracts. Unfortunately, such combat 
and noncombat vehicles represented only four 
percent of the DOD awards. Thus, the chang­
ing composition of DOD purchases can have
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major impact on regional income and employ­
ment. The change from tanks and more tradi­
tional military hardware to missiles and more 
sophisticated hardware, which began after the 
Korean War (1953), resulted in a locational 
adjustment of production and employment.4

Seventh District states, while generally 
not an important location for the production 
of the major portion of military hard goods, do 
provide certain other defense supplies and ser­
vices. In fiscal 1983, they received four-fifths 
of the awards for construction equipment, two- 
fifths of the awards for materials handling 
equipment, and one-fourth of the awards for 
production equipment. Indiana and Michigan 
received about one-third of the contracts for 
separately procured containers and handling 
equipment. In addition, District states were 
awarded contracts for about one-sixth of the 
subsistence supplies, medical supplies, and 
photographic equipment purchases by the 
DOD.

Looking to the future, of prime impor­
tance to the economic growth and well-being 
of the northern industrial states is spending for 
R&D. R&D activities are generally regarded 
as the basis for innovation and are important 
to improving the competitive position of the

Figure 7
D e fen se  d ep artm en t co n trac ts  em phasize  
new  techno log ies
(P roportion  o f fiscal year 1983 awards)
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region’s industries through increased produc­
tivity and the development of new products 
and services.0

The federal government provides about 
one-half of all R&D funds spent in this country. 
Its purpose is two-fold: first, to meet the direct 
needs of government agencies and departments 
such as the defense department; and second, to 
meet broad national needs where the private 
sector lacks incentives for adequate investments 
to assure long-term growth, such as in basic 
research across all fields of science.

In its fiscal 1986 budget request, the cur­
rent administration proposed total overall 
R&D funding of about $60 billion. The DOD 
is the major source of federal R&D funds and 
about 70 percent of all federal R&D spending 
is defense-related. Most of defense R&D (88 
percent) is for development, with industrial 
firms performing about 70 percent of defense 
R&D. Basic research accounts for approxi­
mately 15 percent of federal R&D funding. 
Applied research, the balance, has been re­
ceiving a decreasing share as government em­
phasis has shifted to defense-related R&D and 
basic research.

A large part of federal R&D expenditures 
follow the same regional patterns as defense 
spending. California dominates defense spend­
ing and it also dominates federal R&D spend­
ing. If the government buys fewer tanks and 
trucks and more aircraft and electronic and 
communications equipment, it will spend less 
money on the development of tanks and trucks 
and more money on the development of aircraft 
and electronic and communication equipment.

Basic research, while important to long­
term economic growth and well-being, receives 
less than one-sixth of federal R&D funds. The 
major departments or agencies supporting basic 
research are Health and Human Services, 
largely through the National Institutes of 
Health, the National Science Foundation, En­
ergy, Defense, and the National Aeronautics 
and Space Administration.

Seventh District states receive above av­
erage funding for R&D from these agencies in 
some instances, primarily from the presence of 
major individual research laboratories and 
universities in District states. The Department 
of Energy (DOE) supports two federally-funded 
research and development centers (FFRDCs) 
in Illinois, namely, Fermi National Accelerator 
Laboratory at Batavia and the Argonne Na-
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Figure 8
D e fe n s e  dom inates fed era l R&D spending
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tional Laboratory in Argonne, which help 
make Illinois a major recipient of DOE R&D 
funds. Only Wisconsin and Iowa are above the 
national average in per capita R&D funds to 
universities and colleges by the Department of 
Health and Human Services. Indiana, Illinois, 
and Wisconsin are above the national average 
in the receipt of R&D funds from the National 
Science Foundation on a per capita basis.
What is being done?

Short-run prospects for increasing the 
flow of federal funds into Seventh District states 
are not very encouraging. Long-term trends 
cannot be easily reversed. Furthermore, com­
petition is increasing from other states equally 
desirous of obtaining the “manageable” portion 
of federal expenditures. However, private and 
public sector efforts are underway in the Dis­
trict to narrow the size of the disparity.

Among the numerous private groups and 
government representatives and agencies that 
have been involved in seeking a larger share of 
federal expenditures, a few in particular should 
be mentioned.

D e fe n s e  R&D

F Y 1 9 8 5

The Commercial Club of Chicago, whose 
members include the city’s business and polit­
ical leaders, following a year-long economic 
study of the metropolitan area in 1984, recom­
mended that efforts be made to improve the 
federal funds flows to the area. The project 
focused on job growth over a 20-vear time 
frame. In the course of the study, members 
were active in presenting the information on 
disparities in federal funds flows among the 
states and the poor position of Illinois to busi­
ness and governmental leaders in the state and 
Congress. In the final report, Make no little 
plans: Jobs for Metropolitan Chicago, it suggested 
that a task force be established to increase fed­
eral expenditures for recurring procurement 
and research contracts and for on-time dis­
bursements for projects such as the supercon­
ducting super collider currently being sought 
by the Fermi National Accelerator Laboratory 
in Batavia, Illinois.

Congressional representatives in all states 
have become increasingly aware of the impor­
tance of federal expenditures to their states and 
districts. In addition to specific assistance to 
constituents, legislation has been introduced to
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increase opportunities for procurement. Among 
these, the Small Business and Federal Procure­
ment Competition Enhancement Act of 1984 
was signed into law on October 30, 1984. Its 
purposes are to eliminate procurement proce­dures and practices that unnecessarily inhibit 
full and open competition for contracts, to 
promote the use of contracting opportunities 
as a means to expand the industrial base of the 
country in order to ensure adequate responsive 
capability of the economy in times of national 
emergency, and to foster opportunities for par­
ticipation of small business concerns and dis­
advantaged persons in the competitive 
procurement process. In its major provisions, the bill reforms the standards a prospective contractor must meet to become eligible to bid 
on a federal contract, requires that agencies plan for future competitive procurement of 
spare parts, prescribes consistent, government­wide standards for procurement notices, and 
expands a Small Business Administration pilot 
program establishing “Breakout Procurement 
Centers,” which serve to expand competition 
for bidding on spare parts.

1 Rymarowicz, Lillian, “Federal Tax Payments by 
State Residents and Federal Expenditures in Indi­vidual States, Fiscal Year 1984,” Congressional Research Service, The Library of Congress, June 7, 1985. Results were adjusted to exclude U.S. Postal Service expenditures.
2 Federal Expenditures by State for Fiscal Year 1984, Is­sued March 1985, Bureau of the Census, U.S. De­partment of Commerce, Washington, D.C.
3 Prime Contract Awards by Region and State, Fiscal Years 1981, 1982, 1983, Directorate for Information, Operations, and Reports (DIOR), Department of Defense, The Pentagon, Washington, D.C., 1984.
4 Graham, Robert E., “Factors Underlying Changes in the Geographic Distribution of 
Income,” Survey of Current Business, Vol. 44, No. 4, April 1964, Office of Business Economics, U.S. De­partment of Commerce, Washington, D.C., page 
15.
3 See Erdevig, Eleanor, “The bucks stop elsewhere: 
The Midwest’s share of federal R&D,” Economic Perspectives, Vol. 7, November/December 1984, Federal Reserve Bank of Chicago, pp. 13-23.
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Update:
Public utility taxation in Illinois

Diane F. Siegel and William A. Testa
In the summer of 1985, the Illinois legis­

lature passed a bill that will partially convert 
the state public utility tax from a gross receipts 
to a usage basis beginning in January 1986. 
The new law was passed in response to in­
creasing public opposition to the current state 
utility tax. Many critics charged that the tax 
was too high and too regressive. There was 
also concern over the large automatic increases 
in tax revenues which necessarily accompanied 
the rising utility prices of the 1970s and 1980s.

The current state utility tax is levied at a 
five percent rate on gross receipts from the sale 
of gas, electricity, and message services. Under 
the new law, gas sales may be taxed at 2.4 cents 
per therm and electricity sales may be taxed 
at 0.32 cents per kilowatt hour. Utility cus­
tomers whose tax bill would be higher under 
these usage rates will be allowed to continue 
paying the five percent gross receipts tax.1 The 
new law will not alter the current gross receipts 
taxation of message services.2

Changes in utility taxation are also being 
considered in the City of Chicago. At the time 
of this writing, the mayor’s 1986 budget plan 
included a proposal that the city’s eight percent 
utility tax be converted to a usage basis.

In a recent issue of Economic Perspectives, 
we discussed the severity, equity, stability, and 
administrative features of the current state and 
local utility taxes in Illinois.3 We found that 
these taxes are very high in Illinois compared 
to utility taxes in other states. They are also 
very regressive and may discourage growth of 
utility-intensive industries in the state. On the 
other hand, utility taxes have low adminis­
tration and compliance costs, and they tend to 
be as stable over the business cycle as other 
major state taxes.

In this update we consider the likely ef­
fects of the new state utility tax. We find that 
the new tax will be lower and less sensitive to 
utility prices. The tax distribution will change 
because customers who face the highest utility 
prices will benefit most from conversion to the 
usage rates. The overall tax burden will be less 
regressive, and the residential share of the tax

will be distributed more equally among house­
holds with similar income levels. However, 
some state residents could lose a federal tax 
offset if the IRS rules that the utility tax is not 
deductible from the federal income tax.
Effect on state revenues

The clearest consequence of the new util­
ity tax law is that state utility tax revenues will 
decline. Many taxpayers will have a direct re­
duction in their utility tax, while others will 
pay the same tax as they would otherwise un­
der the five percent gross receipts rate. As a 
result, the total revenues to the state must go 
down. The Bureau of the Budget has estimated 
that utility tax revenues will decline $23 
million in the first six months of 1986 and $80 
million in fiscal year 1987. Using the latest 
utility sales information available we estimate 
that if the usage tax had been in effect in cal­
endar year 1984 the state’s utility tax revenues would have been $70 million lower.

The tax revenues will also be less sensitive 
to utility prices since the usage tax will be de­
termined by utility consumption instead of 
prices. If utility prices increase in the future, 
more taxpayers will switch from the gross re­
ceipts rate to the usage rate. As a result, the 
tax will become progressively less sensitive to 
utility prices over time.

Despite the decline in state utility tax re­
venues, the level of utility taxation in Illinois 
will still be high relative to that of other states. 
Our earlier article demonstrated that Illinois 
currently has one of the highest levels of utility 
taxation in the country. It compared the sum 
of revenues collected in each state from taxa­
tion of utility sales under sales and selective 
excise taxes at the state and local levels.

We found that in 1982 Illinois’ state and 
local utility taxes were among the top ten in the 
country according to four measures of tax level 
and importance. Two of these rankings are

Diane F. Siegel is an associate economist and William A. 
Testa is an economist at the Federal Reserve Bank of 
Chicago.
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shown in Table 1. The burden of utility taxa­
tion on state residents is indicated by utility tax 
revenues per capita. Illinois ranks third in the 
nation according to this measure. The second 
ranking compares the extent to which utility 
consumption is tapped as a tax source in each 
state. The sum of gas, electricity, and tele­
phone service sales is used to estimate the po­
tential utility tax base in each state. Actual 
utility tax revenues divided by this standard 
tax base provide a measure of utility tax level 
that is not affected by variation in utility con­
sumption due to differences in state size, in­
dustry mix or proximity to energy sources. 
Illinois ranks eighth in the country with an ef­
fective utility tax rate of 7.6 percent.

The new state utility tax will lower 
Illinois’ position in these rankings but not 
enough to cause the state to fall out of the top 
ten. As stated earlier, the new law would have 
caused a $70 million tax reduction if it had 
been imposed in 1984. To estimate the impact 
of the new law on the two rankings, we convert 
this reduction into 1982 dollars and remove it 
from the two measures. With this adjustment, 
Illinois falls from third to fourth in the ranking 
of per capita tax revenue and from eighth to

ninth in the ranking of the effective tax rate 
(see Table 1). Thus, although the new law will 
lower Illinois’ state utility tax, the state’s total 
utility taxation level will still be one of the 
highest in the country.

However, Illinois’ ranking could fall fur­
ther if utility prices were to increase dramat­
ically across the county. Utility taxes are 
levied on gross receipts in most states. Thus, 
rising utility prices would increase utility tax 
revenues more in other states than in Illinois.
Changes in tax distribution 
among customer groups

The new state utility tax will not affect 
all utility customers equally because utility 
prices vary widely for different types of users. 
Residential customers will benefit the most be­
cause their utility taxes are currently based on 
gas and electricity prices which generally ex­
ceed the prices charged to commercial and in­
dustrial users. Table 2 shows the total utility 
tax reduction for each customer class if the new 
law had been in effect in 1984. Residential 
electricity users would have saved 28 percent 
on their utility tax, while commercial custom-

Table 1
Ten states w ith  highest state and local 
public u tility  tax revenues-fiscal 1982

Revenues per capita
Revenues as a percent 

of standard base

New York $103.79 New York 12.7%
New Jersey 89.51 New Jersey 9.2
Illinois 77.77 Hawaii 8.3
Hawaii 75.85 West Virginia 8.2
Florida 69.76 Florida 8.2
Connecticut 69.51 Washington 8.2
West Virginia 65.71 Connecticut 8.1
Arizona 61.77 Illinois 7.6
Rhode Island 56.46 Rhode Island 7.5
Pennsylvania 55.53 Missouri 6.9

Rankings adjusted for new Illinois state u tility  tax

New York $103.79 New York 12.7%
New Jersey 89.51 New Jersey 9.2
Hawaii 75.85 Hawaii 8.3
Illinois 72.22 West Virginia 8.2
Florida 69.76 Florida 8.2
Connecticut 69.51 Washington 8.2
West Virginia 65.71 Connecticut 8.1
Arizona 61.77 Rhode Island 7.5
Rhode Island 56.46 Illinois 7.1
Pennsylvania 55.53 Missouri 6.9

72 Economic Perspectives
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



ers would have saved 18 percent. Industrial 
electricity prices were low enough that most 
industrial customers would still have been 
taxed under the gross receipts rate.

Residential gas customers will also have 
a large tax savings under the new law. In 
1984, those without space heating would have 
had a 32 percent tax reduction and those with 
space heating would have had a ten percent 
reduction. Commercial and industrial custom­
ers, on the other hand, would have experienced 
very small decreases in state utility tax.

Although the residential sector will bene­
fit from a large decline in utility tax payments 
under the new law, there is little reason to ex­
pect the regressive distribution of the residen­
tial tax to change. Residential customers of 
each utility face the same utility prices, so the 
utility tax will fall by the same percentage for 
households of all income levels. Thus, the tax 
will continue to constitute a much higher in­
come share for lower income people.

However, the utility tax as a whole is 
likely to become less regressive as the residen­
tial share of the tax declines relative to the 
share levied on commercial and industrial util­
ity customers. The residential taxes are highly 
regressive because they are levied on consump­
tion of vital services which make up a larger 
share of income for low-income households 
than for middle and upper income families. 
The commercial and industrial utility taxes, on 
the other hand, are probably borne to a greater 
extent by middle and upper income house­
holds. These taxes are most likely passed on 
either to the customers or to the stockholders 
of the commercial and industrial utility tax­
payers. Most goods in the economy have a 
higher income elasticity than utility services, 
and most stockholders have relatively high in­
comes. Therefore, as the commercial and in­
dustrial share of the state utility tax increases 
relative to the residential share, the total utility 
tax will become less regressive.
Changes in tax distribution 
across the state

The new law will also equalize the tax 
paid by residential customers with similar in­
come levels. Residential utility prices vary 
greatly from one utility to another, so that state 
utility taxes differ across the state for people 
with the same income level. Most residential

Table 2
1984 reduction in state u tility  tax under 

new law  by customer class

Electricity sales 
Residential 28%
Commercial 18
Industrial *

Total 17

Natural gas sales
Residential w ithout space heating 32
Residential w ith space heating 10
Commercial and industrial 
w ithout space heating 2

Commercial and industrial 
w ith space heating 5

Commercial and industrial 
interruptible sales 1
Total 8

Total tax reduction 13

‘ Less than one percent reduction .
S O U R C E : Estimates based on 1 9 8 4  electricity and gas sales 
data from  the  Illin o is  Com m erce Com m ission.

customers will convert to the usage tax rate 
under the new law. Since households with 
similar incomes tend to have similar levels of 
utility consumption, the new utility tax will be 
fairly equal for people with the same income 
level. Moreover, geographical disparities in 
total utility costs will be reduced somewhat 
when utility taxes become more even across the 
state.

The new state law achieves this tax 
equalization by lowering the utility tax more 
for customers of some utilities than others. The 
state maps in Figures 1 and 2 illustrate which 
electric and gas utilities would have experi­
enced the greatest decline in the residential 
utility tax if the new law had been imposed in 
1984. Figure 1 shows that Commonwealth 
Edison customers would have benefited most 
from the new tax with a 33 percent utility tax 
reduction. Central Illinois Light and Central 
Illinois Public Service customers would have 
had substantial tax reductions of 25 and 20 
percent, respectively. The only utilities whose 
residential prices were too low for their cus­
tomers to benefit from the usage tax were Un­
ion Electric and South Beloit Water, Gas & 
Electric.

Table 2 shows that the utility tax re­
duction for residential gas customers would
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Figure 1
Reduction in state utility tax under 

new law for residential electricity users
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Figure 2
Reduction in state utility tax under 
new law for residential gas users

South B elo it W a te r, 
Gas & E lectric
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have ranged from less than one percent to 28 
percent in 1984. Peoples Gas customers would 
have had a 17 percent tax decrease. Thus, 
Chicago residents would have experienced a 
large decline in both their electric and gas 
utility taxes. On the other hand, the neigh­
boring Northern Illinois Gas customers would 
have had almost no change in their gas utility 
taxes. Therefore, many residents in northern 
Illinois would have had a large saving in their 
electricity tax but little change in their gas tax. 
Illinois Power customers would also have had 
a substantial tax reduction of 23 percent.
Loss of state utility tax deduction

One disadvantage of the new state utility 
tax law is that Illinois residents may lose the 
right to claim the state utility tax as a de­
duction on their federal income tax returns. 
Illinois’ state utility tax became eligible for de­
duction under a 1984 IRS ruling. Although 
utility gross receipts taxes are not universally 
deductible under the IRS code, past rulings 
have maintained that these taxes are often 
similar to general sales taxes. The IRS has 
generally allowed deduction of the gross re­
ceipts tax in cases where its tax rate was iden­
tical to the general sales tax rate. The 
deduction for the Illinois state utility tax was 
permitted when the sales tax rate was raised 
from four to five percent in 1984. Since local 
sales tax rates in Illinois rarely match local 
utility tax rates, local utility taxes are not 
deductible.

The new state utility tax is not likely to 
be deductible, for it will not be applied to util­
ity sales at the same rate as the state sales tax. 
The cost to Illinois residents from the loss of 
this deduction can be estimated using a recent 
measure of the share of state and local taxes 
exported from Illinois through federal tax de­
ductions.4 Assuming all eligible taxpayers take 
advantage of the utility tax deduction, it is es­
timated that Illinois will lose $10 to 15 million 
per year in federal tax savings from the switch 
to the usage-based utility tax.

The loss of the federal income tax de­
duction will help reduce the regressivity of the 
state utility tax. The federal tax offset allows 
people who itemize their tax returns to reduce

their utility taxes. Since lower income house­
holds are not as likely to itemize, the new util­
ity tax will fall more heavily on upper and 
middle income taxpayers.
Conclusion

The new state utility tax law will lower 
the utility tax revenues. Utility tax revenues 
will be less sensitive to utility prices because 
much of the tax will be levied on units of utility 
consumption rather than gross receipts from 
utility sales. If gas and electricity prices con­
tinue to climb in the future, more taxpayers 
will switch from the gross receipts tax rate to the usage rate. As a result, utility tax revenues 
will become increasingly less sensitive to energy 
utility prices over time.

The new tax law will lower the overall 
regressivity of the utility tax by reducing the 
very regressive residential share of the tax rela­
tive to the commercial and industrial share. 
The new tax will also be borne more evenly by 
people at the same income levels across the 
state.

Finally, Illinois residents are likely to lose 
a valuable federal tax offset as the state utility 
tax will not necessarily be deductible under the 
new law. This will reduce the regressivity of 
the tax but at a considerable cost to state resi­
dents in foregone federal tax savings. 1

1 The law also changes the definition of gross re­ceipts to exclude services supplied in conjunction with sales of gas and electricity. These include small items such as minimum service and returned check charges.
2 Another new law did change the message tax in 1985. The tax was extended to cover interstate telephone calls as of August 1, 1985 to provide funding for education reforms.
3 See Diane F. Siegel and William A. Testa, “Public Utility Taxation in Illinois,” Economic Perspectives, vol. IX (July/August 1985), pp. 1-16.
4 See Donald Phares, “Tax Exporting in the American Federal System: 1970 to 1980” (paper presented at the National Association of Tax Ad­ministrators 53rd Annual Meeting, June 10, 1985; processed).

76 Economic Perspectives
Digitized for FRASER 
http://fraser.stlouisfed.org/ 
Federal Reserve Bank of St. Louis



The 22nd Annual Conference 
on Bank Structure and Competition 

May 14,15 & 16,1986

The Conference on Bank Structure and Competition, sponsored by the Federal Reserve Bank 
of Chicago, provides an opportunity for members and observers of the financial community 
to exchange views and research findings on a variety of current and ongoing issues related to 
the U.S. financial sector. Primary emphasis is placed on issues related to the management and 
regulation of financial intermediaries. The first day of the conference is devoted to technical 
papers that are primarily of interest to an academic audience, while the final two days are 
designed to appeal to a more general audience. Speakers at the conference include prominent 
academics, regulators, and industry leaders. Among the topics to be addressed at this year's 
conference are the following:

•  The measurement and management of financial intermediary risk

•  The encouragement of market discipline as a means of limiting risk-taking by 
banks and thrift institutions

•  The design and implementation of risk-related insurance and capital rules

•  The nature and risk of off-balance sheet activities

•  Public policy toward interstate acquisitions, branching, and mergers

•  The impact of regional economic conditions on small banks

The conference will be held at the Westin Hotel in Chicago, May 14, 15 & 16, 1986. For more 
information about the conference, please write or call: Betty Hortsman, Public Information 
Center, Federal Reserve Bank of Chicago, P.O. Box 834, Chicago, Illinois 60690-834, Tel.no.: 
(312) 322-5114.
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Futures options and their use by 
financial intermediaries

G. D. Koppenhaver
Since the fall of 1982, futures exchanges 

in the United States have been allowed to trade 
options on futures contracts. These new option 
contracts give the option holder the right, but 
not the obligation, to buy or sell a futures con­
tract at a specified price until a fixed future 
date. Currently, 25 futures option contracts 
are traded: ten agricultural contracts, five
contracts on gold and silver futures, and ten 
contracts on foreign currencies, debt instru­
ments, and stock indices. The five largest op­
tion contracts with respect to the total number 
of contracts outstanding are: Treasury bond
futures (Chicago Board of Trade), soybean fu­
tures (Chicago Board of Trade), corn futures 
(Chicago Board of Trade), gold futures (Com­
modity Exchange), and West German Mark 
futures (Chicago Mercantile Exchange).1

At this stage in the development of futures 
option markets, options on financial futures 
dominate the trading activity. Because finan­
cial futures options represents a potentially 
useful method to control the risks of financial 
intermediary operation, this article discusses 
the principal aspects of financial futures options 
and the settings in which financial interme­
diaries can use them.

Specifically, this article begins with a re­
view of the institutional features of option 
trading. The different types of options, and 
their profitability at maturity are discussed, as 
well as the properties of option pricing. The 
next section considers the social value of 
options markets and compares option contracts 
with futures contracts as a risk management 
tool. Futures option trading is then applied to 
the management of three different kinds of fi­
nancial intermediary risk exposure. Informa­
tion is also presented on the frequency of use 
of option arrangements by commercial banks 
in the United States. Following that, a dis­
cussion of several regulatory considerations 
with respect to futures options, in general, and 
the use of futures options by financial interme­
diaries, in particular, concludes the article.

Features of option trading2

The chief distinction between an option 
contract and either a futures or a forward con­
tract lies in the obligations of the contract 
holder. Both futures and forward contracts 
obligate the buyer (long) to purchase and take 
delivery of the underlying instrument or com­
modity if the contract is held to expiration. 
To do otherwise is to default on the contract. 
The buyer of an option, however, is not legally 
obliged to take any further action over the life 
of the contract once the option has been pur­
chased. If the option is not exercised at or 
prior to expiration, the option seller or writer 
(short) is also freed of all contractual obli­
gations.

Depending on whether the option buyer 
has the right to buy or sell the underlying in­
strument or commodity, two different types of 
option contracts exist; these are calls and puts, 
respectively. Anyone can either buy or write 
either of these two option types, and for every 
call or put there must be both a buyer and a 
writer to complete the transaction.

The market price at which a call or put 
option contract is sold is called the premium. 
It is paid by the buyer to the writer of the op­
tion in full. A complete specification of an op­
tion contract includes: the option type (call or 
put), the underlying instrument or commodity, 
the number of underlying units optioned, the 
expiration or maturity date of the option, the 
price at which the long can exercise the option 
rights (exercise or strike price), and the rule for 
exercise (either American or European). An 
American option can be exercised at any time 
after purchase; European options can only be 
exercised at the maturity date.

With futures options, many of the above 
contract specifications are standardized to fa­
cilitate contract offset. At each futures ex­
change, a clearing association interposes itself

G. D. Koppenhaver is a senior economist at the Federal 
Reserve Bank of Chicago.
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between the option buyer and writer to substi­
tute the association’s default risk for the default 
risk of the contract principals. Because of con­
tract standardization and the operation of a 
clearing association, a buyer of a call option, 
for example, can exit the option market by 
writing a call on the same option contract. 
Therefore, an option long has three alternatives 
to exit the market: let the option expire unex­
ercised, exercise the option at or prior to ma­
turity, or sell the same option prior to maturity. 
A buyer of a call (put) that exercises the option 
receives a long (short) futures position; a seller 
of a call (put) that is assigned for exercise takes 
a short (long) futures position.

Financial futures options are traded with 
three expiration dates three months apart, the 
longest maturity being nine months forward. 
All are traded on a March-June-September- 
December cycle. Depending on the market on 
which the option is traded, the last option 
trading day is either the expiration date of the 
underlying futures contract or approximately 
three weeks prior to expiration of the futures 
contract. The strike or exercise prices of the 
options in a futures contract bracket the cur­
rent price of the underlying contract at discrete 
intervals; as the futures price fluctuates, addi­
tional exercise prices are opened for trading by 
the exchange. All futures options traded in the 
United States can be exercised prior to matu­
rity (American options). Each option also cor­
responds one-for-one with an underlying 
futures contract.

Table 1 shows an example of the report 
of the trading on the Chicago Board of Trade’s 
Treasury bond futures option market. Option 
prices are reported by exercise price, option 
type, and maturity. Premiums in this example 
refer to the last futures option trade of the day. 
Financial futures option premiums are quoted 
in one of two ways. For debt instruments and 
index futures options, premiums are described 
in points and valued in dollars. In foreign 
currency futures options, premiums are quoted 
and valued in dollars. In Table 1, for example, 
the premiums on the September call and the 
March put, both with an exercise price of 72, 
are $4,000 and $2,328, respectively (1 point = 
$ 1000).

As mentioned above, once an option po­
sition has been taken, three actions are avail­
able: permit option expiration, option exercise, 
or option offset. To study the desirability of

each of these actions, suppose an investor owns 
a Treasury bond futures call option with a 
strike price of 75 and it is the option expiration 
day. If the call is exercised, the investor ac­
quires a long Treasury bond futures contract 
valued at $75,000. If Treasury bond futures 
contracts are trading for any price less than 75, 
exercising the call creates a loss. It would be 
better to let the option expire unexercised and 
purchase the Treasury bond futures contract 
directly. In general, the value of a call option 
is zero at expiration if the price of the under­
lying instrument is less than the option strike 
price. Therefore, the investor also does not 
benefit from an option offset trade (writing a 
call on the same option) because the premium 
is zero.

If the underlying Treasury bond futures 
price is above the call option strike price at 
expiration, say at 80, the investor can exercise 
the call option and sell Treasury bond futures 
at a price $5000 greater than $75,000, the price 
of the long futures position acquired through 
the option exercise. The value of the call op­
tion at expiration is therefore equal to the dif­
ference ($5000) between the price of the 
underlying futures and the option strike price; 
permitting the option to expire results in a lost 
profit opportunity.

If the option premium is trading at 
greater than $5000 at expiration, the investor 
can offset the call position by selling or writing 
a call on the same option, earning the excess 
of the call premium over the underlying futures 
price less the option strike price. Similar 
actions by other long calls and arbitrageurs will 
drive the call option premium back to $5000. 
If the call option premium is trading at less 
than $5000 at expiration, option offset is not 
profitable and additional call buyers will enter 
the market to bid away the excess of $5000 over 
the call option premium. In the end, the 
actions of market participants force the call 
option price to exactly equal the difference be­
tween the underlying futures price and the op­
tion strike price, at expiration. The same 
argument applies to futures put options.

If the present price of the futures contract 
is above (below) the strike price of the call (put) 
option, it is called an in-the-money option; if 
the present price of the futures contract is be­
low (above) the strike price of the call (put) 
option, it is called an out-of-the-money option. 
The intrinsic value of an option is the amount
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Table 1
Treasury bond futures option prices 

June 24, 1985
$100,000 face value; prices in points and 64ths of 1%

Strike
Price Sept

Calls-Last 
Dec Mar Sept

Puts-Last 
Dec Mar

72 4-00 3-57 3-51 0-30 1-24 2-21

74 2-37 2-50 2-53 0-63 2-12 3-13

76 1-31 1-55 2-02 1-53 3-20 4-20

78 0-51 1-14 1-28 3-05 4-34 5-39

80 0-24 0-48 - 4-39 6-00 -
82 0-11 0-30 — 6-25 — 8-40

S O U R C E : Wall Street Journal, Ju n e  2 5 , 1 9 8 5

by which the option is in the money. There­
fore, the intrinsic value of an out-of-the-money 
option is zero. But prior to expiration, the op­
tion premium consists of more than just its in­
trinsic value; it also includes a time value.

The time value of an option is the seller’s 
compensation for the possibility that the option 
will be worth more at maturity than if exer­
cised immediately. Therefore, out-of-the-money 
options prior to maturity trade at positive pre­
miums, solely reflecting the option’s time value. 
The premium rewards the option writer for the 
risk that the underlying futures price will 
change and create an in-the-money option. Of 
course, in-the-money options prior to maturity 
also have a time value; it is the difference be­
tween the option premium and the intrinsic 
value of the option. In sum, the most interest­
ing question in option trading is how options 
are priced prior to maturity. The pricing of 
options has implications not only for the indi­
vidual market participant but also for the social 
value and economic impact of these markets.
Profit diagrams show the profits at expira­
tion from option positions as functions of the 
underlying instrument’s price. They are a 
simple way to become familiar with options 
and option strategies provided one considers 
only options with the same expiration date. 
Trading commissions are usually ignored to fo­
cus on the profit outcome of the option strate­
gies. Further, you should suppose that the only 
instruments available to the investor are futures 
option puts and calls on the same futures con­

tract and the futures contract itself. Three 
simple strategies are discussed: naked (uncov­
ered) positions, hedged (covered) positions, and 
spread or straddle positions.
Naked positions involve only one of the three 
investments, taken alone. The investor can ei­
ther buy or sell futures, futures call options, or 
futures put options. Figure 1 shows the profit 
diagrams for each of these actions. The trading 
profit is shown as a function of the different 
possible values of the futures price at option 
expiration, FT, given that the position was es­
tablished either at a futures price at time 
/ (/ < T) of Ft or a futures option exercise price 
of S, . In Figure la, increases in the futures 
price over Ft increase (decrease) investor profits 
from a long (short) futures position dollar-for- 
dollar as FT exceeds Ft. The maximum loss 
(gain) on the long (short) futures position oc­
curs when Fr goes to zero.

In Figure lb, the long call yields profits 
similar to the long futures position if the option 
expires in the money (FT > S t). If it expires 
out-of-the-money, however, the maximum loss 
from the long call is limited to the call pre­
mium, C, . On the other hand, the maximum 
gain from writing a call is the same call pre­
mium; this occurs when the option expires 
out-of-the-money (FT < S ,). The call writer’s 
losses are potentially unlimited if the call ex­
pires in-the-money. It can also be seen from 
this figure that the simultaneous purchase and 
sale of a call option at the same strike price re­
duces profits to zero for all values of Fr. Gains
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Figure 1
P ro fit d iagram s fo r n aked  positions

a. Fu tures  positions

and losses for the long call are exactly matched 
by losses and gains for the short call. Like the 
futures market, the futures option market is a 
zero-sum game.

In Figure lc, the long put is seen to yield 
profits similar to a short futures position except 
that losses are now limited to the put premium,

Pt . If the long put expires in-the-money 
(Ft < St) , the maximum profit occurs when Fr 
goes to zero and this equals the maximum 
profit from a short futures position less the put 
premium paid. The profit from a short put is 
at a maximum when the put expires out-of- 
the-money and it equals the put premium. 
Although the gain is truncated when compared 
with a long futures position, the maximum loss 
from a short put is the same as for a long fu­
tures position. Finally, note that in Figures lb 
and lc, a long option can have intrinsic value 
(be in-the-money) and still be unprofitable 
when exercised. This is because the amount 
by which the option is in-the-money may not 
cover the premium paid to the option writer. 
Nevertheless, the long will always want to cap­
ture an option’s positive intrinsic value at ex­
piration in order to minimize losses.
Hedged positions in this simple menu of in­
vestments involve a combination of the under­
lying futures contract and one or more options 
of the same type. The combination of invest­
ments is undertaken to manage the risks inher­
ent in a naked position. One common hedge 
strategy is to write covered call options. Figure 
2a shows the profit diagram for hedging a long 
futures position with a short call assuming, for 
simplicity, that the option strike price, S, , 
equals the initial futures price, Ft . This hedg­
ing strategy converts all profitable futures price 
changes into a constant return of Ct , the call 
option premium. Unfavorable futures price 
changes are mitigated by the receipt of the call 
premium.

This strategy can be used to increase 
portfolio returns when futures prices are rela­
tively stable or move only slightly higher. 
Further, notice that the profit diagram for a 
covered call hedge is identical to that for a 
short put option (see Figure lc). This tech­
nique of fabricating put options from a covered 
call hedge is called a synthetic put or conver­
sion. In Figure 2b, the hedge strategy is to buy 
protective puts. A long futures position is 
combined with a long put option to limit the 
downside risk to the price of a put option. If 
futures prices rise, the cost of the out-of-the- 
money put option can be regarded as the cost 
of insurance for a potential futures loss. The 
protective put hedge has an identical profit 
profile at expiration as a long call option (see 
Figure lb).
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In each of these simple hedging strategies, 
the selection of the option to be written or 
purchased is important in allowing the investor 
to capture more or less of the favorable out­
comes of the underlying futures contract. In 
Figure 2a, for example, an investor could seek 
to profit from an increase in futures prices in 
addition to the option premium earned by 
writing out-of-the-money call options (S, > Ft). 
The premium earned on an out-of-the-money 
option will be smaller than C, in Figure 2a so 
the unfavorable long futures outcomes are im­
proved less by its receipt. With this strategy 
constant hedge profits at expiration set in at a 
higher expiration price, FT, expanding the 
range of futures price advances that increase 
portfolio returns. Similarly, out-of-the-money 
puts could be purchased in the protective put 
hedging strategy to decrease the insurance 
against a futures price fall and capture hedging 
profits at smaller FT than in Figure 2b.

Another method of changing the risk- 
reward characteristics of covered hedges is to 
invest in fewer or more options than the num­
ber of futures contracts purchased. As fewer 
(more) calls are written in the covered call 
hedge strategy, the profit diagram in Figure 2a 
looks more (less) like the profit diagram for a 
naked long futures position and less (more) like 
that for a written futures put option.
Spread positions with the same three instru­
ments involve a combination of options with 
different strike prices or expirations in which 
some options are held long and some short. A 
commonly used spread is called a money or 
vertical spread where the options have the 
same expiration date but different strike prices. 
Figure 3a and 3b illustrate the profit diagrams 
for two possible money spreads: a bear call
spread, and a bull put spread. In Figure 3a, a 
call option has been written with a relatively 
low strike price, Sf, earning a premium of Cf, 
and another call option has been purchased 
with a relatively high strike price, Sf, at a cost 
of Cf. This spread is termed a bear call spread 
because it shows a profit (loss) when the long 
futures position has unfavorable (favorable) 
outcomes. If both options expire out-of-the- 
money (Ft < Sf < Sf), the maximum profit is 
the difference between the premium earned on 
the short call, C{, and the cost of the long call, 
Cf. The maximum loss from the bear call 
spread, which occurs if both options expire in-

Figure 2
Profit diagrams for hedge positions

a. C o vered  call hedge

b. P ro te c tiv e  put hedge

the-money (Sj < Sf < F-j) , is equal to the posi­
tion value at expiration ((5f — Fr ) — 
(Sf — FT) = Sf — Sf) plus the excess of the pre­
mium received over the premium paid 
(Cf — Cf) . If Sf > Ft > Sf , then the long call 
position will expire unexercised and profits will 
fall with the short call position. In general, a 
bear call spread is profitable if futures prices 
fall.

Figure 3b illustrates a money spread that 
is profitable if futures prices rise, called a bull 
put spread. It involves writing a put option 
with a high strike price and buying a put op­
tion with a low strike price. The maximum 
profit from a bull put spread, which occurs 
when both options expire out-of-the-money 
(Sf < Sf < Ft ), is equal to the excess of the pre­
mium earned over the premium paid, Pf — Pf. 
The maximum loss occurs when both put 
options expire in-the-money (FT < Sf< S f). 
The losses from the short put are offset some­
what by the gains from the long put. The 
maximum loss is equal to (FT — Sf) —
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(Ft — Sj) = Sf — S' less the premium difference,
Pi -  pi-Yet another type of options-only strategy 
is shown in Figure 3c. This combination of 
options involves buying both a call and a put 
option with the same strike price and exercise 
date, called a purchased straddle. This type 
of strategy will be profitable in a highly volatile 
futures market where the possibility exists of 
either a large futures price fall or a large futures 
price rise. Figure 3c illustrates the situation of 
in-the-money call options and out-of-the- 
money put options (C, > Pt) . The maximum 
loss from a purchased straddle (C, + Pt) occurs 
when the futures price at expiration is at the 
strike price of the options. Other types of

Figure 3
Profit diagrams for spread positions

straddles can be created and it is left to the 
reader to draw the profit diagram for a written 
straddle.
Social value of option markets

At this point it would be useful to discuss 
the economic benefits of futures and option 
markets (derivative markets) and their effect 
on the allocation of resources. Perhaps the 
most important economic function served by 
derivative markets is that they provide a means 
to transfer risk exposure encountered in busi­
ness operations or investing to those more will­
ing to bear the risk. These markets are 
beneficial to society because they expand the 
scope of possible risk management activities. 
To the extent that businesses can shed some of 
their risks with these contracts, resource allo­
cation decisions can be made with less uncer­
tain outcomes.

Derivative markets may also reduce the 
overall level of risk exposure in the economy 
provided hedgers willing to sell contracts are 
trading with hedgers willing to buy contracts. 
The resulting swap of risk exposure between 
hedgers makes each less risky. However, the 
risk transfer benefits of derivative markets are 
lessened to the extent that cash and derivative 
market prices fail to move together (basis risk).

A second economic function performed 
by the futures and options markets deals with 
the forward pricing and price discovery process. 
Currently available information will be used 
by hedgers and speculators in establishing de­
rivative contract positions; thus, market prices 
will reflect current and prospective demand- 
supply conditions in the underlying instrument. 
Of course, this result requires market partic­
ipants to be efficient and accurate processors 
of information. If they are, derivative market 
prices could be used by non-participants to 
base transactions in “off-exchange” markets, 
further aiding the allocation of resources.

A third general economic function of de­
rivative markets is to increase the liquidity of 
underlying cash markets. The mechanism link­
ing cash and derivative markets is the activity 
of hedgers, arbitrageurs, and spreaders. For 
example, a bank might decide to increase its 
fixed-rate lending funded by variable-rate de­
posits when it utilizes the risk-shifting potential 
of derivative markets. Because of joint cash 
and derivative market decisions, liquidity tends
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to be enhanced in both markets; execution costs 
are reduced over transactions made without 
derivative markets.

There are also benefits specific to options, 
in general, and futures options, in particular, 
that are not available with futures alone. As 
is obvious in Figure 1, above, the risk-reward 
trade-off for futures options is significantly dif­
ferent than for futures. Losses and gains can 
be limited with options depending on the type 
of option traded; options can be used to provide 
insurance against unfavorable outcomes of the 
underlying instrument while retaining the fa­
vorable outcomes. This is not possible with fu­
tures because favorable (unfavorable) outcomes 
of the underlying instrument are generally off­
set by unfavorable (favorable) outcomes of the 
futures. This makes options a more suitable 
hedging device than futures for the manage­
ment of quantity, as opposed to price, risks.

Quantity risks are associated with poten­
tial transactions that may or may not take 
place. Quantity risk tied to interest rate move­
ments, such as takedowns on fixed-rate loan 
commitments, can be hedged by purchasing fi­
nancial futures options and, if the contingency 
underlying the quantity risk is realized, exer­
cising them. If the contingency is not realized, 
the option is permitted to expire and the cost 
of the premium is just the cost of insurance. 
As Figures 2 and 3 show, options can also be 
used to customize the risk-reward trade-off ac­
cording to the risk preferences of the investor. 
By creating portfolios of options and the 
underlying security with different strike prices 
and expiration dates, a whole menu of portfolio 
return characteristics can be offered. Options 
are more flexible than futures in this sense. 
Finally, except for naked written options, the 
options investor is not subject to any margin 
calls over the life of the option. Once the op­
tion premium is paid, the investor does not risk 
being forced out of a position by maintenance 
margin calls, as is possible in futures trading.

But what advantage is there to trading 
futures options instead of options on cash mar­
ket financial instruments? Currently, both 
options on futures and options on actuals are 
actively traded for the same financial instru­
ments; both serve very similar functions in fa­
cilitating the allocation of resources. 
Nevertheless, there are reasons why futures 
options might survive this derivative market 
redundancy. In some cases, the volume of

trade and liquidity of the underlying futures 
market exceeds that of the underlying actuals 
market. If the options are exercised, a liquid 
market facilitates the exit from or adjustment 
to the position acquired in the underlying in­
strument. For example, the deliverable supply 
of Treasury bond futures contracts is virtually 
limitless, unlike the deliverable supply of a 
specific Treasury bond issue.

Financial futures options also avoid the 
adjustment needed at exercise to compensate 
for accrued coupon or dividend payments on 
the underlying instrument. This is not true of 
options on cash Treasury bonds. Furthermore, 
unlike options on actuals, an exercise of a fu­
tures option does not require payment or re­
ceipt of the entire cash value of the underlying 
instrument implied by the option strike price. 
All that is needed is that the payment be the 
incremental futures margin to cover any gain 
or loss due to the difference between the cur­
rent futures price and the exercise price. This 
reduces the capital requirement for option 
trading and extends the possibilities for lever­
age.

It may also be easier to price options on 
futures than options on actuals prior to expira­
tion because futures prices are more readily 
available than actuals prices. In any event, the 
ease with which one can speculate on either the 
long or the short side of futures markets, unlike 
most actuals markets, creates a demand for 
risk-limiting tools like futures options for fu­
tures participants.
The pricing of futures call options

In 1976, Fischer Black derived a formula 
for calculating the theoretical price of a call 
option on a futures contract prior to 
expiration.3 This formula shows the basic vari­
ables that a futures option investor needs to 
know before an estimate can be formed of what 
a particular option price should be. The dif­
ferent types of variables fall into one of three 
groups: variables associated with the underly­
ing futures contract, variables associated with 
the option itself, and variables that are 
exogenous to the pricing decision. Black’s for­
mula for a futures call option is given by

Ct = e-*T~ \F t • N{dx) -  St • JV(4)] 
where: dx = [1 n(F,IS,) +
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(l/2)<72(r - /) ] /< T (T -< )1/2 , and
d2 =  dl -  a ( T - t y i \

and the new notation is 
e = the exponential function, 
r = the risk-free interest rate,
JV(i) = the cumulative normal density function 
evaluated at i =  dX) d2,
In = the logarithmic function, and 
a = the standard deviation of the futures price.
Black derived this formula by first assuming 
that the futures price change can be described 
by a log-normal distribution with known vari­
ance, all the parameters of the capital asset 
pricing model are constant through time, and 
taxes and transaction costs are zero.4

Of the variables relating to the underly­
ing futures price, the most important is the 
current price of the futures contract, Ft . The 
higher is the underlying futures price, the 
greater is the value of the call option because 
of the greater anticipated value of the option 
at expiration. The volatility or variability of 
the underlying futures price is another variable 
in this group. As futures price volatility in­
creases, so does the possibility of favorable or 
unfavorable outcomes for the futures investor. 
But for the option investor, only the in-the- 
money outcomes have an impact on the value 
of the option. Since the magnitudes of possible 
favorable outcomes increase with greater fu­
tures price volatility, so does the futures call 
option premium.

Variables in the formula that are associ­
ated with the option itself are the option strike 
price and its time to maturity. Because the 
strike price influences the value and payoff of 
a call at expiration, decreasing the strike price 
will increase the call premium and vice versa 
(see Table 1). The time to maturity of a given 
underlying futures contract is important in fu­
tures option pricing because as the time to ex­
piration increases, the present value of the 
exercise price that could be paid at expiration 
decreases. Also, increasing the time to matu­
rity increases the likelihood of favorable option 
outcomes during the life of the contract. Call 
premiums, therefore, increase as time to matu­
rity increases.

A final variable that is assumed 
exogenous in Black’s pricing formula is the 
risk-free rate of interest. An increasing interest

rate decreases the present value of option pro­
fits at expiration; hence, the call premium falls 
as the risk-free rate rises.

Besides using Black’s formula to evaluate 
whether a given futures option is “expensive” 
or “cheap”, another application of the formula 
is to use it to derive a riskless hedge ratio.3 A 
riskless hedge ratio is the ratio of the number 
of futures contracts that must be held per fu­
tures option to fully insulate the investor 
against movements in the underlying futures 
price. Using Black’s formula, this hedge ratio, 
h, can be shown to be

h = -e ~ r(r~t]N{d{).
That is, a portfolio which includes h long fu­
tures contracts and a written futures option on 
the same contract leaves the value of this port­
folio unchanged on net when the futures price 
changes. Movements in the value of the option 
are exactly counteracted by futures price 
movements and vice versa. The minus sign in 
the expression for h indicates that the futures 
and futures option are held in opposite posi­
tions, either long or short. For example, if h 
= -.5, a change in the futures price of one 
point causes the value of a written futures call 
option to change by .5 points. Therefore, two 
call options should be written for each futures 
contract to leave the value of the hedged port­
folio unaffected by a change in the futures 
price. The riskless hedge ratio changes as each 
of the variables discussed above changes; thus, 
the riskless hedge ratio must be reevaluated 
and adjusted frequently over the life of the 
hedge.
Financial intermediaries and 
financial futures options

Having described the mechanics of fu­
tures options, we are now prepared to discuss 
the application of financial futures options to 
depository institution decision-making. This 
section focuses on the use of futures options to 
either hedge or limit the risk of bank and thrift 
operations.

Evidence suggests that financial interme­
diaries have been even more reluctant to en­
gage in option arrangements than in financial 
futures. Using Federal Reserve Report of 
Condition data, a recent study by Parkinson 
and Spindt shows that no more than 400 do­
mestic commercial banks nationwide reported
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Table 2
Use o f option arrangem ents by U.S. banks, Septem ber 1984

N
Frequency of 

use (%)

Ratio of
options position 

to equity (%)a
1. Written calls

a. All U.S. banks 14,489 0.35 17.34b 
(4.25)

b. Banks with assets less 
than $100 million

12,139 0.21 20.63
(6.84)

c. Banks w ith assets between 
$100 million and $500 million

1,883 0.27 36.40
(22.34)

d. Banks w ith assets between 
$500 million and $1 billion

198 0.00 0.0
( - )

e. Banks w ith assets greater 
than $1 billion

269 7.45 8.45
(2.62)

II. Written puts

a. All U.S. banks 14,489 0.39 29.98
(9.02)

b. Banks w ith assets less 
than $100 million

12,139 0.18 47.52
(19.63)

c. Banks w ith assets between 
$100 million and $500 million

1,883 0.16 12.00
(9.39)

d. Banks with assets between 
$500 million and $1 billion

198 1.01 3.35
(2.20)

e. Banks w ith assets greater 
than $1 billion

269 10.78 20.37
(8.58)

For those reporting a non-zero option position. 
b Mean with standard deviation in parentheses.

futures and forward market positions as of 
yearend 1983.6

Using Report of Condition data for Sep­
tember 1984, Table 2 shows that option ar­
rangements are reported even less frequently 
by domestic commercial banks. The data on 
option arrangements is less than complete since 
commercial banks are only required to report 
short call and put option arrangements.7 Fur­
thermore, these option positions likely include 
exchange traded, over-the-counter, and per­
sonally customized option arrangements. Nev­
ertheless, Table 2 does provide a rough idea of 
the extent to which commercial banks are en­
gaged in option trading. As of this date, ap­
proximately 90 different banks reported written 
option arrangements, and in this group, banks 
with assets greater than $1 billion tend to be 
the most frequent users.8

To highlight the potential uses of finan­
cial futures options by banks and thrifts, three

different situations that a financial interme­
diary might face are discussed. These situ­
ations relate to the use of options in 1) a 
Treasury bond portfolio, 2) interest rate risk 
management in the financial firm’s entire bal­
ance sheet, and 3) the management of mort­
gage prepayment risk. For the sake of 
simplicity, brokerage commissions and tax 
considerations are not taken into account.
Bond portfolio protection. Suppose that on 
February 15, 1985, a bond portfolio manager 
holds 50 Treasury bonds ($100,000 par value 
each) with a coupon rate of 10.75% and ma­
turity of February 15, 2003. The manager 
seeks a strategy to protect the portfolio against 
rising interest rates and falling bond prices over 
the next three months. Further, although pro­
tecting the value of the portfolio is important 
the manager would like to retain the opportu­
nity to profit from an increase in bond prices.
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The current market yield on these bonds is 
11.63% and each is worth $93,422.

To protect this value the manager decides 
to buy 50 June 1985 Treasury bond futures put 
options at a strike price of 72.9 Since the 
Treasury bond futures contract is trading at 
70.69 on this date, these are in-the-money puts 
and are priced at $2,594 each. Three months 
later on May 17, 1985, the market yield on the 
bonds in the portfolio has fallen to 11.12%, in­
stead of rising as was feared. Bonds in the 
portfolio are now valued at $99,835 each.10 The 
cash bond portfolio has appreciated $6,413 per 
bond and $320,650 in total. Since the Treas­
ury bond futures price settled at 73.88 on May 
17, 1985, the put options are permitted to ex­
pire out-of-the-money.

The net result of this protective put 
hedging strategy is $190,950 ($320,650 minus 
50 put option premiums). In contrast, if cash 
bond rates had risen to 12.14% by May 17, 
1985 (or if rates had risen by as many basis 
points as they actually fell), the bond portfolio 
would have decreased in value by a total of 
$40,550. If the June 1985 Treasury bond fu­
tures contract had settled at say, 68.04, the 50 
put options would be exercised at a total profit 
of $198,000. The net gain to the bond portfolio 
is $27,750 ($198,000 - $40,550 minus the cost 
of the purchased puts).
Asset/Liability management. Interest rate 
futures options can be used by a financial in­
termediary to manage the interest rate matu­
rity gap in its entire balance sheet over a 
specific time interval in the future. To use fu­
tures options in this way, the bank or thrift 
must first identify the interest rate risk exposure 
in its balance sheet. The maturity gap ap­
proach involves classifying all asset and liability 
accounts by their term to maturity or first per­
missible repricing, whichever comes first, and 
then calculating the dollar difference between 
assets and liabilities for subintervals in a pre­
determined horizon.11 These differences or gaps 
represent the interest rate risk exposure of the 
institution at a particular maturity subinterval.

For example, if a hypothetical bank 
undertook a gap analysis and found that the 
dollar values of assets and liabilities match at 
all maturities except those greater than 10 
years forward and that, at maturities greater 
than 10 years forward, a bond investment 
portfolio similar to the one discussed directly

above had no offsetting liabilities, then the 
purchase of futures put options would limit the 
risk of a rise in interest rates and a fall in bond 
prices.

In this case, managing the risk of a well- 
defined collection of assets (micro risk manage­
ment) also reduces the interest rate risk 
exposure of the entire institution (macro risk 
management). However, it is not necessarily 
true that a micro strategy with futures options 
automatically reduces an institution’s entire 
risk exposure; one must also consider the risk 
control features of cash items on the other side 
of the balance sheet with similar maturity or 
repricing characteristics. In general, a negative 
maturity gap (rate-sensitive liabilities exceed 
rate-sensitive assets) can be managed by a 
strategy of purchasing protective puts.

Alternatively, a financial intermediary 
could write futures call options to hedge the 
interest rate risk exposure of a negative matu­
rity gap. The risk-reward tradeoff for a nega­
tive gap position looks very similar to the profit 
diagram for a long futures position (see Figure 
la). If interest rates fall and prices rise, the cost 
of funding fixed-rate assets declines and the 
profit margin widens; if rates rise and prices 
fall, the cost of funding fixed-rate assets in­
creases and the profit margin narrows. Writing 
futures call options to hedge this risk exposure 
results in a profit diagram similar to Figure 2a.

For example, suppose that on March 25, 
1985, a bank has funded $75 million in loans 
that reprice every six months with three-month 
Eurodollar certificates of deposit at an annual 
rate of 9.30%. If rates rise by 1%, the bank 
will have to pay an additional $187,500 to re­
finance the loans. To protect against a rise in 
funding costs, bank management decides to 
write June 1985 Eurodollar futures call options 
at a strike price of 89.50.12 Since the June 
Eurodollar futures settled at 89.78 on March 
25, 1985, these in-the-money calls earn a pre­
mium of $1,450 each.13 Assuming bank man­
agement believes Eurodollar rates are more 
likely to fall than rise in three months, only 30 
calls are written generating $43,500 in option 
premiums.

Roughly three months later, on June 17, 
1985, three-month Eurodollar certificates of 
deposit offer a 7.60% annual interest rate; the 
bank’s loans can now be financed at a savings 
of $318,750 relative to the March 1985 rate. 
On this date the June Eurodollar futures price
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settled at 92.44. Because the Eurodollar futures 
call options have matured and will therefore 
be exercised, the bank must pay the call buyers 
$7,350 (=[92.44 -  89.50]2500) for each op­
tion or $220,500 in total. The net savings on 
the loan refunding is $141,750 (=  $318,750
+ $43,500 -  $220,500).

Of course, if the bank’s interest rate risk 
exposure had been fully covered with 75 writ­
ten calls, the net savings on the loan refunding 
would have been negative. Also, if Eurodollar 
rates had risen 1% instead of fallen over the 
three-month period, the additional $107,500 in 
Eurodollar funding costs would have been par­
tially offset by the receipt of $43,500 in call 
premium income.
Mortgage prepayment protection. Finan­
cial intermediaries that extend fixed-rate mort­
gage loans funded by short-term liabilities (a 
negative maturity gap) face two different types 
of risk associated with interest rate changes: if 
rates rise, the cost of funding these loans in­
creases and the profit spread narrows and if 
rates fall, borrowers will refinance their mort­
gages at lower rates and the profit spread again 
narrows. Therefore, when a savings and loan 
association, for example, makes a fixed-rate 
mortgage loan, it effectively writes a call option 
over the life of the mortgage for the 
borrower.14 It will be exercised when it is in- 
the-money, i.e., whenever mortgage rates fall 
below the contractual rate minus any prepay­
ment penalties or new loan origination costs. 
The savings and loan with a negative maturity 
gap can manage the risk of a rise in interest 
rates by either of the methods described di­
rectly above: by buying protective puts or
writing calls.

To manage the risk of mortgage prepay­
ment if rates should fall, however, the savings 
and loan should buy interest rate call options. 
The management of this latter quantity risk is 
well suited to options trading.

Suppose a hypothetical savings and loan 
has five homogeneous mortgage loans on its 
books, each earning a fixed rate of 14.25% with 
20 years to maturity on an outstanding princi­
pal of $100,000. These loans are funded with 
three-month certificates of deposit. On No­
vember 15, 1984, conventional mortgages yield 
12.3% but because the savings and loan im­
poses fees and charges of 2.5% on new loan 
originations, the borrowers find it unprofitable

to exercise their call options. With three- 
month certificate of deposit rates at 9.2%, the 
savings and loan earns a 5.05% spread over the 
cost of funds or $6,313 every quarter.

To hedge the risk of a fall in mortgage 
rates and mortgage prepayment, management 
decides to buy five March 1985 Treasury bond 
futures call options at a strike price of 70. This 
strike price roughly reflects the level to which 
mortgage rates must fall before the borrowers 
will exercise their call options (11.75%). On 
November 15, each T-bond futures call option 
has a premium of $851 (March 1985 Treasury 
bond futures = 69.78) and the total option 
hedge position costs $4,255. The objective of 
the savings and loan is, therefore, to protect its 
spread over the next three months.

On February 15, 1985, mortgage rates 
have fallen to 11.7% and three-month certif­
icates of deposit earn 8.7% interest. The 
savings and loan borrowers exercise their call 
options to refinance at this lower rate; the 
savings and loan’s profit spread narrows to 3% 
as a result, resulting in earnings of $3750 every 
quarter. But the fall in mortgage rates also 
coincides with a rise in March 1985 Treasury 
bond futures prices. The five futures call 
options can be offset to return $2,109 per op­
tion or $10,545 in total. This return exceeds 
the cost of the call options plus the loss in 
quarterly income due to prepayment and refi­
nancing ($4,255 + $2,563 = $6,818). Of 
course, the hypothetical savings and loan has 
managed the risk of prepayment only over a 
three-month period and henceforth must deal 
with the lower yield on its mortgage assets.
Regulatory considerations and conclusion

One justification for this article’s treat­
ment of financial futures options as distinctly 
different from options on cash market financial 
instruments is the jurisdictional difference in 
regulatory structures. In December 1981, the 
Commodity Futures Trading Commission 
(CFTC) and Securities and Exchange Com­
mission (SEC) made an accord to clarify the 
jurisdictional responsibilities of the two regula­
tors with respect to financial instrument futures 
and options. As a result of the accord, which 
was later codified in the 1982 reauthorization 
of the CFTC, the SEC is to regulate all options 
on securities, stock indices, certificates of de­
posit, and national exchange-traded foreign
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currencies; the CFTC is to regulate all futures 
and futures options on these same instruments 
as well as an agricultural commodities.

Thus, although options on financial in­
strument futures and actuals may have the 
same underlying instrument and, therefore, be 
highly substitutable in their economic useful­
ness, two different regulators oversee their 
trading. To the extent that there are real or 
philosophical differences in the way these two 
regulators operate, the markets in options on 
futures may evolve differently than the markets 
in options on actuals. This has implications for 
the long-run survival of one type of option 
market relative to the other. At this point in 
their development, it is too early to tell which 
is the more viable type of financial instrument 
option.

Another regulatory consideration related 
to futures options deals with the devices avail­
able to protect the financial integrity of the 
markets. Like other financial markets, futures 
and futures option markets are subject to the 
risk that the parties to the transaction will be 
unable to perform their contractual obligations 
and default.

Margin requirements and the daily 
mark-to-market provisions of futures exchange 
operation are important ingredients for assur­
ing the performance of contractual obligations. 
Unlike equity margins, futures margins do not 
reflect a customer’s investment in the futures 
position but merely the deposit of earnest 
money required to initiate a position and keep 
it open. The amount of earnest money held 
by the broker in the customer’s account 
changes due to the daily mark-to-market pro­
visions of exchange operation; as the value of 
a futures contract position is marked to market 
and effectively set to zero, all profits and losses 
are passed through to the respective market 
participants.

In contrast, futures-type margining is not 
required on purchases of futures options; option 
sellers, however, must deposit and maintain 
margin related to the margin on the underlying 
futures contract plus the option premium. 
Since only the futures option seller is obligated 
to perform over the life of the option, only short 
option positions are margined. However, any 
additional margin monies posted by the option 
seller are not passed through to the option 
buyer but are held by the seller’s broker. The 
gains on a long put option position in a pro­

tective put strategy, for example, cannot be 
used to meet the maintenance margin calls on 
the futures position as it is marked to market. 
If a call option seller should fail to meet a 
margin call as the options move well in-the- 
money, the option seller’s broker could default 
and the call option buyer may not be able to 
realize the potential profits from the long op­
tion position.15 In sum, because the profits from 
a long futures option position are not settled 
until exercise or offset, the responsibility for fi­
nancial integrity in futures option markets rests 
more fully on the exchange clearing associ­
ations than on margin requirements and 
mark-to-market provisions.

Other types of futures option regulation 
related specifically to financial intermediaries 
are imposed by the federal bank and thrift 
regulatory agencies. The following discussion 
is based just on federal bank regulations.16 In 
general, the federal bank regulators disapprove 
of futures option trading that increases an 
institution’s risk exposure.

The regulators are in agreement, how­
ever, that financial futures options can effec­
tively control interest rate risk if properly used 
and that institutions should use futures options 
to control only the net interest rate risk expo­
sure in their entire balance sheet. Banks that 
engage in financial futures options should do so 
only in accordance with safe and sound bank­
ing practices. Furthermore, any trading activ­
ity should be at a level reasonably related to 
the bank’s business activity and its capacity to 
fulfill the contractual obligations. Banks should 
evaluate their overall interest rate risk exposure 
resulting from asset and liability positions to 
ensure that the futures option position reduces 
its total risk. These policy guidelines are ap­
plicable specifically to commercial banking ac­
tivities and do not pertain to bank trust 
accounts.

Within these guidelines, some types of 
option positions are treated specifically by the 
federal bank regulators. Long-term short op­
tion contracts, i.e., those for 150 days or more, 
are ordinarily viewed as inappropriate for bank 
trading, unless special circumstances warrant. 
The regulators believe that such contracts are 
related not to the investment or business needs 
of the institution, but primarily to the receipt 
of fee income or to speculating in future interest 
rate movements. Moreover, Federal Reserve 
bank examiners are instructed to treat all na­
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ked written call option positions as per se spec­
ulative and hence inappropriate.17 A call 
option is considered covered only if the under­
lying instrument to be hedged is deliverable 
against the option contract. In light of this, the 
above example of writing call options to man­
age the net interest rate risk exposure faced by 
a bank with a negative maturity gap would 
be considered speculative behavior and con­
trary to policy guidelines. Because the entire 
balance sheet must be considered in using fu­
tures options, not just a specific instrument, the 
distinction employed by bank examiners in de­
termining whether a written call is covered or 
naked is not economically meaningful.18

In conclusion, financial futures options 
provide financial intermediaries with another 
tool to manage rapidly changing interest rate 
and quantity risks. The attractiveness and 
usefulness of financial futures options lies in 
their versatility; they can be used as a means 
to limit risk or generate additional portfolio 
returns even in a stable market environment. 
For a financial intermediary with a negative 
maturity gap, the purchase of futures put 
options allows it to limit risk associated with 
an increase in interest rates and the sale of a 
futures call option permits it to lower the vari­
ability of its returns. Both strategies result in 
an institution with reduced exposure to unfa­
vorable interest rate changes. On the other 
hand, a financial intermediary with a positive 
maturity gap should either write futures put 
options or buy futures call options to decrease 
its interest rate risk. The material presented 
here is intended as an introduction to futures 
option contract trading. It will have served its 
purpose if it helps to educate both the potential 
users and regulators about the economic use­
fulness of options on financial futures. 1

1 These four contract markets are listed in order, as of September 23, 1985.
2 The next two sections of the article draw heavily from Robert Jarrow and Andrew Rudd, Option Pricing, Homewood, Illinois, Dow Jones-Irwin, 1983, chapters 1-3. Other recent articles on finan­cial futures options include: Laurie S. Goodman, “New Options Markets,” Quarterly Review, Federal Reserve Bank of New York, Autumn 1983, pp. 35-47; and Michael T. Belongia and Thomas H. Gregory, “Are Options on Treasury Bond Futures Priced Efficiently?” Review, Federal Reserve Bank of St. Louis, January 1984, pp. 5-13.

3 See Fischer Black, “The Pricing of Commodity Contracts,” Journal of Financial Economics, January/March 1976, pp. 167-179.
4 For a discussion of the capital asset pricing model, see Michael C. Jensen, “Capital Markets: Theory and Evidence,” Bell Journal of Economics and Man­agement Science, Autumn 1972, pp. 357-398.
3 Because Black’s model is derived for European options, one may question whether or not the pric­ing formula given above is applicable to futures options currently traded in the United States. Merton argues, however, that any distinction be­tween European and American options vanishes in the absence of dividends on the underlying instru­ment. Since futures contracts do not pay dividends (semi-annual coupons), Black’s formula is applica­ble to futures of options. See Robert C. Merton, “The Theory of Rational Option Pricing,” Bell Journal of Economics and Management Science, Spring 1973, pp. 141-183.
6 See Patrick Parkinson and Paul Spindt, “The Use of Interest Rate Futures by Commercial Banks,” a paper presented at the 21st annual Conference on Bank Structure and Competition, sponsored by the Federal Reserve Bank of Chicago, Chicago, Illinois, May 3, 1985.
7 This reporting requirement implicitly reveals that if a bank holds an option arrangement instead of writing one, its maximum off-balance sheet risk exposure is limited to the option premium and, hence, does not merit monitoring. If banks attempt to use long option positions to limit or hedge their balance sheet risk exposure, as discussed below, it is currently impossible to tell from the call reports whether or not these options are used properly.
8 A rough approximation of total put and call op­tion usage (long and short) suggests that fewer than 180 different banks are involved, which is less than half the number of institutions reporting futures and forward contract positions.
9 In this simple example, no adjustment is made for the difference in coupon yield and maturity of the instrument underlying the Treasury bond futures option (8% coupon, 20-year maturity) and the bonds in the portfolio. The Chicago Board of Trade publishes conversion factors that can be used to convert an actual issue to the hypothetical fu­tures option bond for a match of price sensitivities.
10 Accrued interest of $2,688 over three months is included in each of the end-of-period calculations for a cash bond.
11 For a more detailed discussion of the maturity gap approach to measuring interest rate risk expo­sure, see Elijah Brewer, “Bank Gap Management and the Use of Financial Futures,” Economic Per­spectives, Federal Reserve Bank of Chicago,
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March/April 1985, pp. 12-22; George G. Kaufman, “Measuring and Managing Interest 
Rate Risk,” Economic Perspectives, Federal Reserve Bank of Chicago, January/February 1984, pp. 
16-29; and Alden L. Toevs, “Gap Management: Managing Interest Rate Risk in Banks and Thrifts,” Economic Review, Federal Reserve Bank of San Francisco, Spring 1983, pp. 20-35.
12 Eurodollar futures options (International Mone­
tary Market at the Chicago Mercantile Exchange) began trading on March 19, 1985.
13 Eurodollar option premium quotations are based on International Monetary Market index points where each index point (.01) represents $25. June 1985 Eurodollar futures call options with a strike price of 89.50 were valued at .58 on March 25, 
1985.
14 For a discussion of the limitations of using finan­cial futures contracts to hedge this prepayment risk, see Carl A. Batlin, “Interest Rate Risk, Prepay­ment Risk, and the Futures Market Hedging

Strategies of Financial Intermediaries,” Journal of Futures Markets, Summer 1983, pp. 177-184.
15 Recently, just such an episode occurred in the gold futures option market. See articles in Business Week, May 27, 1985, pp. 132-134, and the Wall Street Journal, March 22 (p. 11) and March 25 (p. 38), 1985.
16 Because general guidelines issued by the federal bank regulators cover option arrangements, futures contracts, and forward contracts in a single set of documents, see G. D. Koppenhaver, “Trimming the Hedges: Regulators, Banks, and Financial Fu­tures,” Economic Perspectives, November/December 1984, pp. 3-12, for a related discussion.
]/ See Federal Reserve Board document AD82-24 (FIS): Manual for Examination Concerning Bank and Bank Holding Company Use of Interest Rate Futures and Forward Contracts (July 26, 1982).
18 This point was first made by Laurie S. Goodman in an unpublished paper entitled “Interest Rate Options and Financial Institutions,” Federal Re­serve Bank of New York, August 1982.
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