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L abor markets have undergone considerable change in recent years.
A rising share of unemployment is accounted for by workers who
have been permanently laid off. When laid-off workers search for a

new job, they often find that job opportunities are different from when
they were last hired. Some observers have asserted that the available
openings are increasingly for bad jobs. Regardless of whether this is
generally true, some types of workers seem destined to settle for jobs that
are worse ~han what they had before. Manufacturing positions are
shrinking, especially in blue-collar occupations, and real wages for
workers with little education are declining.

This article examines the experiences of workers laid off in this recent
period of structural change. Aside from examining the characteristics of
individual workers, the research addresses industry effects. That is, do
former manufacturing workers have a tougher readjustment following
layoff than workers from growing industries such as services? And
within manufacturing, do those formerly employed by defense contrac-
tors suffer disproportionately as a result of a lack of experience in
nondefense work? The article uses data on displaced workers from
Massachusetts who sought government-provided reemployment assis-
tance in the early 1990s. Massachusetts experienced a very sharp reces-
sion starting around 1989, combined with noticeable shifts in the impor-
tance of different industries.

The article starts with a review of previous research on displaced
workers. It then analyzes displaced workers from Massachusetts, first
examining their duration of unemployment and then, for those who
found work, their new wages and other job attributes. The evidence
shows that workers from declining industries suffer especially sharp
wage cuts, in large part because they tend to have extensive experience
at their previous employer which is not highly valued by their new
employer. Former defense workers have the most severe adjustment costs
of all, in terms of both above-average diffictdty in finding work and in



very severe wage losses. The research also indicates
that early sign-up for adjustment services tends to
reduce the duration of joblessness. However, laid-off
workers who participate in education and training
programs do not necessarily find better jobs than those
who avail themselves only of more basic forms of
assistance such as counseling sessions and informa-
tion on job postings.

I. The Costs of Structural Change

When an economy undergoes structural change,
laid-off workers have difficulty finding new jobs com-
parable to their previous positions. Because of changes
in job requirements and job opportunities, laid-off
workers are likely to be offered lower pay by new
employers. This has two effects. First, absent any
change in workers’ willh~gness to accept pay cuts,
workers experience a longer duration of unemploy-
ment as they search for the best possible job. Second,

Manufacturing positions are
shrinking, especially in

blue-collar occupations, and real
wages for workers with little

education are declining.

do take longer to find a job. Others quickly lower their
expectations or broaden their search, so as to minimize
their unemployment spell. The duration of joblessness
depends both on employers’ willingness to offer jobs
to different types of workers and on differences in
these workers’ job search strategies.

Inapplicability of Previous Work Experience

As a result of changes in the structure of jobs,
laid-off workers’ experiences are not fully transferable
to their new job. This has implications for expected
earnings at their new job, for several reasons. The pay
of employees with a long work history at their previ-
ous employer may have reflected the development
of job-specific skills, or shnply the returns to seniori-
ty.2 When they switch employers, their wage losses
are likely to be particularly large. In addition, older
or more experienced workers may be at a disad-
vantage, regardless of whether they spent many
years at a single employer or had experiences at
many employers. Employers may perceive them as
being less malleable in adjusting to a new work
environment or more costly in terms of benefit costs
per year of expected service.3 Previous studies over-
whelmingly indicate that displaced workers ~vith
longer job tenure, and those who change their lh~e
of work, face larger wage reductions (or smaller wage
gah~s) at their new job, holding all other factors
constant.* These workers also experience a longer
duration of unemployment.

reemployed workers are likely to incur a pay cut, as
even the most attractive job offered within a reason-
able time pays less than their previous job. Presum-
ably, adjustment costs should be most severe for
workers laid off from declh~ing h~dustries, since they
appear least likely to find a new job that is shnilar to
their previous job.~

An extensive literature has investigated which
types of workers tend to experience longer spells of
joblessness and sharper pay cuts. A longer work
history, weaker education, poorer prospects in one’s
former occupation or industry, and abnor~ally high
previous pay have all been found to lead to greater
earnings reductions. The findings are less conclusive
with respect to the duration of joblessness, as search
teclmiques appear to vary considerably among other-
wise comparable workers. That is, some workers with
poor prospects for reemployment at comparable pay

The Changing Value of Education and Skills

Another aspect of recent structural change is that
formal education is becoming more highly valued in
the job market relative to "learning by doing." As
employers’ demand for educated workers has in-
creased, college graduates have been paid a higher
wage premitm~ compared to workers with only a high

~ These workers may be more negatively affected by structural
change than those in other industries, although Browne (1985)
correctly cautions against ascribing layoffs solely to structural, as
opposed to cyclical, changes.

2 Long tenure may also be a sign that the employee is particu-
larly well suited to the job.

3 Studies usually are not able to distinguish the separate effects

of age and experience. Lackh~g information on employees° complete
work history, they examine potential work experience, assuming
that workers participate in the labor force without interruption
upon completion of their schooling.

4 See, for example, the surveys by Hamermesh (1987) and
Fallick (1995).
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school education.5 This trend has implications for
displaced workers. One study concluded as follows:
"[T]he good jobs being created h~ growth sectors today
are concentrated in white-collar work to a degree that
they were not previously. The economy is trading
decent blue-collar jobs for a range of service sector
ones. It is the education and training gap between the
high-wage, less educated displaced and their compa-
rable-wage, growth-sector counterparts that is creat-
ing difficulties for job-losers" (Seitchik and Zornitsky
1989, p. 82). Indeed, a number of studies have found
smaller wage losses for displaced workers who are
highly educated and who have been in white-collar

Formal education is becoming
more highly valued in the

job market relative to
"learning by doing."

jobs. Findings on the duration of unemployment
vary.6 Highly educated workers have skills that are
increasingly demanded by employers and they are
thought to be more knowledgeable about how to
search for work, both of which would tend to shorten
their spell of unemployment. On the other hand, they
may have at their disposal greater financial resources,
which would enable them to stay out of work longer.

The Disappearance of "Good Jobs"

Some observers believe that displaced workers
face a tough adjustment for a broader reason; they
allege that "good jobs" are being eliminated and a
greater proportion of new openings are for "bad jobs."
It has been well documented that certain industries,
including transportation and public utilities and most
manufacturing industries, pay higher-than-average
wages given the experience, occupation, and educa-
tion profiles of their work forces. Other industries,

s According to the U.S. Department of Labor, in 1992 male
college graduates earned 74 percent more than high school gradu-
ates and 133 percent more than high school dropouts. In 1979, these
differentials had been only 36 and 70 percent, respectively. For
further statistics and discussion, see Kodrzycki (1996).

6 See, for example, the surveys by Hamermesh (1987) and
Fallick (1995).

most notably trade, pay less than expectedZ When
workers lose "good jobs," they are unlikely to find
new opportunities that are as attractive, especially if
the "good jobs" have been concentrated in industries
that are not growing. Indeed, previous studies have
found that displacement from an industry that pays
high wages increases the likely duration of unemploy-
ment and the pay cut at the new job.s

Some Unanswered Questions

In addition to providing new evidence on the
issues enumerated above, the current study addresses
some questions that have been raised in the literature
on worker displacements, but that have received little
empirical attention. The available studies confirm that
workers from declining industries are more likely to
switch to a different type of work, but they leave
unanswered some other questions pertaining to in-
dustry differences. Little evidence exists on whether
workers from declining industries have longer-than-
average job tenure or more overall work experience.
Nor do previous studies indicate whether potential
employers judge former defense workers to be partic-
ularly ill-suited for nondefense jobs.9 Anecdotally, it
has been pointed out that prime defense contractors
serve one customer, the Pentagon, while nondefense
firms must market their products more broadly. Also,
defense firms specialize in high-precision products
that are manufactured in small quantities. By contrast,
the typical nondefense firm is engaged in mass pro-
duction of goods or services that are not as intricate
in terms of their technological content or engineering
standards. Accordingly, defense employees may be
regarded as less able to identify market trends, satisfy
a diverse set of customers, or control production costs.

7 See, for example, Gittleman and Wolff (1993). High levels of
concentration may enable firms in some industries to earn above-
average profits which they share with workers. In other cases,
well-paying jobs may be the result of a high degree of unionization
or high productivity. High pay may also serve to compensate
employees for unpleasant or dangerous working conditions, as in
construction. Economists are continuing to study the reasons for
pay differentials by industry.

s See, for example, Kletzer (1991), Jacobson, LaLonde and
Sullivan (1993), and Carrington and Zaman (1994).

9 Kodrzycki (1995) studied adjustment costs for New England
defense workers, and compared them with findings for national
samples of displaced workers from a variety of industries. New
England defense workers appear to have been at a disadvantage,
especially judging by their likelihood of replacing their former
earnings. The study did not examine whether the defense workers
did worse because they had been employed in defense industries, as
opposed to other characteristics of workers or of the Ne~v England
economy.
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Previous research has looked at the duration of
joblessness without distinguishing bet~veen time that
workers actively spend searching for work and time
spent in education and training programs that prepare
them for work. This distinction is important, as work-
ers who are most severely affected by structural
change may have the greatest need for augmenting
their skills. To the extent they participate in education
and training programs that er~able them to find better-
paying jobs, longer spells of nonemployment may not
be undesirable.

Another under-researched topic is worker adjust-
ment costs apart from the duration of joblessness and
wage changes. New jobs may be less attractive to the
extent they are located far away (and therefore entail
greater commuting costs or require a move) or offer
less generous benefits.1°

forms of employment assistance to laid-off workers. In
addition to offering basic readjustment services such
as counseling and job market information to all users,
the centers often ftmd enrollment in education and
training programs on a case-by-case basis.

The data base provides considerable information
on demographic and job characteristics for the dis-
placed workers, as well as on the assistance services
they used while out of work. For those individuals
who found new employment through a center, infor-
mation is available on the duration of joblessness and
the characteristics of the new job. Thus, the data can be
used to measure the economic costs of job loss and the
influences of factors such as the worker’s age, educa-
tional backgrotmd, occupation, pay and length of
experience at the previous employer, industry, and
reemployment services used, as well as local economic
conditions.11

II. Experiences of Displaced Workers

To examine the experiences of displaced workers,
this article uses a large sample of Massachusetts
workers who were laid off in the early 1990s. This
section describes the sample and the economic back-
drop, and then turns to examh~h~g worker adjust-
ments to layoffs.

The Dislocated Worker Sample

To respond to the needs of displaced workers, the
federal government established assistance programs
under the Economic Dislocation and Worker Assis-
tance Act (EDWAA), a 1988 amendment to Title III of
the Job Training Partnership Act (JTPA). These pro-
grams are available for workers who lose their jobs in
mass layoffs or plant closures, as well as others who
have been laid off and are unlikely to re~lrn to their
jobs. States apply for worker assistance grants under
the auspices of these federal programs and design
services within the guidelines set by the federal gov-
ernment. The data on displaced workers in this study
are drawn from the administrative records of the 23
assistance centers that served over 20,000 Massachu-
setts residents laid off between January 1991 and
September 1994. (For further i~fformation o,n the sam-
ple, see the appendix.) These centers provide various

~0 New jobs could also entail psychological costs, if, for exam-
ple, they are considered by the worker to be less prestigious. More
fundamentally, being laid off could lead to health problems that
miglit impair a worker’s productivity in a new job.

The Massachusetts Economy in the Early 1990s

In the early 1990s, the Massachusetts economy
experienced a severe reduction in employment and a
pronounced shift in its composition away from man-
ufacturing and towards services. Between 1989 and
1992, employment in Massachusetts fell 10 percent
(Table 1).~2 The losses were disproportionately con-
centrated in manufacturing and construction, while

~ Most of the studies reviewed in Section I were based on the
national biennial survey of dislocated workers. The Massachusetts
Industrial Services Program (ISP) data have several advantages and
disadvantages relative to the Displaced Worker Survey (DWS). First
and most obviously, the ISP data are limited to Massachusetts.
However, the ISP sample is much larger, as recent samples for the
DWS cover only about 3,800 workers. The ISP data are limited to
those dislocated workers who chose to seek government assistance
in findh~g a ne~v job, while the DWS is based on representative
samples of households across the nation and therefore is thought to
produce representative cross sections of displaced workers. The
DWS asks questions of individuals about job experiences over the
past several years; this retrospective aspect has been shown to result
in errors, especially with respect to recalling information concerning
the more distant past. By contrast, most of the ISP data are recorded
on a current basis, and therefore are less subject to errors due to
individual forgetfuh~ess. A somewhat offsetting disadvantage is
that they are maintained for administrative rather than statistical
purposes, and therefore may contain more data entry errors. Finally,
the ISP data set provides more information on employers than is
available in the DWS. (Over 5,000 employers are represented h~ -
the ISP data set, but almost half of the sample come from 57
employers that laid off at least 50 workers each. Athough many of
large layoffs took place at companies with a national or even
international reputation, some of them involved employers with
only a local presence~such as commm~ity hospitals or municipal
governments.)

~2 These statistics are based on annual averages, and tlierefore
may disagree slightly from employment changes based on monthly
or quarterly data.

6 July/August 1996 New England Economic Review



Table 1
Composition of Massachusetts Nonagricultural Employment, 1989 to 1994, and of the
Displaced Worker Sample

Massachusetts Employment
(Thousands)

1989    1992    1994

Percent of Percent of Percent of
Massachusetts Massachusetts Massachusetts Number in Percent of

Employment Employment Employment Displaced Displaced
Level Loss, Gain, Worker Worker

1989 1994 1989-92 1992-94 Sample Sample
100.0 20,624 100.0All Industries 3,108.4 2,795.0 2,903.6 100.0 100.0 100.0

Manufacturing 561.1 465.7 447.2 18.1 15.4 30.4 - 17.1 t 0,913 52.9
Durables 372.0 299.6 278.2 12.0 9.6 23.1 - 19.7 8,363 40.5
Nondurables 189.1 166.1 168.9 6.1 5.8 7.3 2.6 2,550 12.4

Nonmanufacturing ’ 2,136.9 1,945.6 2,065.2 68.7 71.1 61.0 110.1 7,093 34.4
Construction 126.8 73.7 86.0 4.1 3.0 17.0 11.3 341 1.7
Transportation and

Public Utilities       128.3 121.4 127.3 4.1 4.4 2.2 5.4 473 2.3
Trade 740.5 640.4 669.4 23.8 23.1 31.9 26.6 2,398 11.6
Finance, Insurance,

and Real Estate 217.3 196.7 206.9 7.0 7.1 6.6 9.5 842 4.1
Services 924.0 913.5 975.6 29.7 33.6 3.4 57.2 3,039 14.7

Government 408.8 382.5 390.0 13.2 13.4 8.4 6.8 1,188 5.8

Other and Not Known~ 1,431 6.9

Memo:
Computer

Manufacturing 36.5 27.6 25.4 1.2 .9 2.8 -2.0 1,357 6.6
Defense-Related

Private Industry      168.9 143.4 127.8 5.4 4.4 8.1 -14.4 3,089b 15.0
Government 21.8 18.2 16.0 .7 .6 1.1 -2.0 477 2.3

a"Other" includes agricultural workers.
blncludes 2,960 workers in defense-related manufacturing and 129 in other industries.
Source: Except for the memo items, Massachusetts employment from New Eegland Economic Indicators machine readable data; computer manufacturing
from New England Economic Project machine readable data; defense-related from Kodrzycki (1995). Displaced worker sample are author’s calculations.

job losses in the services industry were minimal. The
recovery was uneven. Durables manufacturing firms
continued to shed jobs. The services industry, which
accounts for about one-third of all jobs, was responsi-
ble for over one-half the job growth between 1992 and
1994. Construction employment also rebounded, al-
though the number of construction jobs remained far
below the pre-recession level.

Reflecting the extensive job losses in manufactur-
ing, about half of the displaced worker sample con-
sists of former manufacturing workers. The bottom
part of Table 1 shows employment in two prominent
durables manufact~lring industries in the state. Com-
puter industry employment shrank sharply in the
early 1990s as demand fell for minicomputers and
other products in which Massachusetts manufacturers
had specialized. Over 1,300 displaced workers from
this industry are included in the sample. Many de-

fense-related jobs disappeared as a result of decreases
in the federal defense budget; about 3,000 former
employees of prime defense contractors in manufac-
turing industries are in the sample.13 The computer
and defense industries are of interest not only because
of the magnitude of their job cuts, but also because
they had been a source of many well-paying jobs.
Furthermore, the firms in these industries have been
among the state’s largest employers and have contrib-
uted significantly to the state’s reputation as a center
for high tecln~ology. As a further indication of defense
downsizing, the government category includes close
to 500 laid-off civilians, mostly from the Fort Devens
army base.

~3 Undoubtedly additional laid-off workers in the sample had
defense-related private-sector jobs at manufacturing subcontractors
or outside the manufacturing sector.
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Table 2
Employment Status of Displaced
Unemployment Spells
Percent

Year of Layolf and Total
Number of Months Reemployed

1991
12 months 14.8
24 months 53.0

Workers after 12 and 24 Months, and Length of

Of which: Average Unemploym~ht "
Spell for Workers Who

Found No Longer Not Found a New Job Sample
Recalled New Job Enrolled Employed (months)~ Size

.9 14.0 4.4 80.8
2.0 50.9 29.7 17.4 15.1 3,741

1992
12 months 45.4
24 months 6zl.8

1993b
12 months 46.1

4.0 41.4 15.6 39.0
4.4 60.4 27.7 7.5 8.7 7,394

4.2 42.0 16.1 37.8 6.8 5,897

71.6 4.1 1,332
1994c

12 months 21.7 5.3 16.4 6.7

aCalculated for all workers who found a job, regardless of the length of job search.
blncludes some workers laid off less than 12 months pdor to the end of the sample.
CAll workers laid off less than 12 months prior to the end of the sample.
Source: Author’s calculations based on a sample of displaced workers in Massachusetts.

Jobless Spells

One important measure of the cost of adjusting to
a layoff is the length of time workers remain without
a job. The displaced worker sample includes people
who were laidl off between January 1991 and Septem-
ber 1994, but the complete jobless spell is kd~own only
for those ~vho found a job by the end of this period. A
valuable alternative measure is the percentage of
workers who have found work as of a given number
of months after being laid off, as opposed to those who
are still without work.

Reemployment rates vary, depending on when a
worker was laid off. Those losing their jobs later in the
period, when the Massachusetts economy was recov-
ering, had more success in their first year of job search
than those who were laid off while the state was still in
recession. Of those laid off in 1991, only about 15
percent found a job through a worker assistance center
within 12 months. By contrast, 45 percent of those laid
off in 1992 and 46 percent of those laid off i~ 1993 had
found a job within a year (Table 2).14

The probability of reemployment also rises as
more time passes since the date of layoff. Consider
those laid off in 1992. In the second year after layoff,
the reemployment rate rose from 45 percent to 65
percent, as another 19 percent of the sample found

new jobs and a few more were recalled. The percent-
age looking for a job or preparing for a new job
through enrolhnent in vocational or general education
classes fell from 39 percent to less than 8 percent,is

The industry results show considerable variation
(Table 3). Combining the 12-month results across all
four years, workers previously employed in the trans-
portation and public utility industry, by defense con-
tractors, and by government had the lowest rates of
reemployment. The reemployment percentage for the
former defense manufacturing workers would look
substantially worse were it not for the relatively high

~4 The 1991 reemployment rate is understated as a result of
sample selection bias. The sample includes workers in the assistance
center data base as of July 1992. Thus, the data do not reflect the
experiences of workers laid off in 1991 who found jobs promptly.
(This sample selection bias also restflts in an tmderstatement of the
percentage who are "no longer e~olled.") But the 12-month results
for those laid off in the second half of 1991 (which should be less
subject to sample selection bias than those from the first half of the
year), as well as the 24-month results in general, nevertheless
suggest that the recession had a negative effect on job-finding rates
for laid-off workers. The 1993 reemployment rate also is somewhat
understated, since workers laid off after September were not ob-
served for the full 12 months.

~ The remaining workers, almost 28 percent, had stopped
using the services of the center. Relatively little is known about this
last group. Some of them may have found a job on their own, while
others may have remained unemployed or were no longer actively
looking for a job.
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Table 3
Percent of Displaced Workers Reemployed after
12 Months, by Former Industry~

Total Recalled Found
Former Industry Reemployed to ©ld Job New Job
All Industries 37.7 3.5 34.2

Sample
Size

t 8,364

Manufacturing 37.7 4.4 33.3 9,778
Defense-Related 34.7 7.6 27.1 2,879
Computers 39.2 2.3 36.9 1,294
Other 38.9 3.2 35.7 5,605

Nonmanufacturing 39.0 2.8 36.1 6,512
Construction 40.7 3.0 37.7 337
Transportation and

Public Utilities             30.2 2.4 27.8 417
Trade 39.5 3.7 35.8 2,244
Finance, Insurance, and

Real Estate 33.7 1.0 32.8 818
Services 41.2 2.7 38.5 2,629

Government 28.9 3.1 25.7 766
Defense 26.6 1.3 25.3 79
Nondefense 29.1 3.3 25.7 688

Other and Not Known 36.6 1.0 35.6 1,309

aExcludes workers whose layolf date or termination date at the assistance center was not known.
Includes some workers laid off less than 12 months before the end of the sample.
Soruce: Author’s calculations based on sample of displaced workers in Massachusetts.

recall rate for this industry. At the other extreme,
laid-off services and construction workers had the
izighest rates of reemployment. These patterns are
fairly consistent with the hypothesis that workers laid
off from declining industries have greater difficulty
finding a new job than those laid off from growing
industries. But some puzzles remain. For example,
computer manufacturing employment fell precipi-
tously durh~g the early 1990s, but computer manufac-
turh~g workers did not appear to have unusual diffi-
culty finding new jobs.

Probability of Reemployment

To further explore the role of the former industry
versus other factors that make reemployment more or
less difficult, regressions were run to explain the
likelihood of finding work (Table 4). These regressions
take into account information on employment out-
comes at all intervals, instead of looking at progress
after an arbitrary number of months, as did Tables 2
and 3.

The Cox proportional hazards
model was used to esthnate the
coefficients, which represent the
relative likelihood of finding em-
ployment in any given time period,
for a unit increase in the value of
the explanatory variable.~6 (Simi-
larly, for dummy variables, the co-
efficients represent the difference in
the likelihood of finding employ-
ment when the variable equals one
rather than zero.) The effect of a
two-unit change in the value of an
explanatory variable is obtained by
taking the square of the estimated
coefficient, and, shnilarly, the ef-
fects of larger changes are mea-
sured through exponentiation to
the appropriate power.

The two regressions differ only
in the measurement of the duration
of participation in education and
training programs, h~ the first re-
gression, the actual duration is
used, but the number of observa-
tions is reduced because duration
could not be calculated for over
half the sample. The second regres-
sion uses estimated duration for
these workers, based on an auxil-

iary regression (Appendix Table 2). The coefficients
indicate that spending an additional month in an
education or training program lowers the probability
of reemployment to about 90 percent of what it would

~6 For each individual in the sample, define h(t) as the proba-
bility of becoming reemployed in month t divided by the probabil-
ity of becoming reemployed after time t. Iu the Cox model, h(t) =
ho(t)e6~xl++b~x~, where x~...x~ are the explanatory variables and
h0(t) is the so-called baseline hazard function--that is, the value of
h(t) if all the explanatory variables equal zero. The parameters b~ ...
b~ are estimated using maxhnum likelihood. Note that the change in
the relative likelihood of becomin~o reemployed if the value of

bIxl bk(xk 1) b xvariable xk changes by one urdt equals (e - + ...... " ...... + "~)/
(eblxl+’+bkxk+’bnxn) = eb~:. These are the values reported in the table
under the heading "Hazard Ratio." The model takes into account
time censoring--that is, some workers sever their relationship ~vith
the assistance center prior to taking a job, while in other cases, the
sample period ends before an employment outcome is observed.
The Cox technique is efficient, in that the lack of employment for
such workers during the time period in which they were observed
is taken into account in estimating parameters. The term "hazard"
reflects the original use of the Cox teclmique to analyze the
probability of an undesired outcome; ho~vever, the teclznique is
equally applicable to analyzing the probability of a desired out-
come.
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Table 4
Reemployment Probabilities--Estimates Using Cox
Proportional Hazards Model

Independent Variable
Experience

Potential Work Experience
Squared .99978**

Job Tenure .99389*

Schooling (Omitted = Less than High School
High School .89*
Some College .80**
College Degree .72**
More than College .55**

Previous Occupation (Omitted = Services)
Professional, Technical and

Managerial 1.06
Clerical and Sales 1.12
Production 1.15
Other 1.04
Not Known 1.36**

(1) (2)
Hazard Standard Hazard Standard

Ratio Error Ratio Error

.00004 .99971"* .00002

.00243 .99668" .00153

.04 .95 .03

.04 .93" .04
.05 .81"" .04
.08 .76"* .06

.09 1.04 .06
.09 1.03 .06
.09 1.10" .06
.12 1.01 .08
.12 1.25~ .07

Previous Industry
12-Month Employment Growth

Rate                     1.02"* .005 1.01 ~ .003
Wage Premium 1.0002 .003 .9951" .0019

County Unemployment Rate at
Time of Layoff

Level .98 .01 1.01 .01
12-Month Change .94 .04 .96 .02

Difference between Statewide
and County Unemployment
Rate at Time of Layoff

Level .97 .02 1.00 .01
12-Month Change            .95 .05 .91"* .03

Pre July 1992 Dummy .94** .005 .94** .003
Demographic Characteristics

Gender and Marital Status
(Omitted = Unmarried Male)
Married Male 1.37** .07 1.23** .04
Married Female 1.20** .06 1.10"* .04
Un.rnarried Female 1.10 .05 1.07* .03

Nonwhite .85** .04 .84*" .03
Number of Dependents .97* .01 1.01 .01

Recalled 2.73"* .24 4.11 ** .16
Enrolled Prior to Layoff 1.70** .14 1.58** .07
Duration of Employment and
Training .90** ~ .004 .92"* .003
Proxied Duration? No Yes
Pseudo R2
Number of Observations

*Significantly different from one at 5 percent level.
**Significantly different from one at 1 percent level.

.023 .018
7,122 16,723

be otherwise, presumably because
these workers are less likely to be
actively searching for a job. In most
other findings, the two regressions
also are quite similar.

Added years of work experience,
either generally or in the previous job,
lower the probability of reemployment.
The coefficients are close to one,
which means that small increments
in overall work experience or ten-
ure at the previous job have little
impact. But extensive experience
can be a substantial impediment to
finding a job. ’The estimates imply
that having 30 years’ general work
experience lowers the probability
of reemployment by about one-
third.~7

Workers with less education were
more likely to be reemployed. Control-
ling for education, previous occu-
pation was not a reliable predictor
of reemployment, except that former
production workers were more

~7 Generalizing the formula in the pre-
vious footnote, the effect of an additional
n years of experience for someone who has
E years of experience is computed as
[e--OOOX2(E + n)"2] / [e-.OOOZ2~.*2] = e-.00022E(E+2~),
where -.00022 is the natural logaritlwn of
the hazard ratio, .99978. This formula is
most appropriate for small values of n; that
is, the effect of the last year of experience
should be rather similar to the effect of the
next year of experience. Nevertheless, calcu-
lations with larger values of n are sugges-
tive. At the margin, 10 years’ experience
decreases the probability of reemployment
by 6 percent for someone with 10 years’
experience, 16 percent for someone with 20
years’ experience, and 28 percent for some-
one ~vith 30 years’ experience. Thirty years’
experience for someone with E = 30 is
calculated to decrease the chance of reem-
ployment by 33 percent. Another version,
not shown, estimated the Cox model using
age categories instead of experience. That
version indicated that the probability of
reemployment falls ~vith age, and the results
for older workers are fairly consistent with
the version with experience (asstLming that
age and experience are closely related). Rel-
ative to the reference category of workers
under 25 years of age, the probabilities were
.77 for 25- to 44-year-olds, .73 for 45- to
55-year-olds, and .54 for those 55 years old
and above.
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Job Search for Workers with
Different Levels of Education

Figure 1 depicts a simplified economic model of
job search. The wage offer curve indicates that
displaced workers most readily find jobs with low
wages. (The wage replacement rate, measured on
the vertical axis, refers to the new wage in relation
to the worker’s previous wage.) As they extend
their job search, however, they are offered jobs with
successively higher wages. The reservation wage
is the lowest wage workers are willing to accept.
At first, workers are not willing to accept much,
if any, reduction in their wage. But their reserva-
tion wage falls as they become more familiar with
job opportunities and as their financial situation
deteriorates. The intersection of these two curves
indicates how long they will search for a job and
the wage replacement rate at their new job. The
evidence in rids study points to two differences
between highly educated and less educated work-
ers. First, as a result of changing labor market
demands for skill, less educated workers typically
generate inferior wage offers relative to their old
pay than highly educated workers. Second, less

Figure 1

Simplified Model of Job Search
Wage Replacemen[ Ra[e

~ Highly educated workers

~ -- Less educated workers

WH iii ~_____~-Wk Wage

Reservation wage

OL DH
Duralion o! Joblessness

educated workers are less patient in their search.
That is, their reservation wage falls relatively
quickly with thne.

likely to be reemployed (compared to those in the
omitted occupation, service workers).18 Regressions
presented below h~dicate that less educated and pro-
duction workers on average accepted job offers with
low pay relative to their old job; more highly educated
workers searched longer, but their patience paid off
in terms of obtaining jobs ~vith a smaller reduction (or
greater increase) in earnings. Thus the reemployment

~8 Examples of service ~vorkers include cooks and chefs, cater-
ers, medical attendants, security guards, police officers, janitors,
waiters, hairdressers, and amusement and recreation service occu-
pations. Production workers h~clude occupations such as mechan-
ics, machinists, metalworkers, food processors, welders, benchwork
occupations, construction occupations, tailors, and landscapers.
Production workers may be employed in service-producing indus-
tries (such as a mechanic in an auto repair shop), and service
workers may be employed in goods-produch~g industries (such as a
security guard at a factory). The professional, teclmical, and mana-
gerial category h~cludes general managerial and administrative
occupations, as well as specialized positions such as drafters,
educators, librarians, computer programmers, scientists, and health
care professionals. Bookkeepers, secretaries, sales and stock clerks,
cashiers, tellers, and billing clerks are examples of sales and clerical
workers. The "other" category includes truck drivers and materials
handlers; graphics specialists included under this occupational
category were reassigned to the professional, teclmical, and mana-
gerial category.

results appear to reflect the greater willingness of less
educated and production ~vorkers to accept job offers,
as opposed to the alternative explanation that employ-
ers have greater demand for these types of workers.
(See the box.)

Workers laid off fi’om faster-growing industries were
quicker to find employment. Table 5 shows the growth
rate in each industry in the 12 months subsequent to
when workers were laid offJ9 According to the esti-
mates in Table 4, all else equal, workers from the
construction industry, which was growing at a 5 per-
cent rate, were 7 percent more likely to be reemployed
than the average laid-off worker. Services industry
~vorkers’ likelihood of reemployment were about 5
percent above average.20

h~dustry wage premia varied considerably and appear
to have had a modest effect on the probability of reemploy-
merit. The premia shown in Table 5 were derived from

~9 That is, the gro~vth rate depends on both the industry and the
date of layoff. The value shown by industry is the average for all
workers laid off from that industry.

2o These findings refer to the second regression; the first regres-
sion indicates somewhat larger effects.
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Table 5
12-Month Employment Growth and
Wage Premium, by Industry
Percent

Employment Wage
Industry Growtha Premiumb

Manufacturing
Defense-Related -3.2 12.4
Computers - 14.1 8.8
Other .2 -2.4

Construction 5.1 12.7
Transportation and Public Utilities 1.4 5.7
Trade 1.3 -8.0
Finance, Insurance and Real Estate 1.7 -.0
Services 3.2 - 1.9
Government

Defense -2.3 0
Nondefense -. 1 0

Other and Not Known 1.1 -.1
abased on the 12 months following layoff. Sample average is -0.05
percent.
~Relative to government. Sample average is 0.7 percent.
Source: Author’s calculations based on machine readable data from the
New England Economic Project, the sample of displaced workers from
Massachusetts, and Appendix Table 3.

a regression of the worker’s previous wage as a
function of individual qualifications and h~dustry
dtunmies (Appendix Table 3). Defense-related manu-
facturing and construction paid over 20 percent above
trade after adjusting for the education, occupation,
and experience profiles of their workers and, as a
consequence, their reemployment probabilities were
8 percent lower.21

Local economic conditions influenced employment
somewhat. For the period July 1992 onward, a worker
laid off in a county where the unemployment rate rose
by 1 percentage point in the 12-month period follow-
ing layoff was about 5 percent less likely to be reem-
ployed after a given number of months than a worker
laid off in a cotmty where the unemployment rate
was stable.2~ Moreover, an increase in the statewide
unemployment rate in the 12-month period follow-

~-~ This result refers to the second regression shown in Table 4;
the coefficient in the first regression indicates an unex~pected, though
very small, association between the wage premium and reemploy-
ment.

~2 There is little correlation between the number of sample
layoffs in a given cotmty and the change in that county’s unemploy-
ment rate over the subsequent six- to twelve-month period. Thus,
the regression results appear to reflect the effect of local labor
market conditions on the fortunes of displaced workers, not the
reverse.

ing layoff or increases in either the county or state
m~employment rate in the 12-month period following
layoff also reduced the chances of finding work. The
experiences for those laid off before July 1992 are
captured by a dummy variable. Workers laid off
relatively early, when total employment in Massachu-
setts still had comparatively far to fall, had notably
lower success in finding reemployment. The coeffi-
cient suggests, for example, a one-third lower reem-
ployment likelihood for those laid off at the begim~ing
of 1992 than six months later. However, the interpre-
tation of this result is somewhat unclear (especially for
the very early layoffs), as the dummy variable picks up
the effects of both economic conditions and sample
selection bias.23

Married and white zoorkers had higher reemployment
probabilities than unmarried and nonwhite workers, after
adjusting for other qualifications. Those recalled to their old
job were reemployed much more quickly than those who
looked for a new job.

Finally, those who registered for services prior to being
laid off were far less likely to remain without a job for an
extended period of time. This last result suggests that
employers can mitigate adjustment costs for laid-off
workers. By announcing layoff plans in advance, they
can help assure that state reemployment services are
in place promptly in the local area.2a Workers then
have the opportm~ity, if they choose, to receive coun-
selling about new job opportunities and to develop
search strategies prior to losing their old job.

Explaining Reemployment Differences by Industry

To explore the reasons behind industry patterns
further, the esthnated coefficients from the Cox re-
gression were used to calctflate the reemployment
probability for a worker with the average character-
istics (job tenure, experience, and so forth) for selected
industries, relative to a worker with the average char-
acteristics for the sample as a whole. Then the calcu-
lation was redone, assuming sequentially that in each
respect the "average" worker in the industry was the
same as the "average" worker for the sample.2s The

23 Total state employment reached its trough in August 1992.
The "pre-July-1992" dummy is equal to the number of months
between the layoff and July 1992, or zero if the layoff occurred after
July 1992. The sample includes those workers for whom the center
had enrollment records in July 1992 or later. Thus, workers laid off
prior to this date were included in the sample only if they had not
found work by around the middle of 1992.

R4 Anecdotal evidence in Kodrzycki (1995) further suggests that
laid-off workers are more likely to use government-provided reem-
ployment services if they are available without delay.
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Table 6
Contribution of Key Regression Variables to Differences in Reemployment Probabilities for
Selected Industries

Recalled to Previous Job
Early Notification of Layoff
Length of Education and

Training

Mean Value of Regression Variable
Contribution to Difference in
Reemployment Probability~

Defense- Transpor- Defense- Transpor-
Related Computer tation and Related Computer ration and

All Manufac- Manufac- Public Manufac- Manufac- Public
Industries turing turing Utilities Services turing turing Utilities

.04 .09 .03 .03 .04 7.1 - 1.3 - 1.2

.06 .07 .24 .03 .05 .2 6.8 - 1.9

Services

5.3 4.6 5.9 4.5 5.0 5.6 -4.6 6.4 2.6

Unemployment Rates at Time of LayolP
County Unemployment Rate 7.3 6.7 6.3 7.3 7.6
12-month Dilference in the

County UR -1.1 -.9 -.9 -1.1 -1.2
State minus County

Unemployment Rate .0 .2 .8 -. 1 -.2
12-month Difference in

State minus County UR .2 .2 .0 .1 .1

3.2 10.6 -.9 1.1

Wage Premium for Previous
Job .7 12.4 8.8 5.8 -1.9 -6.2 -3.6 -2.6     1.3

Percent Change in Employment
of Previous Industry -.4 -2.8 - 14.3 1.3 3.2 -3.6 - 18.6 2.4 5.6

aCalculations based on the second set of regression results in Table 4.
bUnemployment rates for layoff dates after June 1992. Contributions to reemployment probability based on pre-July-1992 dummy in addition to
unemployment rates.
Source: Author’s calculations based on sample of displaced workers from Massachusetts who were reemployed at a new job.

results are shown in Table 6 for those variables that
accounted for large differences across industries. The
left side of the table shows the average values of key
characteristics by industry, while the right side of the
table shows their estimated contributions to the prob-
ability of reemployment.

The roles of industry wage premia and employ-
ment growth rates, as well as the 1-dgh recall rate for
defense manufacturing workers, have already been
highlighted. For computer workers, the table indicates
two reasons why reemployment was less problematic
than might be expected based on the extensive layoffs

25 For education, occupation, and demographic mix, the shares
of workers in each category were used. The recall rate and the use
of assistance services prior to layoff were industry averages. In
interpreting the results, it is useful to bear in mind that, because of
the nonlinear specification of the Cox model, the average probability
of reemployment for workers in an industry is not the same as the
probability of reemployment for a worker with average character-
istics for that h~dustry.

in this industry. Twenty-four percent of the computer
sample started receiving reemployment assistance
prior to being laid off, far above the 6 percent rate
overall. These were mostly employees of a single large
computer manufacturer.R6 Second, computer layoffs
took place in areas where the economy was relatively
strong: The county unemployment rate averaged a
full percentage point below that for the sample as a
whole.27 Unlike the case for computer industry work-
ers, the regressions were not able to shed much light
on the reasons behind lengthy jobless spells for work-
ers from the transportation and public utilities indus-
try.

a6 Of those laid off by this employer, more than one-third
registered for services in advance of their layoff.

27 The study did not investigate another potential explanation:
the extent to which computer manufacturing workers were able to
be reemployed in related nonmanufacturing industries such as
computer software, which were expanding.
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T~ble 7
Earnings and Job Characteristics for Workers Employed in a New Job

Percent Dilference
Nominal Hourly Nominal Hourly Between Real No Medical

Wage at Wage at New Hourly Wage at New Insurance
Previous Job Job and Oid Jobs at New Job

(Mean) (Mean) (Mean) (Percent)
All Industries 13.12 11.34 - 12.7 24.7
Manufacturing 13.90 11.69 - 16.4 22.7

Defense-Related 16.66 13.31 - 21.6 24.9
Computers 17,50 15.12 - 14.4 16.9
Other 12.27 t0.40 - 15.0 23.2

Nonmanufacturing 12.36 11.02 - 8.8 26.4
-Construction 13.88 12.20 - 10.6 30.7
Transportation and Public Utilities 14.51 12.55 -9.9 22,2
Trade 11,53 9.68 -10,7 28.8
Finance, Insurance, and Real Estate 11.52 10,09 - 11.1 27.7
Services 12.82 12.05 -6.2 24.2

Government 12.58 11.48 - 7.1 21.8
Defense 12.53 12.34 3.3 8.9
Nondefense 12.59 11.26 -9.7 27.6

Other and Not Known 11.86 10.54 -9.7 32.1

Pay and Other Job Characteristics
for Reemployed Workers

Table 7 examines earnings and other job charac-
teristics for workers employed in a new job. Average
earnings at the new job were $11.34 an hour, $1.78 less
than at the previous job. Adjusted for ilfflation, the
mean wage loss was 12.7 percent.

Earnings fell for displaced workers in every pri-
vate industry, but the losses were most severe for
manufacturing workers. On the whole, displaced de-
fense and computer manufacturing workers found
new jobs with relatively high pay--17 percent and 33
percent, respectively, above the displaced-worker
sample average. But these workers had earned even
greater premia in their old job. The real wage loss
averaged 21.6 percent for former defense workers and
14.4 percent for former computer workers. Other
manufacturing workers had been earning less than the
sample average, and they slipped further behind at
their new job. Their real wage losses averaged 15
percent. The lowest rate of real ear~ngs decline, 6.2
percent, was experienced by service industry workers.
At their old jobs, they had been earning about 50 cents
less per hour than other displaced workers; but at
reemployment, their pay was about 70 cents higher

than average. The only group to experience a wage
increase on average were goverl~nent defense work-
ers. The results may convey too positive an impres-
sion, however, because the bulk of the layoffs took
place at the end of 1993, so the statistics refer mostly to
workers who accepted a new job rather quickly after
being laid off.28

A more comprehensive measure of the income
loss at the new job would take into accotmt losses of
benefits, but the data set includes i~fformation only
for the new job. One-quarter of reemployed workers
had no medical insurance at their new job, and 38.5
percent had no pension benefits.29 Altogether, 8.5

2a Only 78 government defense workers are represented in the

statistics on new wages, compared to a total of 477 laid off.
29The information on medical insurance indicates only

whether the employer offered a group plan, not the fraction of the
insurance premium paid by the employer. It is not clear how the
responses regarding pension plan coverage treat retirement plans
funded entirely by the employee (such as individual retirement
accounts with investment options set by the employer). To provide
a context for the estimates for reemployed workers, 13 percent of all
employed New Englanders were estimated to lack medical insur-
ance in 1994 (Sum et al. 1996). This rate ranged from a low of 5
percent in government to a high of 32 percent in construction. About
8 to 9 percent of manufacturing, transportation and public utilities,
finance-insurance-real estate, and professional services workers
lacked health coverage. Greater percentages of trade and nonpro-
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Table 7 continued
Earnings and Job Characteristics for Workers E~nployed in a New Job

Real Hourly Wage
Reduced by One-Third

No Pension or More and No
at New Job Benefits at New Job Miles to New Job

(Percent) (Percent) (Median)
38.2 8.5 9.2
37.6 8.4 9.9
37.1 13.0 11.4
35.0 5.9 11.1
38.3 7.4 9.1
38.0 8.2 8.2
44.9 9.6 11.1
37.9 8.7 9.6
42.0 9.6 8.7
40.3 10.3 7.0
33.3 6.3 8.2
34.6 4.0 11.4
12.5 3.9 19.3
44.7 4.1 8.3
46.0 12.5

Source: Author’s calculations based

New Job Between
30 and New Job More Than

100 Miles Away 100 Miles Away Observations
(Percent) (Percent) in Sample

7.0 2.7 10,374
7.6 2.7 5,281
8.4 3.3 1,136
9.0 3.5 696
6.9 2.2 3,449
5.9 2.3 3,821
7.8 3.4 194

11.4 6.4 225
6.5 1.8 1,358
3.5 1.6 466
5.2 2.3 1,578
9.5 9.5 418

18.9 20.8 78
5.2 4.3 340

7.9 7.9 2.8
on sample of displaced workers from Massachusetts who were reemployed at a new job.

854

percent of the reemployed workers had their real
hourly wage reduced by at least one-tltird, while not
receiving medical or pension benefits. By this mea-
sure, severe income impacts were most common
among former defense manufacturh~g and finance,
insurance, and real estate workers. Interestingly, even
though former employees of computer manufacturers
had high average wage losses, relatively few ended up
in new jobs that lacked medical insurance and pension
benefits. Service industry and government workers,
the groups with the lowest average wage declines,
also had a low incidence of severe wage-and-benefit
losses.

Another indicator of adjustment costs is the rela-
tive convenience of the new job. Some workers may
accept greater wage losses in return for being able to
get a job locally. Local jobs mean that workers are able
to avoid either the expenses of a long commute or the
financial and psychological costs of moving. Again,
the data set is imperfect, as it permits only the calcu-

fessional services workers were without insurance. Sum et al.
estimate that 57 percent of New England workers lacked pension
plan coverage, but this ratio is skewed by very low coverage among
yotmg ~vorkers. The ratio also varies by industry; only about
one-third of the employees in durables manufacturing and trans-
portation and public utilities were without pension benefits.

lation of the distance between the worker assistance
center (not the worker’s home) and the new job, and
it does not specifically indicate whether a move took
place. Nevertheless, the data suggest that manufactur-
ing workers’ sharp wage losses were not offset by
shorter commutes. At 11-plus miles, the average com-
mutes for former defense and computer manufactur-
ing workers were more than 20 percent longer than
the sample average; for other manufacturing workers,
typical connnutes were comparable to the sample
average. On the other hand, the data suggest that
federal government defense workers were able to
replace their former wages in part because many
moved away from the area, presumably to places
where the local economy was stronger.~°

Determinants of Ea~dngs Losses

Regressions were used to measure the effects of
individual factors on real earx~gs replacement rates.
Table 8 indicates the results of regressions that in-

30 As was the case with the Loring Air Force Base sample
discussed in Kodrzycki (1995), some of the civilian employees at
Fort Devens probably were married to military personnel who were
transferred when the base closed.
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Table 8
Real Hourly Wage Replacelnent Rate: Regression Results
Dependent Variable = New Real Hourly Wage as a Percent of Previous Real Hourly Wage

(1) (2)
Independent Variable Coeffcient Standard Error Coefficient Standard Error

Experience
Potential Work Experience -.22"* .04 -.23** .04
Job Tenure - 1.77** .13 - 1.71 ** .13
Job Tenure Squared .04** .00 .04** .01

Education and Skills
Schooling (Omitted = Less than High School)

High School -.59 1.49 -.56 1.49
Some College 1.15 1.58 1.14 1.59
College Degree 4.22** 1.75 4.07** 1.76
More than College 4.79* 2.48 4.98** 2.48

Reading Test Score .23 .17 .25 .17
Previous Occupation (Omitted = Services)

Professional, Technical, and Managerial -2.47 1.98 -2.41 1.99
Clerical and Sales 1.67 2.01 2.21 2.03
Production -7.01"* 2.05 -6.18"* 2.10
Other -2.69 2.80 -2.58 2.82
Not Known -8.76" 2.14 -7.51"* 2.21

Switched Occupation -5.43** .99 -5.18** .99
Duration of Unemployment -.76** .06 -.74** .07
Location of New Job

Distance .02** .01 .02** .01
Distance Squared -8.1e-06~ 3.0e-06 -8.0e-06"* 3.0e-06

Work Effort
Full-Time at Previous Job - 1.46 2.40 - - 1.07 2.41
Switched to Part-Time - 1.82 1.19 - 1.90 1.19
Switched to Full-Time 8.09*" 3.11 8.39** 3.11

Demographic Characteristics
Gender and Marital Status (Omitted = Unmarried Male)

Married Male - 1.42 .99 - 1.37 .98
Married Female 1.97 1.20 1.71 1.20
Unmarried Female 1.44 1.04 1.10 1.04

Nonwhite 2.36* 1.30 2.23* 1.30
Previous Industry

12-Month Employment Growth Rate -. 14 .09 -.03 .19
Wage Premium -.29"* .07 .03 .29

-9.73**
- 1.96
-2.17

a

-5.94"
-2.30
-2.40
-.95

-4.45

Dummies (Omitted = Government)
Defense-Related Manufacturing
Computer Manufacturing
Other Manufacturing
Construction
Transportation and Public Utilities
Trade
Finance, Insurance, and Real Estate
Services
Other and Not Known

-3.32** .77 -3.03"*
109.68"* 3.75 111.27**

.140 .143
5,492 5,492

3.15
4.37
3.00

2.91
4.38
2.88
2.98
2.97

.86
4.46

Switched Industry
Constant
Adjusted R~
Number of Observations
"Significantly different from zero at 5 percent level.

"*Significantly different from zero at 1 percent level.
,Dropped because of collinearity.
Source: Author’s calculations based on sample of displaced workers from Massachusetts who were reemployed but not recalled to their previous job.
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cluded as explanatory factors the worker’s experience
and skills, education, occupation, industry character-
istics, work effort, duration of unemployment, dis-
tance from the new job, and demographic character-
istics such as gender, race, and marital status. The
second regression also includes industry dummies.31

Previous experience was discounted. Potential work
experience measures the maximum number of years
a worker could have spent in paid employment, and is
measured as age less years of education less six. The
estimated coefficient implies that, assuming equal
years of education and other characteristics, 10 years

The greater wage losses for
defense manufacturing workers

suggest that employers discounted
their previous experience more

than that of other job applicants.

of added age results in a 2 percent greater wage loss.32
The job tenure coefficients imply that specific work
experience at the previous employer generally was
discounted even more heavily. For example, someone
who had spent 20 years in his or her last job would
expect to have a real wage loss about 6 percentage
points greater than someone employed in the same job
for only 10 years.B3

Employers valued a college education. Graduating
from college or pursuing postgraduate studies re-
duced the average wage loss (or increased the average
wage gain) by 3 to 5 percentage points, compared to

3~ Unemployment rate measures, which helped to explain
reemployment probabilities, were never significant in the wage
regressions. Tlius, the improvement in economic conditions from
the early to the mid 1990s was not found to raise the quality of jobs
obtahaed by displaced workers, after adjusthag for other factors. In
addition to the specifications shown, another version used the
two-step Heckman procedure to adjust for sample selection bias.
Results with the Heckman correction were indistingttishable from
those using ordinary least squares.

32 These estimates were quite similar when previous occupa-
tion was excluded from the regression. Tlius the occupation results,
mentioned below, are not picking up some of the effects of educa-
tion, even though average education levels vary somewhat across
occup, ations.

3~ The effect of additional years of job tenure diminislies as
tenure increases, but remains negative up to 41 years. The average
job tenure for all workers in the sample was about 7 years.

receiving only a high school education or less. The
worker’s score on a reading test administered by the
worker assistance center had only a tiny effect on the
wage outcome (as well as being statistically insig~tifi-
cant) .34

Previous production zoorkers had the worst wage
outcomes. Their losses were 4 to 7 percentage points
greater than those in clerical, sales, or services posi-
tions. Regardless of initial occupation, however, those
who switched occupations in their new job lost out.

On average, those zoho searched longer for a job and
those zoho ended up reducing their work hours tended to
accept greater pay cuts. The coefficient on the duration
of unemployment indicates that, for each additional
year of looking for a job, the real replacement rate
falls by 9 percentage points.35 A switch from part-time
to full-time work increased the hourly replacement
rate substantially. Expanding one’s job search to far-
away locales boosted wages, but not by much. Being
willing to commute 100 miles was estimated to raise
pay by only 2 percent. Gender, marital status, and race
had little effect on wage outcomes, controllhag for
other factors.

The remaining variables address industry effects,
apart from inter-industry differences in years of expe-
rience, education, and so forth. In the absence of
industry dummy variables, the average wage pre-
mium enters with a negative sign, as expected under
the hypothesis that wage losses are the result of the
disappearance of good jobs. But with the addition of
industry dummies, the industry wage premium has
no remaining effect on the wage replacement rate. The
zoage losses for defense manufacturing workers are 4 to 10
percentage points greater than for zoorkers f~’om other
industries, holding all else constant. This suggests that
employers discounted the previous experience of de-
fense workers more than that of other job applicants.
Finally, the regressions indicate that those who switch
industries had about a 3 percent greater wage loss on
average.

34 Tlie effect of scoring in the 75th as opposed to the 25th
percentile was estimated to increase the wage replacement rate by
only one-half of a percentage point. This small contribution may be
due to the fact that the test does a poor job measuring differences in
reading ability across individnals; on a scale of 1 to 13, only 2 per-
cent of the sample scored belo~v 7 and 24 percent scored above 9.

Bs This result reflects workers’ falling reservation wage (that is,
the wage reqttired for them to accept a job) as time passes. However,
it also reflects a negative trend in real wages over this period.
Another version used the tmemployment spell predicted on the
basis of a regression, in order to correct for the fact that, all else
equal, those workers who accept a job offer have lower reservation
wages than workers who reject job offers. This had very little effect
on the estimates.
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Table 9
Contribution of Regression Variables to Differences in Real Wage Replacement Rates for
Selected Industries

Contribution to Difference
Mean Value of Regression Variable              in Real Wage Replacement Ratea

Defense-                             Defense-
Related Computer All Other Related Computer All Other

All Manufac- Manufac- Manufac- Manufac- Manufac- Manufac-
Industries turing turing turing Services turing turing turing Services

12.8 13.5 13.5 12.0 13.5 .4 .5 -.4 .4Education

Tenure 7.3 10.6 10.4 8.3 5.2 -3.0 -3.9 -.4 2.1

Occupational Mix
Professional, Technical,

and Managerial .29 .35 .54 .19 .47
Clerical and Sales .21 .13 .15 .15 .21
Services .04 .01 .00 .01 .12
Production .27 .38 .15 .45 .10
Other Occupations .04 .01 .06 .05 .02
Occupation Not Known .19 .14 .16 .19 .10

-.7 .1 -.9 1.2

Switched Occupation .30 .23 .29 .29 .32 -.3 .0 .2 -.1

Industrial Mix b -6.6 1.2 .9 2.2

Switched Industry .65 .97 .86 .64 .52 -.6 -.4 -.0 .2

Length of Unemployment 7.9 7.8 7.1 8.1 7.1 .1 .1 -.2 .5

All Other Variables -. 1 .5 -.8 .6

Total Difference in Real Wage
Replacement Rate

Explained -8.1 - 1.8
Actual - 9.1 - 1.5

aCalculations based on the second set of regression results in Table 8.
bSee Appendix Table 1.
Source: Author’s calculations based on sample of displaced workers from Massachusetts who were reemployed at a new job.

-1.6 7.0
-2.0 6.6

Additional regressions explored whether educa-
tion and training courses helped to boost wage re-
placement rates. The results were mixed, and are
discussed below in the section on "Education and
Training."

Explaining Wage Changes by Industmd
The regressions ~vere used to examine why work-

ers from declining industries did worse :than others
(Table 9). At 21.8 percent, the average real wage loss
of reemployed defense manufact-uring workers was
9 percentage points greater than the sample-wide
average. Roughly two-thirds of this gap is explained
by the defense dummy. That is, prospective employers
discount the skills and experience of former defense

workers more than those of other workers. Almost all
defense workers who were not recalled switched
industries. In addition, many laid-off defense workers
had been in production jobs, the occupational cate-
gory with the largest earnings declines across all
industries. Finally, on average, defense workers had
been employed at their previous employer for over 10
years, compared to about 7 years for the full sample.
As found in the regressions, each added year of
experience at the past employer is valued less by the
new employer.

Service industry worker wages fell only 6.1 per-
cent, 6.6 percentage points less than average. Low job
tenure, favorable occupational mix, and better-than-
average education were especially significant in ex-
plaining their relatively high wage replacement rates.
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Service industry workers also did not have to look as
long, so they were not as desperate. Interestingly,
however, the fraction of service workers remaining in
service work was only 48 percent, even though on the
whole service industries were increasing their em-
ployment during this time period. This is one indica-
tion of the pervasiveness of structural change in labor
markets.

IlL Education and Training
All displaced workers in the sample were offered

basic readjustment assistance. This consisted of group
workshops designed to help them cope with unem-
ployment and undertake a job search, as well as
individual meefings with job counselors. The centers
also made available resources that could be used
directly in their job search, such as phone banks and
job listings.

In addition to receiving basic assistance, 42 per-
cent of the sample enrolled in education or training
classes approved and funded by the centers (Table 10).
The most common course of study was occupational
training. This consisted of preparing for a new job by
taking classes related to a particular employment field

Table 10
Summal~y of Education and Training
Programs

Participation Median Maximum
Rate Duration Duration

(percent) (months) (months)
Education

Adult Basic Education 4.2 4 23
English as a Second

Language 3.0 6 32
GED Class 1.4 5 33

Training
Occupational Skills 33.6 4 44
Entrepreneurial Training 2.0 2 18
Integrated Training~ .4 6 30
On-the-Job Training .0 5 5

All Education and Training
Programs                42.0        4       44

Note: Long maximu~n~uration of education and training reflects workers
who enrolled in training prior to being laid off.
alntegrated Training combines occupational classroom training with ESL,
Basic Education, or GED training. This single integrated training program
is not the same as occupational and basic education courses taken
concurrently or sequentially.

at a local university, community college, or specialized
training facility. Typical subjects included computer
programming, equipment or machinery repair, ac-
cotmting, culinary arts, truck driving, and health
sciences.B6 Two percent received entrepreneurial train-
ing, to help them start their own businesses. Education
programs took three forms: basic education to im-
prove reading, writing, mathematics, and computer
literacy skills; English as a second language (ESL); and
GED classes, to obtain a high-school equivalency
diploma. Between 1 and 4 percent of the sample
enrolled in at least one of these courses of study.
Education and training programs on balance appear to
have had mixed but generally small effects on wage
outcomes (Table 11). According to the first regression,
workers enrolled in education and training
programs had approximately the same wage replace-
ment rates as those who did not, holding other qual-
ifications constant. When the effects of various types of
education and training were measured separately
(equation 2), occupational skills training (the most
popular course of study) remained unhelpful in ex-
plah~ng wage outcomes. Adult basic education, ESL,
and integrated training were associated with a posi-
tive effect on wages, and GED classes a negative effect.
However, the standard errors were large, implying
that these effects were measured with a high degree of
uncertainty. Those receiving entrepreneurial training
had substantially lower wage replacement rates than
others, confirming the findings of Bradbury (1994) that
self-employment was a useful, but not very lucrative,
stopgap in the early 1990s. It is possible, however, that
entrepreneurs received some measure of satisfaction
from being their own boss, or that, at least for some,
earnings grew rapidly as their business became more
established. The third regression includes a dummy
variable equal to one for those workers whose new job
was related to the training they received; tlxis variable
indicated a small positive effect on wages.

The final two regressions include length of enroll-
ment in education and training programs. The first of
these specifications indicates that longer enrollment
was associated with a small reduction in the new
wage: Displaced workers enrolled for six months had
wage replacement rates 2.5 percentage points lower
than those who did not enroll at all, assuming all other
characteristics were similar. Workers who got very

36 This list is dra~vn from the anecdotal evidence used in
Kodrzycki (1995). The subject matter of the occupational trah~h~g is
not available in the computerized records obtained for the current
sample.
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Table 11
Real Hourly Wage Replacement Rate: Regression Results
Including Various Measures of Education and Training
Independent Variable (1) (2)

Experience
Potential Work Experience -.23** -.22**
Job Tenure -1.71 ** -1.73**
Job Tenure Squared .04** .04**

(3) (4) (5)

-.22** -.18"* -.18"*
-1.72"* -2.43** -2.43**

.04** .06** .06**

Education and Skills
Schooling (Omitted = Less than High School)

High School -.59 -.09 -.66 2.49 2.42
Some College 1.11 1.89 .95 2.87 2.77
College Degree 4.02"* 5.07** 3.98** 3.35 3.25**
More than College 4.90** 6.11 ** 4.97** 9.69 9.52**

Reading Test Score .24 .30 .27 -.00 .08"*

Previous Occupation (Omitted = Services)
Professional, Technical, and Managerial -2.40 -1.96 -2.42 -8.18"* -8.15"*
Clerical and Sales 2.23 2.28 2.11 .76 .73
Production -6.15"* -6.18"* -6.12"* -7.78~ -8.01"*
Other -2.57 -2.62 -2.51 - 1.87 - 1.86
Not Known -7.53** -7.80~ -7,38** -5.55 -5.74

Switched Occupation -5.15"* -5.10"

Duration of Unemployment -.75"* -.72"*

Location of New Job
Distance .03~ .02**
Distance Squared -8.08e-06"* -8.48e-06"*

Work Effort
Full-Time at Previous Job -1.08 -1.20
Switched to Part--Iqme -1.86 -2.23
Switched to Full-Time 8.41 ** 8.53**

-5.20** -2.04

-.74** -.53"*

.02"*           .04"*
-7.63e-06"* -1.73e-05"*

-1.07 -3.43
-2.07 .17

8.36** 11.77"*

Demographic Characteristics
Gender and Marital Status (Omitted = Unmarried Male)

Married Male -1.34 -1.17
Marded Female 1.81 1.71
Unmarried Female 1.17 1.19

Nonwhite 2.22 2.09

-2.16

-.45**

.04**
-1.72e-05"*

-3.42
-,05
11.69"*

-1.42 -.48 -.49
1.38 1.64 1.48

.89 .34 .22
2.24 4.22 3.97

Previous Industry
12-Month Employment Growth Rate -.04 -.04 -.02 .11
Wage Premium .02 .05 .02 -.40
Dummies (Omitted = Government)

Defense-Related Manufacturing -9.84** -9.76** -9.39** -4.86
Computer Manufacturing -2.19 - 1.99 - 1.45 5.94
Other Manufacturing -2.21 -1.75 -2.30 -2.98
Construction a a a a
Transportation and Public Utilities - 5.95" - 5.70" - 6.06"* - 7.17
Trade -2.34 - 1.60 -2.43 -5.06
Finance, Insurance and Real Estate -2.43 -2.10 -2.58 -4.32
Services ~ -.98 -.42 -1.08 -4.18
Other and Not Known -4.25 -2.42 -5.20 -7.17

Switched Industry -2.83** -2.91 ** -3.59** - 1.71

.24
- .44

-3.75
8.54

-2.90

-6.98
-5.48
-4.34
-4.33
-7.21

-1.61
continued
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Table 11 continued
Real Hourly Wage Replacement Rate: Regression Results
Including Various Measures of Education and Training
Independent Variable (1) (2) (3) (4) (5)
Education and Training

Received Education or Training -.65
Attended Adult Basic Education Classes 4.17
Attended ESL Classes 6.44
Attended GED Classes -2.21
Received Occupational Skills Training .18
Received Entrepreneurial Training - 13.55""
Received Integrated Training 10.51

New Job Related to Training -2.11"*

Total Duration of Education and Training

Adjusted Total Duration of Education and Training - .23

Constant 111.54** 109.51"* 111.06"" 115.82"* 113.21 **
Adjusted R2                                           .143 .148 .144 .137 .136
Number of Observations 5,492 5,492 5,492 2,256 2,256
*Significantly different from zero at 5 percent level.

**Significantly different from zero at 1 percent level.
aDropped because of collineadty.
Note: Standard errors available from the author upon request.
Source: Author’s calculations based on sample of displaced workers from Massachusetts who were reemployed but not recalled to their previous job.

attractive job offers wlzile enrolled h~ classes would be
likely to cut short their course of steady, however,
produch~g a negative correlation between the wage
replacement rate and the duration of education and
training. The last regression attempts to correct for
this bias. The duration of education and training
programs was measured only for those enrollees who
continued to be registered at the worker assistance
center after their last class had ended. Presumably this
omits anyone who interrupted his or her coursework
as a result of an attractive job offer. The coefficient on
the duration variable becomes less negative in this
specification; it still does not indicate a positive asso-
ciation between longer education and training and the
new wage.

In summary, the regressions tend to indicate little
overall wage effect from education and training, while
not closing the door on the possibility of a larger effect
for some programs. Two explanations for the finding
of a minimal wage gain seem plausible while being
consistent with the view that education and training
is beneficial to displaced workers. The first explana-
tion is that most workers are enrolled for a rather short
time. For all individuals receiving education and train-
ing programs, the median duration was only four

months, and only two programs (English as a second
language and integrated trahxing) had median dura-
tions as long as sLx months. The added skills acquired
may simply have been too mh~or to matter much.
They might have enabled some to find an entry-level
position in another field, but they could not compen-
sate for the lack of a college degree or detailed
knowledge of a particular field.37

Another possibility is that those who decided to
enroll in education and training were, in one way or
another, at a greater disadvantage than was apparent
in the regressions. For example, their math skills may
have been more deficient than indicated by their
educational attainment. GED classes may have helped
high school dropouts with poor math skills get better
jobs than they would otherwise have gotten, but not
better jobs than other high school dropouts who had

37 A similar conclusion was reached by Jacobson, LaLonde, and
Sullivan (1994). In a study of education programs for displaced
workers in Pennsylvania, they estimated that a year of schooling
raised long-term earnings by 6 to 7 percent for male participants,
and 3 to 4 percent for female participants. But most participants
acquired less than one year of education, despite the fact that the
program was subsidized. Therefore the average wage effect was
smaller than the estimated annual rate of return.
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learned math on the job. Or to take another example,
a laid-off physical education teacher who took courses
to enter the health care field may have remained a
"professional, technical, and managerial" worker in
the data. This would be better than settling for a job at
a health club, but other professionals with more mar-
ketable skills may have gotten still better positions
without undergoing occupational trah~ing. The regres-
sions can be used to compare wage outcomes of tliose
receiving education and training to the outcomes of
those who did not--but not to measure the hypothet-
ical outcomes in the absence of education and training.

IV. Conclusions

This study has examined the experiences of a
large group of workers from Massachusetts who were
laid off in the early 1990s and who sought government
assistance in finding a job. It provides evidence on
their difficulty in finding reemployment, the extent to
which they were able to obtain new jobs that were as
attractive as their former positions, and on the ways in
which gover~unent services were able to help.

In general, displaced workers experienced notice-
able wage losses. Many, though not a majority, ended
up finding jobs either without medical insurance or
without pension benefits. Most displaced workers
experienced an extended period of joblessness, al-
though the duration depended somewhat on general
economic conditions. Jobs were easier to find toward
the end of the sample period than the beginning, as
total Massachusetts employment was increasing
rather than decreasing, and as the state unemploy-
ment rate fell from 9 percent in 1991 to 6 percent in
1994.

Experiences differed across categories of workers.
Older, more experienced workers had longer dura-
fions of joblessness and lower wage replacement rates.
Educational background had mixed effects. On the one
hand, less educated workers tended to be reemployed
more quickly than college-educated workers. On the
other hand, their new wages tended to be consider-
ably lower relative to their old job. Thus, the study
points out that reemployment outcomes depend not
only on changes in the relative demand for different
types of workers (such as the increasing "~alue placed
on education), but also on differences in how long job
seekers feel they can hold out without a paycheck.

Being laid off from a declining industry tended to
result in a longer duration of joblessness; thus workers
from the fastest-grooving industries, services and con-
struction, were quicker to find a new job than many
former manufacturing workers, including those from
defense industries. But other factors sometimes offset
the ilffluence of industry trends. Despite extensive
layoffs in their industry, computer manufacturing
workers did not experience abnormal difficulty find-
ing work, in part because they tended to be located in
areas of the state with relatively low unemployment
and because many registered for reemployment assis-
tance before losing their old job.

Workers from declining industries tended to suf-
fer sharper earnings cuts than others. Steep earnings
losses in part related to long tentu:e at their former job
and the prevalence of production (rather than sales or
services) skills. Defense manufacturing workers’ large
wage cuts upon reemployment appeared also to re-
flect their new employers’ belief that experience at a
defense contractor firm was particularly inapplicable
to other industries.

Early sign-up at a worker assistance center was
found to reduce the period of joblessness. This result
indicates that employers can mitigate the costs of
layoff, as workers are able to register for government
services prior to being laid off only if they receive
advance notification of impending layoffs.

Many displaced workers received gover~m~ent
funding for education and training, in addition to the
counseling and job market information services that
were available to all workers in the sample. Participa-
tion in education and training tended to lengthen
joblessness, as workers were less likely to be actively
looking for a job while taking classes. On the whole,
however, workers who enrolled in education or train-
ing obtained jobs that paid about the same as those
who received only basic services, after adjusting for
other measurable differences in qualifications. One
explanation for this finding is that education and
training services were used disproportionately by job
seekers who faced particularly large difficulties re-
couping tlieir former wage or who decided to make
more dramatic changes in their line of work, in ways
that the available data could not detect. Another
explanation lies in resource constraints, which limited
the number of classes workers could take, as well as
their willingness to turn down job offers in order to
train for better opportunities.
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Appendix, by Margaret E, Enis

Appendix Table 1 provides statis-
tics for a data base of 20,624 displaced
workers provided by the Massachu-
setts Industrial Services Program. Po-
tential work experience was computed
as age minus years of education nfinus
six. Most observations in the data set
included a reading test score in the
form of a grade level equivalent, but
for a few only a raw score on a stan-
dardized reading test was given. For
those few observations, the actual
number of years of education was
substituted for the raw score. College
graduates, who were not tested, were
assigned the highest possible grade
level equivalent in reading (13).

The observed length of nonem-
ployment was calculated as the num-
ber of months between the date of
layoff and the date of termination from
the center. The date of layoff was taken
as the ending date of work at the
former employer. The date of applica-
tion at the worker assistance center was
used as the layoff date if the end date
was unknown. In cases where the date
of termination was not available be-
cause the sample period ended, the
observed nonemployment spell was
calculated as the number of months
between the layoff and the end of the
sample (September 1994). The period
of unemployment is meast~red as the
months of nonemployment not spent
in education and training.

The length of education and train-
h~g, the total months spent in training
programs sponsored by the Industrial
Services Program, is measured as the
sum of the number of months between
the enrollment and completion dates
for each of the activities in which the
worker participated. If a worker was
em’olled in trainh~g prior to displace-
ment, the length of this advance trah~-
ing was calculated as the number of
months between the first day of train-
ing and the layoff date. The adjusted
length of education and training is the
length of education and training for
workers who did not terminate at the
center on the same day that they ended
trah~ing.

The job tenure variable, measuring
the years of employment at the former
employer, is the length of time between
the start date and the end date at the
former employer. The worker assis-
tance centers included a code for those

Appendix Table 1
Displaced Worker Sample Variables

Variable Mean
Standard Number of
Deviation Observations

Worker
Potential Work Experience (years) 22.2 10.5 20,495
Age (years) 41.0 10.3 20,624
Education (years) 12.8 2.4 20,495
Number of Dependents .9 1.2 20,624
Nonwhite (proportion) .13 .34 20,624
Male (proportion) .53 .50 20,624
Married (proportion) .50 .50 20,624
Adjusted Reading Score 8.4 2.4 19106

Employment Status
Observed Length of

Nonemployment (months) 11.5
Observed Length of

Unemployment {months) 9.2

7.4 20,412

6.8 20,37O

Education and Training
Observed Duration o~ Education

and Training (months)
Enrollment in Training Prior to

Displacement (proportion)
Duration of Training Prior to

Displacement (months)
Adjusted Duration of Education

and Training (months)

5.3 4.4 8,662

.06 .25 20,624

.17 1.33 20,447

2.7 3.5 4,786

Former Job
Hourly Wage (dollars)
Hours Per Week
Job Tenure (years)
Recalled to Former Job

(proportion)
Employed Full-]~me at

Former Job (proportion)

13.2 6.0 20,371
39.4 4.6 20,421

7.7 7.9 18,479

.04 .20 20,624

.95 .22 20,624

Proportion formerly employed in:
Defense Manufacturing .14 .35 20,624
Computer Manufacturing .07 .25 20,624
Other Manufacturing .32 .47 20,624
Construction .02 .13 20,624
Transportation, Communications,

and Public Utilities .02 .15 20,624
Wholesale and Retail Trade .12 .32 20,624
Finance, Insurance, and

Real Estate .04 .20 20,624
Services .15 .35 20,624
Government, Defense-Related .02 .15 20,624
Government, Not Defense-Related .03 .18 20,624
Other and Not Available .07 .25 20,624

Former Industry
12-Month Employment Growih Rate

(percent)
Wage Premium (percent)

-.4 4.6 20,624
.7 6.3 20,624

continued
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Appendix Table 1 continued
Displaced Worker Sample Variables

Standard Number of
Variable Mean Deviation Observations
Former Occupation (proportion):

Professional, Technical and Managerial .30 .46 20,624
Clerical and Sales .21 .40 20,624
Production .29 .45 20,624
Service .05 .22 20,624
Miscellaneous Occupations .04 .19 20,624
Not Available .12 .32 20,624

New Job
Hourly Wage (dollars) 11.5 5.7
Hours Per Week 38.0 5.3
Distance to New Job (miles) 33.9 182.6
Comparison between Old and New Job
Percent Difference between Former

and New Real Wage -11.7 28.0
Hourly Replacement Wage (percent) 88.1 28.0
Switched Occupation (proportion) .54 .50
Switched Industry (proportion) .76 .42
Hours Decreased from Full-Time to

Part-Time (proportion) .04 .20
Hours Increased from Part-Time to

Full-Time (proportion) .04 .21

Unemployment
Country Unemployment Rate at Time of

Displacement (percent) 7.9 1.9
12-month Change in County

Unemployment Rate
(percentage points) - 1.0 1.0

Difference between State and County
Unemployment Rates at Time of
Displacement (percentage points) -.1 1.5

Difference between 12-month Change
in State and County Unemployment
Rates (percentage points) .1 .8

Source: See Appendix text.

recalled to their former job. An individual was also consid-
ered to be recalled to his or her old job if the name and
location of the former and current employer were the same.
For categorization purposes, any individual working 35 or
more hours per week was determined to be employed
full-time.

The industries of the former and new jobs were
grouped using the Standard Industrial Classification codes.
SIC codes for the former employers were idcluded in the
data base, but they appeared in the form of 2-digit, 3-digit,
and 4-digit codes. The 2- and 3-digit SIC codes were changed
into 4-digit codes by adding zeros. Observations that did not
have an SIC code for the former employer were supplied
with one if it could be determined from the name of the
employer. Miscoded SICs were corrected using the era-

9,371
9,062
7,401

9,276
8,811

20,624
20,624

20,624

20,624

18,717

18,717

18,717

18,717

ployer name. Manufacturing jobs were
determined to be defense-related if the
employer appeared on the 1993 list of
"Prime Contractors Plants with
Awards Totaling $5 Million of More
During FY 1992," from the Department
of Defense, or was known to have
appeared on previous lists. Defense-
related employers whose SIC codes fall
in the computer manufacturing cate-
gory were classified as computer man-
ufacturers. Government jobs were de-
termined to be defense-related if the
employer was a military base or other-
wise known to be defense-related. The
defense-related government workers
in this sample are civilians, as military
employees have access to separate re-
employment services.

The 12-month employment growth
rate was computed as the percent
change in Massachusetts employment
in the industry one year after the time
of layoff. The industry employment
levels were categorized by SIC code
except for defense- and non-defense-
related government, which were taken
as federal government employment
(not including postal workers) and
state and local government employ-
ment plus postal workers, respectively.
The wage premium was computed as
the percent difference relative to gov-
ernment and is estimated in Appendix
Table 3.

The former and current occupa-
tions were categorized using the clas-
sification codes from the Dictionary
of Occupational Titles. Observations
without a DOT code or with a code that
does not correspond to any occupation
in the Dictionary of Occupational Titles
were classified as "occupation not
available." Although the Dictionary of
Occupational Titles classifies graphic
designers as "miscellaneous," they are
classified here in the "Professional,

Technical, and Managerial" category.
To calculate the distance to new job, the zip codes for

the worker assistance center and the new employer were
matched to their latitude and longitude centroids using
ATLAS GIS for Windows, version 2.0. This software in-
cludes data for all U.S. zip codes. The distance between these
two centroids was converted to miles using Geodist, a C
program written by Philip Thompson at MIT’s Computer
Resource Lab. The distance to new job was not calculated for
the relatively few workers who moved overseas.

The hourly replacement wage was constructed as a ratio
of the hourly wage on the new job to the hourly wage on the
former job. A worker was deemed to have switched occu-
pation if the former occupation was different from the new
occupation, and to have switched industries if the former
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Appendix Table 2
Duration of Education and Training:
Regression Results

Standard
Independent Variable Coefficient Error
Experience

Potential Work Experience -.04"" .01
Job Tenure .04- .01

Schooling (Omitted = Less than High School)
High School -.41 "* .16
Some College - .46"" .18
College Degree - 1.32- .22
More than College -.96" .44

Previous Real Wage -.05"" .02

Full-Time at Previous Job .50" .22

Previous Occupation (Omitted = Services)
Professional, Technical, and

Managerial -.73"" .27
Clerical and Sales -.57" .27
Production -.22 .27
Other -.25 .36
Not Known -.09 .29

Previous Industry (Omitted = Government)
Manufacturing

Defense-Related .41 .30
Computers 1.65** .32
Other .28 .27

Construction -. 10 .42
Transportation and Public Utilities .63 .41
Trade ,43 .28
Finance, Insurance, and Real Estate .35 .33
Services .40 .28
Other and Not Known .86"" .30

Unemployment Rate at Time of Layoff
County .05 .04
State 1.04"* .07

Demographic Characteristics
Male -.21 . t 5
Married .04 .14
Married Male -.50" .21
Nonwhite .91"" .15

Constant -2.36"" .62

Adjusted R2 = .096
Number of Observations = 7,079

"Significantly different from zero at 5 percent level.
"Significantly different from zero at 1 percent level.
Source: Author’s calculations based on sample of displaced workers
from Massachusetts.

Appendix Table 3
Log of Previous Real Wage:
Regression Results

Independent Variable

Experience
Potential Work Experience
Potential Work Experience Squared
Job Tenure
Job Tenure Squared

Education and Skills
Schooling (Omitted = Less than High School)

Standard
Coefficient Error

.02" .0009
-.0003"" .00002

.02- .0008
-.0004- .00003

High School .10"" .01
Some College .18"" .01
College Degree .35- .01
More than College .49"" .02

Reading Test Score .01 *" .001

Occupation (Omitted = Services)
Professional, Technical, and

Managerial .30"" .01
Clerical and Sales .07"" .01
Production .14"" .01
Other -.002"" .02
Not Known .13 .01

Full-Time .13"" .01

County Unemployment Rate
at Time of Layoff -.02"" .001

Year of Layoff (Omitted = 1991)
1992 -.03"" .01
1993 -.09"" .01
1994 -.11"" .01

Demographic Characteristics
Male .12"" .01
Married -.02"" .01
Marded Male .10" .01
Nonwhite - .06"" .01
Number of Dependents .005" .002

Industry (Omitted = Government)
Manufacturing

Defense-Related .12"" .01
Computers .08"" .01
Other - .04"" .01

Construction .12"" .02
Transportation and Public Utilities .06"" .02
Trade -.08- .01
Finance, Insurance, and Real Estate -.01 .02
Services -.02 .01
Other and Not Known -.02 .01

Constant 1.39" .03

Adjusted R2 = .532
Number of Observations = 15,365

"Significanlly different from zero at 5 percent level.
"’Significantly different from zero at 1 percent level.
Source: Aulhor’s calculations based on sample of displaced workers
from Massachusetts.
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industry was not the same as the new industry. Workers
whose former or ne~v occupation or industry is not ka~own
are considered not to have switched.

County tmemployment rates were assigned based on
the location of the former employer. If the former employer
had locations in more than one county, and the particular
location was unknown, the county unemployment rates for
all of the possible locations in Massachusetts were averaged.

The 12-month change in the county unemployment rate was
computed as the difference between the comity unemploy-
ment rate 12 months after layoff and the county unemploy-
ment rate at the time of layoff. The same was done for the
state unemployment rate.

Appendix Table 2 shows the results of the regression
estimating the duration of education and training.
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I nsurance companies, like other financial institutions, have been
evolving from specialized businesses to enterprises offering a variety
of financial services. Rising interest rates impelled this evolution

during much of the past three decades as most insurers tried to remain
competitive. As insurers’ profit margins subsided and they attracted new
business, their assets generally grew more rapidly than their capital. This
erosion of capital per dollar of assets for insurance companies concerned
their regulators, especially as more insurers h~creased their investments
in assets commonly regarded as risky.

To maintain the safety and soundness of insurance companies,
regulators increasingly are adopting risk-based capital requirements
instead of rules that limit h~surers’ investments and contracts. The
prompt enforcement of capital requirements linked to the risks assumed
by each company may reassure policyholders of the integrity of their
investments in their companies without in, posing excessive costs on
insurers, which could diminish their capacity to serve as efficient financial
intermediaries. The consequences of such policies, however, depend
greatly on the design and eifforcement of these requirements. These
policies work best when capital requirements properly reflect the risks
assumed by each insurer, when the assets and liabilities of insurance
companies are priced fairly in financial markets, and when insurers may
sell their risky assets, if necessary, without incurring a significant penalty.
Otherwise, these policies can weaken the insurance industry by pricing
inaccurately the risks assumed by insurance companies.

Existing risk-based capital regulations are not so much a new way
of measuring and controlling insurers’ risks as they are a new way of
managing those controls. The current regulations essentially define an
insurer’s risk by the properties of its assets and obligations considered in
isolation, not by the blend of its assets and liabilities. Accordingly, these
regulations give too little credit to those companies that mitigate their
risks by diversifying their investments or matching the terms of their



assets closely to the terms of their liabilities. Further-
more, prevailing measures of insurers’ capital mark
some assets according to their market values wliile
marking other assets and most liabilities according
to their book values. Consequently, these measures
of capital can substantially misrepresent a company’s
capacity for bearing risk.

These apparent deficiencies in existing regula-
tions may reflect more than problems with teclmical
details. If markets for financial instrmnents are not
perfect, as asstm~ed in the reasoning supporting risk-
based capital requirements, then coherent measures
of risk and capital may be elusive. If the assets and
liabilities of insurers are not always priced efficiently

To maintain the safety and
soundness of insurance

companies, regulators increasingly
are adopting risk-based capital

requirements instead of
rules that limit insurers’

investments and contracts.

in liquid markets, the strategy of promptly enforcing
any capital requirement at times may undermine,
rather than foster, safe and sound financial institu-
tions. In these circumstances, promising measures of
risk and insurers’ capacities for bearing risk rest on
judgments about the odds of future economic condi-
tions and about the implied correlations among re-
turns on investments; yet, the prevailing regulations,
striving for a degree of simplicity and objectivity,
grant these judgments little force.

I. The Promise of Risk-Based
Capital Requirements

The assets of insurance companies are invest-
ments made on behalf of their owners an~d policyhold-
ers.1 Policyholders’ claims against these assets are
defined by their contracts, which typically obligate
insurance companies to make specific payments on
behalf of their policyholders in the event of retirement,
death, illness, accident, or natural disaster. Accord-
ingly, insurers collect premiums from their policy-

holders in order to accumulate assets, designated as
reserves, that are sufficient to meet these claims. While
basic hazard, term life, or health insurance policies
may not require substantial reserves for each dollar of
coverage, other policies such as popular permanent
life insurance policies, annuities, and investment con-
tracts accumulate considerable reserves.

Because insurance companies continually are
writing new contracts and collecting new premiums
even as they are making payments as warranted by
older contracts, their reserves tend to represent fairly
stable portfolios of funds that they principally invest
in longer-term assets such as bonds, mortgages, and
equity (Figure 1). Although all invest a substantial
proportion of their general accounts in bonds, the
allocation of these investments among different types
of bonds vary greatly. The darkest segment in each
graph shows the proportion of each company’s assets
invested in bonds other than U. S. Treasury securities.
For life insurers these bonds are most often corporate
securities; property-casualty companies are more in-
clined to hold municipal bonds. In any case, as the
graph suggests, no shnple correlation exists between
an insurer’s commitment to bonds and the allocation
of tlzis investment among safer and riskier bonds. The
graphs also show that companies that invest a smaller
share of their assets in bonds tend to invest a greater
share of their assets in mortgages, real estate, and
equities. Accordingly, regulations that would treat the
companies constituting the life or property-casualty
industries equitably must weigh the consequences of
their different investment strategies as well as the
often considerable differences among their contracts
with their policyholders.

Although not all insurance contracts are regarded
as investments by policyholders, the premiums for all
contracts depend on the returns companies expect to
earn on their reserves. A company that earns compet-
itive returns can afford to credit its shareholders with
a competitive yield while charging a competitive
pren-tium for its contracts. When a company’s return
on assets is greater than expected, it can credit its
shareholders with greater earnings, or charge its pol-
icyholders lower net premiums, or both. When a
company’s rate of return falls short of its expectation,
it must reduce the yields it effectively pays to its
shareholders or policyholders. If this deficiency is
sufficiently great, the company also risks not being

~ The disth~ction between owners and policyholders is not
always Sharp, especially for mutual insurance companies or for
participating, experience-rated, and variable insurance policies.
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Figure la
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Figure 1 b
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able to pay fully its policyholders’ claims, especially
if the company must liquidate assets at inopportune
times when its disappointing returns induce its cus-
tomers to shift their business out of the company.

The Role of Capital

Shareholders’ earnings, which are the difference
between insurers’ returns from their assets and their
net credits to policyholders, represent a financial shock
absorber that protects policyholders’ investment from
the inevitable variations of insurers’ return on assets.
In perfect financial markets, the value of this margin of
protection equals the market value of h~surers’ capital,
the difference between the market value of their assets
and that of their contracts with policyholders and
other creditors. The more capital per dollar of assets
and, consequently, per dollar of reserves, the more
secure are policyholders’ investments and claims,
other things equal.

The increasing diversity of
insurers" portfolios poses a

challenge for regulators.

The regulation of insurance companies has been
shifting away from attempting to control insurers’
risks toward setting capital requirements commen-
surate ~vith insurers’ risks in order to protect policy-
holders’ interests. As financial markets have evolved
and as economic conditions have changed, fixed rules
governing the investments of insurers and the designs
of their contracts with policyholders have become
dated. Ironically, rules that once made insurance com-
panies safer and sounder now might compromise
their security by limiting their ability to diversify
adequately in accordance with changing market con-
ditions. At the same time, rules that impeded financial
innovations at insurance companies might undermine
their role as financial intermediaries and increase the
price of insurance. Consequently, tlie rul.es governing
the activities of insurance companies, like those gov-
erning the activities of banks and other financial
institutions, have been relaxed since 1950 as regulators
increasingly audit risks rather than enforce regula-
tions that delimit the activities of financial institutions.
The increasing diversity of insurers’ portfolios poses

a challenge for regulators: Rules for measuring risk
that do not comprehend fully the risks created by the
various blends of assets and liabilities often uninten-
tionally subsidize certain types of risk-taking while
taxing certain financial strategies that diminish risk.

When insurance companies assume more risk,
they must maintain more capital per dollar of assets
in order to shelter their policyholders from bearing the
consequences. For example, suppose an insurer with a
current liability (reserves) of $1 billion to policyhold-
ers and $100 million of capital invests this $1.1 billion
in a portfolio of relatively safe assets, a portfolio
whose value is likely to neither appreciate nor depre-
ciate 5 percent ($55 million) more than expected
during the next year. This insurer’s capital probably
is sufficient to protect the interests of its policyholders,
otlier things equal, tlirough two years of adverse
returns. If, on the other hand, the insurer invests in a
portfolio of assets whose value is likely to appreciate
or depreciate 10 percent ($110 million) more than
expected, then its capital probably will not protect
policyholders much beyond one year of adverse re-
turns. In the first case, the longer h~terval of protection
not only gives the insm’er more thne to take defensive
actions, it also dimh~ishes the odds of a "fatal draw"
--a single year of very low returns occurs more
frequently than several years of such returns one after
another. The insurer in the second case must maintain
at least twice as much capital in order to provide the
same protection for policyholders as the instwer in the
first case.

An insurance company’s risks and, therefore, its
need for capital depend on its blend of assets. The risk
in a diversified portfolio of assets typically is less than
the average risk for each of its assets (Sharpe and
Alexander 1990; footnote 3, below). Accordingly, an
insurer that purchases risky assets whose returns do
not rise or fall rigidly in m~ison dilutes, to a degree, the
risks inherent in each of these assets. When one
investment falters, others falter less or may even
prosper, thereby diversifying the insurer’s risk. The
greater the correlations among the returns on an
insurance company’s investments, other things equal,
the greater is its need for capital.

Capital requirements, of course, should take into
account more than the risks inherent in an insurance
company’s assets by considering the risks entailed by
its policies and contracts. Just as assets may be
blended to reduce risk, so the matching of assets with
liabilities also may reduce risk. Insurers expose them-
selves to substantial risks by financing even safe assets
with permanent life insurance or annuity contracts
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that guarantee their policyholders a specific rate of
return and contracts that allow policyholders to "with-
draw" their cash values with little penalty.2 If yields
on alternative investments rise above those implicitly
offered in insurers’ outstanding contracts, then insur-
ers who invested in long-term bonds run the risk of
substantial losses whether they sell assets to meet their
customers’ withdra~vals or they pay their customers
a competitive rate of retttrn in order to deter these
withdrawals. On the other hand, if insurers invest in

An insurer’s need for capital does
not depend simply on the risks

inherent in its assets and
obligations; it also depends on the

frequency of its supervisors’
audits, the liquidity of its risky

assets, and the power of its
supervisors to enforce minimum

standards for capital.

short-term securities, they run the risk of substantial
losses if interest rates should fall below those either
guaranteed in their contracts or offered by their com-
petitors. Insurers assume much less risk either by
issuing contracts that impose appropriate penalties on
customers who withdraw funds prematurely or by
financing shorter-term assets with contracts whose
yields vary with market returns.

Insurers also can manage their risk through finan-
cial contracts such as derivatives (financial reinsur-
ance contracts), which do not necessarily appear on
their balance sheets, in order to hedge the risks in their
balance sheets. For example, insurers holding long-
term bonds financed by permanent life or am~ulty
contracts that grant policyholders valuable guarantees
can diminish their potential losses by purchasing put
options on bond contracts, thereby offsetting the put
options they have sold to their policyholders.

An insurer’s need for capital does not depend
simply on the risks inherent in its assets and obliga-
tions; it also depends on the frequency of its supervi-
sors’ audits, the liquidity of its risky assets, and the
power of its supervisors to enforce minimum stan-

dards for capital. If regulators seldom audited insur-
ance companies, then policyholders would require
sizable capital-asset ratios to protect their interests.
An extremely conservative policy might require that
capital equal 100 percent of the value of risky assets.
Whenever a company’s investment in risky assets
exceeds its capital, policyholders’ investment poten-
tially is at risk. Although a 100 percent capital require-
ment certainly would guarantee policyholders’ claims,
the need for such a severe standard could be relaxed
witli periodic monitoring and intervention. If, for
example, regulators appraised the values of assets
quarterly or annually, if insurers could sell their risky
assets when necessary with little penalty, and if reg-
ulators could require insurers to sell their risky assets
when their capital falls below specific bench marks,
then this policy of enforcing prompt remedies would
allow insurers to maintain much less capital per dollar
of risky assets without compromising the interests of
policyholders. The more frequent these appraisals by
regulators and the more liquid the markets for risky
assets, the lower prudent standards for capital may
be set.

Balancing Capital Requirements against the
Cost of Capital and Regulation

Capital requirements and the implicit, if not ex-
plicit, "assurance" resulting from regulators’ "seal of
approval" allow insurance companies to sell their
contracts at more favorable and more stable terms.
The challenge for regulators is to set capital require-
ments that are commensurate with companies’ risks,
so that the price of this assurance is neither too cheap
nor too expensive.

Policyholders’ need for the protection provided
by capital depends on their ability to assess properly
the degree of risk inherent in an insurance company’s
assets. If all customers understood the risks they were
assumh~g by purchasing an insurer’s contract, the
need for capital would be moot; policyholders would
require returns implicit in their contracts that would
compensate them for the risks they bear. Policyholders
would assess the appropriate "deposit insurance"
premium themselves. Customers, however, rarely un-
derstand insurers’ risks adequately, and expecting all
to assess these risks for themselves would be inordi-

~ Fixed contract loan rates and guarantees of cash values give
policyholders valuable options. Likewise, policyholders also have
the option not to renew short-term contracts with life and property
and casualty insurers.
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nately costly, even if it were feasible. Consequently,
regulations have long imposed both minimum stan-
dards for the capital of insurers and rules that restrict
the types of assets insurers might purchase, in order to
protect the investment of policyholders.

To the degree these regulations reassured policy-
holders, they also benefited insurers by allowing them
to sell insurance contracts at more favorable and more
stable terms. If, for example, policyholders as rela-
tively uninformed investors generally were too wary
of the risks inherent in an insurer’s portfolio, then they
would reqtLire better terms of their insurance con-
tracts, terlns that would appear too expensive to
insurers. These reqttirements would be no less volatile
than customers’ confidence in insurers’ investments.
Regulations that erfforced adequate standards for
capital and limited insurers’ risks also comforted
customers who purchased longer-term contracts: In-
surance companies would not assume substantial
risks sometime in the future, thereby diminishing the
value of their contracts. Accordingly, longer-term con-
tracts could be sold on better terms. Finally, regula-
tions benefited most insurance companies by prevent-
ing those companies most inclined to take risks
(perhaps to gain a competitive advantage) from un-
dermining policyholders’ co~ffidence in the entire in-
surance industry should these substantial risks pro-
duce substantial losses. The success of this regulation,
of course, rests on regulators’ assessing each compa-
ny’s risks more accurately than the typical policy-
holder.

Because the managers of insurance companies
typically possess better information than other inves-
tors about the risks inherent in their investments, the
cost of funds for insurers typically rises with capital
requirements. Savers not privy to information avail-
able to insurance companies generally are less certain
than the companies’ managers about the potential
returns on insurers’ assets. For this reason insurance
companies, like other financial intermediaries, have
profited by transforming the obligations of investors
into financial instruments that appeal to savers: Poli-
cyholders generally value the guarantees and options
embedded in insurers’ contracts more than manage-
ment believes they cost. This advantage, however,
becomes a disadvantage when insurers g~ust sell eq-
uity to "outsiders," who require a rate of return that
"insiders" regard as excessive (Myers 1984; Myers and
Majluf 1984).

If regulators assess the risks of insurance compa-
nies accurately, then the diligent enforcement of cap-
ital requirements that vary with the risks assumed by

insurers may allow regulators to strike a good balance
between promoting sound intermediaries and foster-
ing efficient intermediation. Capital requirements that
are not linked to each company’s risks would impose
excessive costs on most insurance companies if these
requirements were set high enough to protect the
interests of the policyholders of companies that as-
sume above-average risks. By li~king each company’s
requirement to its risks, insurers would avoid much
of the expense of holding excessive capital, while
policyholders and regttlators would avoid much of the
expense of bearing excessive risk.

Risk-Based Capital Requirements

The prompt enforcement of risk-based capital
requirements is tantamom~t to portfolio insurance for
policyholders (Fortm~e 1995). As the value of an
insurer’s assets falls relative to that of its liabilities,
thereby reducing its capital, regulations compel the
insurer either to raise new capital or to reduce its risks

The prompt enforcement
of risk-based capital

requirements is tantamount
to portfolio insurance

for policyholders.

commensurately. Should an insurer’s capital per dol-
lar of assets fall below a minimum control level, its
regulators may take control of the company. For this
portfolio insttrance to be effective, the risk-based cap-
ital requirements ought to take into account the likely
costs of selling risky assets in weak markets, and the
rules governing regulatory actions ought to allow
intervention before a company’s capital is likely to be
exhausted. For this portfolio insurance to be efficient,
both the assets and the contractual obligations of
companies ought to be marked according to their
"market values"; otherwise, regulators would overes-
timate the capital for companies whose obligations
correspond poorly with their assets and underesti-
mate the capital for companies whose obligations
correspond well with their assets.

The risk-based capital requirements (RBCR) pro-
posed by the National Association of Insurance Com-
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missioners assess the risks inherent in the assets,
liabilities, and lines of business of insurance com-
panies (Webb and Lilly 1995; Barth 1995 and 1996;
Cummins, Harrington, and Niehaus 1994; Cummins,
Harrington, and Klein 1995). The NAIC’s proposals
also recommend intervention by regulators when in-
surers’ capital does not exceed these requirements.

The RBCR for life insurance companies comprise
four components (Table 1). The NAIC’s RBCR implic-
itly assume that the elements of risk within any of
these four components are perfectly, positively corre-
lated.3 The largest of the four components is the asset
charge (C1), about two-thirds of risk-based capital
(RBC), which comprises assessments for life compa-
nies’ holdings of bonds, stocks, mortgages, and other
investments. For example, assessments for bonds
range from no assessment for U. S. Treasury debt to a
30 percent assessment for bonds near or in default; the
assessment for the stock of businesses not engaged in
insurance is 30 percent; and assessments for mort-
gages range from 0.1 percent for insured mortgages in
good standing to 6 percent for farm and commercial
mortgages at least 90 days past due to 20 percent for
mortgages in foreclosure.4 Almost one-fifth of the
RBCR for life companies may be attributed to the risks
of underwriting various lines of business (C2), risks
that arise from inaccurately pricing or estimating
morbidity and mortality. These assessments generally
are specific proportions of the premiums or net re-
serves in each of a life company’s lines of business.
The third component of life insurers’ RBCR levies
additional assessments on their obligations, assess-
ments that depend on the interest rate risk in their
contracts (C3). For example, reserves backing "low
risk" contracts (those with cash values that either
policyholders cannot withdraw or are subject to mar-
ket value adjustments) entail a 0.5 to 0.75 percent
assessment; reserves against "high risk" contracts
(those with guaranteed cash values that policyholders
can withdraw without penalty) entail a 2 to 3 percent

3 The assessment for each asset held by insurers, for exam-
ple, reflects the volatility (standard deviation, ~i) of its returns
multiplied by the proportion of the portfolio invested in the asset
(si). The volatility of the return on a portfolio comprising two risky
assets is

This expression equals the weighted sum of the volatilities of the
two assets (¢~s~ + o-2s2) only ~vhen the correlation coefficient (p)
between the assets’ risks equals its maximal value, one. For all other
values of p, the risk of the portfolio is less than the simple sum of the
assets’ risks.

Table 1
Capital of Life Insurance Companies

1994 RBC for Percent
1,540 Ufe of Total

Composition of Risk-Based Companies 1994
Capital (RBC) (Millions of Dollars) RBC

Total Asset Risk (C 1) 55,671 65.9
Bonds After Size Factor 10,342 12.2
Mortgages 6,977 8.3
Preferred/Common Stock 25,205 29.9
Separate Accounts

with Guarantees 432 .5
Real Estate 4,966 5.9
Schedule BA Assets 4,855 5.7
Asset Concentration Factor 1,885 2.2

Total Underwriting Risk (C2) 15,788 18.7
Individual & Industrial Ufe

Insurance 4,715 5.6
Group & Credit Ufe

Insurance 2,931 3.5
Individual Health Insurance 3,672 4.3
Group & Credit Health

Insurance 7,494 8.9
Premium Stabilization Credit -3,024 -3.6

Total Uability Risk (C3) 9,970 11.8
Interest Rate Risk-Low 3,643 4.3
Interest Rate Risk-Medium 2,171 2.6
Interest Rate Risk-High 4,157 4.9

Total Business Risk (C4) 3,002 3.6

Total Risk-Based Capital
Assessments 84,431 100.0

Risk-Based Capital After
Covariance 74,577 88.3

1994 TAC for Percent
1,540 Ufe of Total

Total Adjusted Capital Companies 1994
(-I-AC) (Millions of Dollars) TAC

Capital and Surplus 142,109 79.5
Asset Valuation Reserve 25,200 14.1
Voluntary Investment Reserves 1,329 .7
Dividend Liability 6,518 3.6
Life Subsidiaries’ Asset

Valuation Reserve 3,444 1.9

Total Adjusted Capital
Source: Barth (1995).

178,855 100.0

4 Some of these assessments can be more or less, depending on
the concentration of investments, the number of an insurer’s invest-
ments (bonds), or an insurer’s previous losses (mortgages). The
assessment for investments in bonds, for example, depends on the
number of different bonds held by an insurer. The assessment for
companies holding only 50 bonds is about 2.5 times that for
companies holding 1,300 bonds. Yet, this size factor recognizes
neither the diversification of credit risks over industries or types of
issuer nor the diversification of market risk resulting from the
conversion, put, or call options and other features of the bonds.
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assessment. The last component of RBCR represents
other business risks (C4).

The four components of life insttrers’ RBCR are
combined to obtain the authorized control level risk-
based capital (ACRBC). A simple sum would treat
these four different types of risk as though they were
perfectly, positively correlated. Instead, the formula
assumes that the asset and interest rate components
are so correlated, while the tmderwriting component
is not correlated with either the asset or the interest
rate components of RBC:s

ACRBC = .5 x ( \/(C1 + C3)2 -F C22 + C4).

According to the NAIC’s model, when the total
adjusted capital (TAC) of a life company (Table 1) is
more than 2.5 times its ACRBC, the company is not
threatened with regulatory action. When TAC is be-
tween 1.5 and 2 times ACRBC, the company must
present a plan to increase this ratio, to be approved
and monitored by its insurance con*Lmissioner. When
TAC is between 1.5 and 1 times ACRBC, the commis-
sioner also may issue corrective orders to the com-
pany. When TAC is less than ACRBC, the commis-
sioner may take the necessary actions to rehabilitate
the company, including seizure or liquidation.

Because the underwriting risks of property and
casualty companies are commensurately greater than
those of life companies, the assessments for these risks
represent almost two-thirds of the RBCR for property
and casualty companies (Table 2). These underwriting
charges for each company--which comprise assess-
ments for net premiums received by line of business,
for reserves against futttre claims, and for loss adjust-
ments--depend on the industry’s previous experience
in pricing its claims and the company’s previous
experience relative to that of the industry. Charges for
property and casualty insurers’ investments in bonds
and equity, wlzich are similar to those for life insurers,
represent only about one-seventh of the RBCR for
property and casualty insurers. The remaining com-
ponents of RBCR for property and casualty insurers
include charges for reinsurance and other receivables
as well as for guarantees and other liabilities that do
not appear on their balance sheets.

According to the NAIC’s formula, the ACRBC for
property and casualty companies asstunes that the
risks for investments in equity and fixed-income secu-
rities, credit risks, and underwriting risks are not

5 Business risk, according to the formula, is perfectly, positively
correlated with the sum of the first three components of risk.

Table 2
Capital of Property and Casualty
Insurance Colnpanies

1994 RBC for Percent
2,244 P/C of Total

Composition of Risk-Based Companies 1994
Capital (RBC) (Millions of Dollars) RBC

Asset Risk--A~liates (R0) 24,038 18.1
Asset Risk--Fixed Income (R1) 2,633 2.0

Bonds of Affiliated Insurers 273 .2
Other Bonds 1,363 1.0
Bond Size Factor 560 .4
Asset Concentration Factor 210 .2

Asset Risk--Equity (R2) 16,944 12.8
Stock of Affiliates 2,327 1.8
Other Stock 8,852 6.7
Asset Concentration Factor 3,342 2.5

Asset Risk~redit (R3) 5,632 4.2
Underwriting Risk--Reserves

(R4) 52,955 39.8
Underwriting Risk--Written

Premiums (R5) 30,693 23.1

Total Risk-Based Capital
Assessments

Risk-Based Capital After
Covariance

Total Adjusted Capital
(TAC)

Capital and Surplus
Ufe Subsidiaries’ Asset

Valuation Reserve
Ufe Subsidiaries’ Voluntary

Investment Reserves
Ufe Subsidiaries’ Dividend

Uability
Non-Tabular Discount

132,894 100.0

94,907 71.4

1994 TAC for Percent
2,244 P/C of Total

Companies 1994
(Millions of Dollars) TAC

204,808 98.4

2,971 1.4

859 .4

367 .2
-864 (.4)

208,133 100.0Total Adjusted Capital

Source: Barth (1996).

correlated, wtcile the sum of these risks is perfectly,
positively correlated with the asset risk for affiliates:

ACRBC = .5 x (RO +

\/R12 + R22 + R32 + R42 + R5~).

The NAIC’s proposal requires the ratio of the total
adjusted capital to ACRBC for property and casualty
companies to pass the same tests that are applied to
life insurers.
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H. Problems with Current Risk-Based
Capital Requirements

Risk-based capital requirements for insurance
companies, like those for banks and other intermedi-
aries, are new and still experimental. As teclmiques
for measuring risk and regulating intermediaries ac-
cording to their risks continue to evolve, future capital
requirements should satisfy several deficiencies ap-
parent in current regulations. Some of these deficien-
cies may be remedied by improving the design of
prevailing rules but, whatever the design, some may
be intrinsic to the strategy itself (Merton 1995).

Risk-based capital requirements
for insurance companies, like

those for banks and other
intermediaries, are new
and still experimental.

The current regulations take a narrow view of an
insurance company’s risks and capital. Risk, according
to these regulations, essentially is defined by the
properties of each class of asset and each class of
obligation. Because the regulations admit only the
correlation coefficients of zero or one among these
risks, RBCR essentially make little allowance for the
diversification of investments or for matched books.
Moreover, measures of capital, the gauge of insurers’
capacity for bearing risk, are defined by combinations
of market and book values, not by a consistent ac-
counting framework.

These apparent deficiencies in existing regula-
tions may reflect more than problems with technical
details. If markets for financial instru.ments are not
perfect, as assumed in the financial theory behind
RBCR, then coherent measures of risk and capital may
be elusive. Therefore, if the assets and liabilities of
insurers are not always priced efficiently in liquid
markets, the strategy of promptly enforcing any cap-
ital requirement at times may undermine, rather than
foster, safe and sound financial institutions,

The Concept of Risk in RBC

Prevailing RBC assessments for the risk in assets
(C1) depend little on the diversification of an insur-

ance company’s portfolio of assets. The risk of finan-
cial instruments is defined by the share of the volatil-
ity of their returns that cannot be offset or fully diluted
when they are combined with other investments.
Accordingly, the risk inherent in any stock, bond, or
loan depends on the division of an investor’s assets
among other investments. Yet, the RBC assessment
for an investment in IBM shares, for example, is much
the same whether an insurer’s equity portfolio com-
prises the S&P 500 or only tectmology stocks, whether
an insurer "overweights" or "underweights" equity
among its assets.6 Furthermore, by adding the assess-
ments for investments in stocks, bonds, mortgages,
and other assets, the RBC rules that define asset
charges essentially assume that the returns on all
assets are perfectly, positively correlated. The rules
give insurers comparatively little credit for hedging
their investments by holding assets whose returns
either may tend to move in opposite directions or, at
least, may not tend to rise and fall together very
strongly.

The RBC assessments also do not change as the
risks inherent in and among the assets change. The
variances and covariances of returns in the past have
varied with the phases of the business cycle, the rate
of inflation, changes in relative prices (oil shocks,
changing exchange rates, monetary policy), or the
magnitude and composition of technological innova-
tions in the economy. The variances and covariances
among returns also depend on the length of time that
insurers hold their assets and obligations.

As a consequence of this inflexible pricing of risk,
prevailing RBC regulations are not so much a new
way of measuring and controlling insurers’ risks as
they are an adjustment of the prices embedded in
those controls. Regulations formerly proscribed cer-
tain investments by imposing prohibitive costs on
insurers who might have considered buying these
"risky" assets. RBC regulations reduce, but do not
eliminate, these costs. For example, RBC rules assess
an insurer purchasing IBM shares a 30 percent asset
charge, regardless of the insurer’s efforts to hedge its
investment in IBM or diversify its portfolio; conse-
quently, this charge encourages the insurer to shun

6 Because RBCR include an asset concentration factor, the
assessments are louver for portfolios that spread their investments
in equity more evenly among more stocks or for portfolios that hold
more assets other than stocks. But, neither this concentration factor
nor the size factor (see fooh~ote 4) takes into account the correlations
among the returns on these assets in order to measure properly the
degree to which a portfolio has reduced its risk by diversifying its
investments.
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equity in favor of other investments that entail smaller
costs.

Contrary to the strategy incorporated in RBC
regulations, the risks inherent in liabilities cannot be
measured and controlled apart from asset risk. Inter-
est rate assessments do not depend on the composi-
tion of an insurer’s assets or the nature of its other
obligations. The assessment for a company that issues
many short-term policies or contracts is less than the
assessment for a company that issues many long-term
contracts that make specific guarantees to policyhold-
ers. If, however, the first company invested the pro-
ceeds of its contracts entirely in long-term bonds (a
strategy of leverage similar to that of Orange County
recently or much of the savings and loan industry
before the mid-1980s), its risk could be many times
that of the second company. The second company’s
contracts, on the other hand, might bear little risk if
it had purchased suitable structured notes, swaps, or
interest rate options. Ironically, this financial reinsur-
ance entails additional RBC assessments even if com-
panies use these instruments to reduce their risk.
Despite the differences in their liabilities, both compa-
nies essentially could eliminate their interest rate risk
by matcl~ing closely the terms and features of their
assets to the terms and features of their liabilities. Such
matched books also would reduce substantially their
asset risk.

The Measurement of Capital

When financial markets are perfect, an insurance
company’s capital, the difference between the market
values of its assets and its liabilities, measures its
capacity for protecting the investments of its policy-
holders and other creditors. Yet, prevailing accounting
standards value some assets of insurers according to
their market values, other assets according to their
book values (reflecting their face values or acquisition
costs plus any necessary adjustments), and most lia-
bilities according to their guaranteed face values. This
lnixture of accounting teclmiques can produce biases
in the measurement of an insurer’s capital, biases that
would undermine the value of RBC standards even if
these standards properly reflected the company’s risks
(Carey 1995). Companies that actually ~ack sufficient
capital, for example, might meet their standards if
book values overstated the values of certain risky
investments; conversely, other companies possessing
sufficient capital might fail to meet their standards if
book values overstated the values of their liabilities.

Although RBC standards, at least in principle,

recognize that the values of the assets and liabilities of
insurance companies can vary with economic condi-
tions, the measure of the capital that is to be compared
to these standards may not reflect the changing values
of these financial instruments. For example, current
regulations do not recognize the "capital" tliat insur-
ers carry by matching their assets with their obliga-
tions. Should interest rates rise abruptly, the prices of
equities and bonds would fall, thereby depressing the
value of assets and the capital of insurers. Yet, for the
same reason the prices of these assets fall, the "prices"
of longer-term, market-priced insurance or annuity
contracts fall as well. Insurers that have issued these
contracts are credited with lower RBC requirements,
but this may be little solace if, for want of market

Market-value accounting for all
assets and liabilities is not a
panacea, because it too may
misrepresent the capital of

~nsurance companies.

value accounting for their liabilities, they are given no
credit for preserving their capital as the value of their
contracts falls in concert with that of their assets. Just
as the capital of these companies would be under-
stated when interest rates are rising, their capital
would be overstated when rates are falling. Similarly,
the reporting of mortgages and other investments at
book values also distorts the measurement of capital.

Market-value accounting for all assets and liabil-
ities is not a panacea, however, because it too may
misrepresent the capital of insurance companies. To
the degree insurers hold assets that do not trade in
perfect markets, they also may hold "capital" in the
form of excess returns on these proprietary assets.
Insurers, like other financial intermediaries, profit by
investh~g in assets that are not very familiar within
public financial markets and, therefore, are not priced
efficiently by those markets. For providing this service
and bearing the attendant risks, insurers may earn, on
average, an extra margin in their returns over time, a
margin that outside investors may not recognize con-
sistently. If outside investors too often are wary of the
value of these proprietary assets and the markets for
these assets too often are shallow or illiquid, market

36 July/August 1996 New England Economic Review



prices in these circtunstances can be biased estimates
of their values.7 As the optilrdsm of outsiders rises,
prices of these assets may nearly meet or exceed
proprietary valuations for a time, only to fall below
proprietary valuations when this optimism subse-
quently ebbs. This potential volatility of prices for
these assets induces a commensurate volatility of
insurers’ capital with market accounting. Insurance
companies in the United States and Japan as well as
banks in Texas, New England, Scandinavia, and Ja-
pan, for example, possessed more than adequate pro-
tection when the value of the enterprises and real
estate backing their assets was very great, but their
capital eroded quickly when the prices of these assets
collapsed.

The Prompt Enforcement of RBCR
Is Not the Same as Portfolio hlsurance

Policies for enforcing capital requirements that
promote sound insurance companies in some circum-
stances might fail to do so in other circumstances. For
example, the prompt enforcement of RBCR is a con-
servative policy when the markets for financial instru-
ments are liquid. Yet, this policy tends to weaken
insurers when outsiders are most skeptical of the
returns on their risky assets and the prices of these
assets m~derstate their value significantly.

If risky assets were priced efficiently, tomorrow’s
news would be no more likely to increase the value of
these assets more than expected than to decrease their
value more than expected (Cootner 1964; Merton
1990). Consequently, should substantial losses reduce
a company’s capital per dollar of risky assets, the
chance that surprisingly high returns on these assets
subsequently would increase the capital-asset ratio is
little greater than the chance that surprisingly low
returns would reduce this ratio. As the value of a
company’s assets falls relative to its obligations, the
odds of insolvency increase, and prudent supervisors
would require that safe assets supplant risky assets,
thereby reducing the company’s risk to correspond to
its diminished capital.

Nonetheless, the prompt enforcement of capital
requirements is not necessarily a conservative policy
when markets are not liquid. If proprietary assets are
not priced efficiently, their values may not follow
random walks. Instead, the prices of these assets may
revert to trends: Once a price falls below its propri-
etary valuation, the odds of its ret~trning increase with
time, while the odds of its falling further diminish.
The prompt enforcement of capital requirements may

even magnify the degree to which the prices of these
assets diverge from trends. If, for example, an insurer
must sell risky assets in order to restore its ratio of
capital to risky assets after the prices of these assets
subside in the opinions of outsiders, then these prices
will fall further in illiquid markets.~ After the prices of
risky assets fall substantially the chance of redeeming
capital gah~s increases with time, while the chance
of commensurate losses diminishes. Therefore, when
the value of an insurer’s assets approaches that of its
obligations and its liabilities are of sufficiently long
duration, its expected losses due to insolvency may be
low compared to the expected gains from retaining
these assets.

Suppose an insurer attempts to maintain a ratio of
capital to assets of 10 percent, while investing 40
percent of its assets in proprietary investments, 60
percent in safe assets. Because policyholders believe
the insurer is regulated adequately, the yield on these
accounts equals the yield on safe assets. The prices of
proprietary investments follow a smoothed random
walk: A below-average rettu:n on these assets creates
no expectation of compensating above-average re-
turns subsequently. When favorable earnings increase
its capital per dollar of assets, the insurer sells more
contracts, investing the funds as required to maintain
the 3:2 ratio between its safe and risky assets. When
poor earnings reduce its capital per dollar of assets,
the insurer sells no new contracts and acquires no new
risky debt. The capital of this insurer approaches zero,
on average, nearly twice every one hundred years
(Figure 2a). When the insurer practices portfolio h~-
surance, selling risky assets as required in order to
prevent the ratio of risky assets to capital from exceed-
ing 4, then its capital approaches zero less than once
every century (Fig~_~re 2b).

If the values of proprietary assets tend to return to
trend--a run of below-average returns increases the
odds of earning above-average returns--the capital-
to-asset ratio almost never approaches zero with the

7 When no true prices are quoted in markets for assets, super-
visors often resort to prices of comparable assets, prices derived
from models, or book values of assets net of estimates of losses (due
to default or workouts).

8 Disposing of risky assets is frequently more economical than
selling new equity. When an insurer has reported losses great
enough to impair its capital, wary outsiders are not likely to value
its equity very greatly. If the insurer sold those assets that are most
familiar to outside investors, it would only increase the proportion
of its liabilities backed by questionable risky assets. If, however,
outsiders discounted the value of risky assets too greatly, so that
selling these assets entailed substantial losses and the insurer’s
capital were sufficiently near insolvency, management would need
to issue new equity.
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Figure 2a
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Figure 2c
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Figure 2d
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investment strategy described in the first simulation
(compare Figure 2c to 2a), even though the annual
volatility of the rate of return on proprietary assets is
greater than in the first case. If, in this last instance, the
insurer practices portfolio insurance by selling some
of its risky assets after their values decline and if the
disposal of these assets temporarily reduces their
prices by an additional 10 percent, then the insurer’s
average capital-asset ratio (Figure 2d) falls and be-
comes more volatile. Consequently, the insurer’s cap-
ital approaches zero more frequently, about once
every century, when it sells its risky assets at dis-
tressed prices in order to meet its capital require-
ments. Furthermore, this policy of promptly enforcing
capital requirements induces a clear credit cycle: The
lending capacity of the insurer, as reflected in its
capital per dollar of assets, falls further and remains
depressed longer in this last case tlian it did in tlie
former.

This example does not imply that financial insti-
tutions that hold illiquid assets always ought to enjoy
the protection of forbearance. To be sure, the falling
prices of mortgages and real estate during the com-
mercial real estate slump of the 1990s greatly dimin-
ished the capital of many banks, a loss that often was
exaggerated by their need to sell these investments.
Insurance companies, on the other hand, generally
survived the experience with less duress by not mark-
ing these assets according to market prices and for not
having to sell them at bargain prices. Whereas pa-
tience was appropriate for insurers that financed their
investments in real estate with longer-term policies
that included an adequate pricing of policyholders’
put options, this patience was less suitable for insurers
that, like banks, had assumed more risk by financing
these investments with short-term contracts or con-
tracts that gave policyholders generous guarantees.

III. Beyond CmTent Risk-Based
Capital Requirements

According to the current design of risk-based
capital requirelnents, insurance companies should
hold capital in proportion to their investment in assets
that are designated risky, but these standards measure
neither the protection for policyholders embedded in
insurers’ portfolios nor the rate at which tliis protec-
tion might change with econolnic conditions (Grena-
dier and Hall 1995). Furthermore, to the degree insur-
ance companies hold assets that are not priced
efficiently in public markets, the prompt enforcement

of these capital standards might undermine, rather
than foster, the safety and soundness of insurance
companies. In any case, the difference between the
values of an insurance company’s assets and liabili-
ties, whether these values are market or book, does not
measure properly its "capital’--the protection inher-
ent in its stream of net income--~vhen its assets and
obligations are not priced efficiently in liquid markets.

By pricing risk inaccurately, existing risk-based
capital requirements may diminish the efficiency of
financial markets by discouraging insurance compa-
nies from holding those assets that are not very
familiar in public markets and those longer-term as-
sets that are designated as most risky. The need to
justify the valuation of assets and the potential need to
sell risky assets in times of duress encottrage an

Risk managers and regulators
might use the models behind
value-at-risk calculations to

isolate those economic conditions
that threaten the solvency of

insurance companies.

insurer to shun investments whose value to the com-
pany depends too greatly on the company’s propri-
etary information. Insurers, therefore, withdraw to a
degree from their role as financial intermediaries as
they increasingly favor liquid, familiar assets. Insurers
also cede financial intermediation to others as they
alleviate their capital requirements by promoting busi-
ness linked to separate accounts or mutual funds
wherein policyholders bear more of the risks of the
investments backing their contracts. This "mutual
fund" strategy currently appeals to many customers
who, as a result of the comparatively great yields
generated by stocks and bonds since 1980, often expect
to earn generous returns while bearing commensu-
rately little risk.

Alternative standards for the capital of insurance
companies uitimately might diminish such disinter-
mediation by assessing the influence of economic
conditions on insurers’ earnings and cash flows, in-
stead of "taxing" various assets and liabilities. The
New York State Insurance Department, for example,
requires a cash flow test for certain life insurance and
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annuity contracts in order to assess the risks in these
contracts. If a company’s losses would threaten its
solvency should interest rates rise 300 basis points or
more, the company’s directors and regulators might
encourage the company to issue more equity or to
alter the composition of its assets and liabilities in
order to mitigate tliis threat. Such tests implicitly
weigh the consequences of different portfolio strate-
gies, including those related to: (1) the options as-
sumed by insurers, including those embedded in their
assets and liabilities; (2) the mismatches between long
and short commitments at various maturities; (3) the
correlation of returns among assets and liabilities; and
(4) the possibility that the prices of some assets col-
lapse and their maturities increase for want of de-
pendable markets. These tests should be dynamic,
incorporating managements’ responses to changing
conditions and covering intervals of time sufficiently
long to encompass the full consequences of these
changing conditions.

Some financial institutions currently are using
models of "value-at-risk" in order to assess the ade-
quacy of their capital. These strategies, using manage-
ment’s assessment of the likelihood of potential eco-
nomic conditions, calculate the odds of an insfitution
losing its capital. In principle, an insurer could avoid
financial strategies for which the probability of its
insolvency exceeded its tolerance. Nevertheless, the
insurers still must contend with the risk that changing

economic conditions entail surprisingly sharp changes
in the prices of assets as well as in the customary
covariances among the returns on these assets.

Risk managers and regulators might use the mod-
els behind value-at-risk calculations to isolate those
economic conditions that threaten the solvency of
insurance companies. A conservative policy might
require that insurers adopt financial strategies that
limit their maximum losses for all "feasible" condi-
tions, a kind of minimax strategy. Each insur.er’s need
for "capital" would vary according to the mix of its
assets and liabilities. If, for example, a company is
vulnerable to a specific shift of the yield curve, regu-
lators might counsel it to alter its investments, to
purchase hedges, or to sell more equity to insure that
its earnings remained sufficiently great compared to
its obligations should such a shift occur, even if this
event were not regarded as a very likely threat.9 This
version of risk-based capital requirements might re-
veal best the risks that insurance companies were
bearing and, when necessary, might tie their need for
capital most directly to these risks, rather than to their
cormnitments to individual assets and liabilities.

9 Of course, the lower the odds of such an event, the more
cheaply the company may purchase insurance for its potential loss.
The most economical insurance may take the form of new invest-
ments or derivatives contracts designed to cover these specific risks
rather than the umbrella insurance policy entailed by raising new
capital.

Appendix

Figure 2

Panel a: An insurer holds risky and safe assets, financed by
equity and "contracts." The expected return on risky assets,
E(rt), is 10 percent annually; the standard deviation of this
return, O’(gt), is 6 percent mmually; and the correlation
coefficient between annual returns (a first-order Markov
process) is 60 percent:

rt = .10 + et

-~ ~ N(0, .062(1 - .62)).

The return on the insurer’s safe assets and the return that the
insurer pays on its contracts is 7 percent. The values of risky
and safe assets increase according to their returns and any
new investments in these assets, /..~r and ~; likewise, the
value of its contracts increases as a result of credith~g interest
and new inflows, A:

V] = V~_~(1.07) + A~

Lt = L~_~(1.07) + A~.

The capital of the insurer, C, is the difference between the
value of its assets and the value of its contracts, L. When its
capital per dollar of assets the previous year exceeds its
target of 10 percent, the insurer issues new contracts; other-
wise, I is zero. If the insurer’s risky assets are less than 4
times its capital, the insurer purchases more risky assets in
order to maintain the ratio of 2 dollars of risky assets for
every 3 dollars of safe assets; otherwise, A~ is zero:

’5, = max([10C,_~ - (V~_, + V~~~)], 0)

A~ = max([4C~- V[_~(1 + rt)], 0)

When the insurer’s capital falls below 0.5 percent, it "fails,"
and its capital is restored to 10 percent. In the simulation
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shown in the graph, the insurer fails 11 times, its mean
capital-asset ratio is 9.5 percent, and the annual standard
deviation of this ratio is 3.5 percent.

Panel b: The assumptions are the same as those for the
previous panel, except that the insurer sells risky assets in
order to maintain only 4 dollars of risky assets per dollar of
capital when this ratio exceeds 4:

~ ~ 4C,- V[_1(1 + r,).

In the simulation shown h~ the graph, the insurer fails 4
times, its mean capital-asset ratio is 9.1 percent, and the
annual standard deviation of this ratio is 3.5 percent.

Panel c: The assumptions are the same as those for the first
panel, except that the value of risky assets tends to revert to
a trend:

trendt = V~(1.1)I

et = .6e~ ~ - 2 log(V~_~ - trendt_~) + ~

~- N(0, 0.52(1 - .62))

V[ = V[_~(l+rt).

The standard deviation of annual returns behh~d the simu-
lation shown in the graph is 7.5 percent. Yet, because of the
tendency of the value of risky assets to revert to trend, the
insurer does not fail during this simulation, its mean capital-
asset ratio is 10.3 percent, and the annual standard deviation
of this ratio is 2.2 percent.

Panel d: The assumptions are the same as those for the
previous panel, except that the insurer sells risky assets in
order to maintain only 4 dollars of risky assets per dollar of
capital when this ratio exceeds 4, and that this sale entails
transactions costs equal to 10 percent of the value of the
risky assets that are sold.

In this simulation, the h~surer fails 5 times, its mean
capital-asset ratio is 9.1 percent, and the annual standard
deviation of this ratio is 3.6 percent.
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I t has long been recognized that interest rates charged on credit card
loans are sticky (that is, they remain high even when the cost of funds
drops). Although some studies have blamed market power by issuing

banks for the persistently high rates,1 the credit card market is relatively
unconcentrated, with hundreds of issuers nationwide. The explanation
for the sticky rates is more likely, therefore, to lie on the demand side.
Since consumers could minimize their cost of credit by borrowing at
the lowest possible rate,2 one would expect banks to drop their rates to
attract customers in the competitive market. Yet issuh~g banks do not
appear to be behaving in this way. Do banks maintain high rates be-
cause customers’ demand for credit card loans does not respond to
changes in the rates they charge (that is, because demand for credit cards
is inelastic with respect to the interest rates)? Do consumers indeed
borrow at high interest rates because they are irrational, as Ausubel
(1991) suggested?

Several theories purport to explain credit card rate stickiness.3
Although some studies have speculated whether demand for credit cards
loans is responsive to interest rates, the only information about de-
mand elasticities comes from consumer survey results.4 According to
evidence presented in Ausubel (1991), however, consumer survey results
consistently underestimate how much consumers actually borrow. When
the results of consumer surveys are compared to bank data, it turns
out that consumers borrow more and repay less than they report.
Therefore, evidence about demand elasticities should come from bank
data, yet no study has explicitly estimated demand elasticities for credit
card loans with respect to the interest rates charged. Using panel data
from credit card plans offered by banks, this study estimates consumers’
sensitivity to the various attributes of credit card plans: interest rates,
am~ual fees, grace periods, finance charges, and additional enhance-
ments. In the past, regulatory agencies and research economists have



focused their analyses of the credit card market almost
exclusively on the annual percentage rate of interest
(APR). However, customers may be more responsive
to other characteristics of the plans. It is worthwhile to
find out whether the careful scrutiny the credit card
rates have received over the years should be directed
at other attributes as well.

Consumers have more credit card plan options
today than ever before. Most credit card plans are
offered nationwide, and abundant information about
them arrives in every day’s mail. Each plan is com-
posed of many attributes. Are consumers more likely

This article approaches the puzzle
of sticky interest rates on credit

card loans by estimating
consumers" demand

responsiveness to the various
features of credit card plans.

to borrow at a lower interest rate, pay a lower annual
fee, or choose more "bells and whistles’?5 Consumers
may opt for high-APR plans because of their inelastic
demand or because those plans compensate them with
other features, such as low fees. This article ap-
proaches the sticky interest rate puzzle by estimating
consumers’ demand responsiveness to the various
features of credit card plans.

1 Calem and Mester (1995); Shaffer (1994).
2 Approximately two-thirds of credit card holders carry debt on

their cards (American Banker, 1/4/96, p. 12).
3 Ausubel (1991); Calem and Mester (1995); Shaffer (1994);

Woolley (1988). See also Canner and Luckett (1992) for a review of
that literature.

~ For example, a 1986 survey of cardholders by Payment
Systems, Inc. found that customers would apply for a credit card
with a lower annual interest rate if offered. In a recent survey by
American Banker, 23 percent of the respondents said that they would
switch to another plan for a 1 percent drop in the interest rate
(American Banker, 11/1/95, p. 12). Canner and Luckett (1992) discuss
consumer sensitivity to interest rates based on consumer survey
results, but do not provide any numbers.

5 For example, some press articles have speculated that con-
sumers may be responsive to enhancements: "Americans are back
in love with their credit cards--and not just because the economy
has improved ... by offering airlh~e miles or rebates, [credit card
issuers] are providing more incentives to use credit cards in place of
cash or chec "ks ....Consumers love rebate products" (BusinessWeek,
12/12/94, p. 42).

The first section describes the data used in the
analysis. Section II addresses the question of whether
credit card users are rational. Section III sets up the
specification used in this paper, while the following
section presents estimation results. Section V exam-
ines how a ba~zk’s size affects the credit card rates it
charges and the demand elasticity it faces. The final
section offers a summary and conclusions. The results
show that banks face an adverse selection problem:
Lowering the APR would attract risky customers or
induce existing customers to borrow more than they
can handle. As a result, delinquent loans rise at a
significantly higher rate than that of loans in general.
This induces ba~zks to maintain high interest rates. The
adverse selection hypothesis is further supported by
the finding that banks’ income from credit card fees
and interest increases with APR.

I. The Data

This study uses data from a survey on the Terms
of Credit Card Plans (TCCP), collected semiannually
by the Federal Reserve Board from approxhnately 200
of the largest issuers of bank credit cards. The survey
was conducted each January and July during the
1990-95 period. Smaller banks are not included in the
sample. Although they may offer systematically dif-
ferent terms of credit card plans, the sampled banks
issue the majority of outstanding credit.6

The data include characteristics of each plan, such
as annual percentage rates (APR), am~ual fees, grace
periods, minhnum finance charges, late payment
charges, cash advance fees, and over-the-lin-6t fees,
as well as indicators showing whether the plan had
additional "enhancements," such as automobile in-
surance, travel discounts, extended warranty, and
the like. The data set was merged with information
from bank financial statements filed with the Federal
Deposit Insurance Corporation. These Consolidated
Reports of Condition and Income (Call Reports) in-
clude each bank’s deposits and assets, as well as
outstanding credit card loans and income from credit
card interest and fees. The Call Report data are col-
lected quarterly. Data from March Call Reports were
merged with the January TCCP data, and data from
September Call Reports were merged with the July

6 According to the recent American Bankers Association annual
survey, the outstanding credit card credit totaled $257 billion at the
end of 1994 (American Banker, 1/4/96, p. 12). The TCCP sample
issuers’ outstanding credit amounted to $246 billion in January of
1995, or about 96 percent of the total.
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TCCP data.7 Panel data constructed from ilfforma-
tion on the majority of credit card banks over the
period of sLx years permit analysis of customers’
sensitivity to features of credit card plans. Table 1
(below) provides descriptive statistics and definitions
of the major variables.

Although interest rates on credit card plans have
remained high relative to other rates of interest (Fig-
ure 1), the average APR has declhled over the past few
years. Several issuers have also eliminated annual
fees, although the average annual fee was approxi-
mately constant until 1994.a Figure 2 shows changes in
the average APR and annual fee during the 1990-95
period. However, these changes do not necessarily
mean that credit has gotten cheaper. As can be seen
in Figure 3, issuers have been raising other charges,
such as late payment fees and over-theqimit fees. The
evidence also shows some regional differences among
credit card plans. In particular, New England banks
have been offering lower rates of interest, but charge
higher annual fees than banks in the rest of the
country (Figure 4).9

Selecting a credit card has therefore become more
complicated over time: Each plan is composed of a
vector of various charges and rewards, and more
variation exists among them now than in the past. As
Figure 5 shows, the variance in both APR and annual
fees has increased, even though the sample of issuers
has remained fairly stable. The increase in the variance
of APR was partly caused by a higher fraction of credit
card plans with variable rates of interest (Fig~Lre 6).
The next two sections of the paper examine the
sensitivity of customers to the various options.

H. Are Consumers Rational?

One explanation for high credit card interest rates
is consumer irrationality (Ausubel 1991). According to
that view, consumers typically do not intend to bor-
row on their credit cards but end up doing so anyway.
These "irrational" consumers presumably do not take
APR into account when selecting a plan, since they do

not intend to carry any debt. Banks therefore have no
incentive to lower their rates. On the other hand, if
consumers behave consistently with their intentions,
they are likely to put significant weight on APR when
deciding which credit card plan to adopt.~° Under the
"rational" scenario, convenience customers (custom-
ers who repay their balance in full) would be more
likely to choose a plan with a low fee, a long grace
period, and many enhancements, but ignore APR. At
the same time, revolvers (customers who carry a

The difference in delinquency rates
between no-fee and positive fee
plans could indicate either that
higher charges create high rates
of delinquency or, more likely,
that banks offering attractive

terms are more selective in their
customer approval process.

balance on their cards) would choose low-APR plans,
but pay less attention to the other attributes. By the
same token, under the rational scenario low-APR
plans wotfld have a relatively higher fraction of over-
due loans (those on which customers failed to make
mi~rnum payments), while low-fee or high-enhance-
ment plans would have a relatively lower fraction of
overdue loans.

Casual observation of the data yields no support
for the rational scenario. The correlation coefficient
between APR and the fraction of overdue loans1~ is
positive (0.23), contrary to the above. High-APR plans
have higher rates of delinquency than low-APR plans:
The average delinquency rate for plans with APR
above 17 percent (the mean) is 3.4 percent, compared
to 2.6 percent for plans with APR below 17 percent

7 Quarterly flow variables were adjusted to correspond to the
appropriate six-month period.8 Carlton and Frankel (1995) show that the average annual fee

charged by Visa issuers declined throughout the 1990-95 period
(p. 44). Since this study uses a much larger sample than Carlton and
Frankel used, the results of this study are more likely to be accurate.

9 There is no evidence for a trade-off between APR and a~mual
fee for the overall sample. The correlation coefficient between the
two variables is not statistically significantly different from 0.

~0 Even if the one-third of credit card users who pay their
balance in full ignored the interest rates on their credit cards, the
rate of interest would be a significant factor in credit card borrow-
ing.

~ The amount of overdue loans is from the Call Report and is
defined as the amount of credit card loans on which customers have
failed to make mh~imtm~ payments. Although the variable does not
include all the loans that accrue interest, the t~vo measures can be
expected to be correlated.

July/August 1996 New England Economic Review 45



Figure 1

APR has l"emained above the prime rate
and rates on personal loans.

Annual ~nterest Rate
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Average APR
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\     Prime Rate     ~ ~

19~0 1~91 1~92 1~93 1~94 19’95

(the difference is statistically sigldficant at the 5 per-
cent level). However, no-fee credit card plans tend to
have lower delinquency rates than plans with non-
zero fees, consistent with the above: The average
delinquency rate for no-fee plans is 2.4 percent, as
compared to 3.2 percent for plans with positive annual
fees (again, the difference is statistically significant at
the 5 percent level).

The differences in delinquency rates could indi-
cate either that higher charges create high rates of
delinquency or, more likely, that ba~aks offering attrac-
tive terms are more selective in their customer ap-
proval process. Low-APR banks seem to screen their
customers more carefully than high-APR banks to
avoid high-risk cardholders. High-APR banks have
less of an incentive to screen than low-APR banks do:
Shtce their profit margin is higher, they can afford
higher losses. Even if consumers were perfectly ratio-
nal, low-APR banks might turn down revolvers who
intend to borrow (because of their past credit record,
for example) and force them to get high-APR cards. If
banks screened their customers correctly, then low-
APR banks would end up with a lower charge-off rate
(a measure of losses) than high-APR banks. The data
support this theory: The correlation coefficient be-
t~veen APR and the charge-off rate is positive, al-
though small (0.13).

The positive correlation between APR and the
delinquency rate, and between APR and the charge-off
rate, provide no evidence in support of the "rational"
scenario, namely that customers who do not repay
their loans on time borrow at lower rates than conve-
nience customers. The causality is not clear, however:
Customers may irrationally ignore the rates in their

Figure 2
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have declined over time.
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Mean late-payment fees and over-the-
limit fees have increased over time.
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Figure 4
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Figure 5

Variance of APR and variance of annual
fee have increased over time.
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borrowing patterns, or banks may successfully steer
them away from attractive borrowing options. It is
possible that customers respond more strongly to
other attributes of credit card plans. The next section
uses regression analysis to determine whether con-
stoners’ demand for loans responds to the interest
rates charged.

IlL Consumer Demand for
Credit Card Loans

Demand for credit card loans is a two-step pro-
cess. Consumers first choose a credit card plan, then
decide how much money to borro~v. However, card
selection is not an important determinant of borrow-
ing patterns. ConstLmers typically own more than one

Figure 6
Fraction of plans with variable rate

of interest has increased.
Fraction
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credit cardJ-~ A consumer may carry both low- and
high-APR cards. The subject of this study is consum-
ers’ actual borrowing patterns and not their credit
card selections. The study therefore focuses on the
amount actually borrowed on each plan and models
only the second stage of the two-step demand pro-
cess.13

~2 Estimates of the average number of charge and credit
cards per household vary h’om 3.7 (Fortune, 6/27/94, p. 14) to 6
(1989 S~,rv¢l of Consumer Finances, sponsored by the Federal Re-
serve).

13 As the section above shows, banks may screen "good" and
"bad" customers, making plan selection endogenous. Simultaneous
supply and demand estimation will be used below to test for the
endogeneity.
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Overall Demand

The amount of credit card
loans borrowed on a given plan
is regressed on the plan’s at-
tributes, as well as on the pre-
vailing interest rate on personal
loans. Personal loans are typi-
cally the closest substitute for
credit card borrowing (both
types of loans are unsecured by
assets). The specification is as
follows:

CRLOANit = /30 + 13i Di + 13t Dt

131 APRit + 132 Fit

+ 133k Zkit + 134 rt + ’~it (1)

where CRLOANit is the total
amount outstanding of credit
card loans for plan i in period t;
Di is a dummy for bank i; Dt
is a dummy for period t; APRit
is the annual rate of interest un-
der plan i in period t; Fit is the
annual fee; Zkit is a vector of k
other attributes of the plan;14

Table 1
Descriptive Statistics on Major Variables and Their Sources

Standard
Variable Mean Deviation Variable Definition
The Federal Reserve Board Survey on Terms of Credit Card Plans (TCCP):
APR 17.21 2.43 Annual percentage rate on credit

card loans
FEE 16.79 7.79 Annual fee ($)
GRACE 23.41 7.31 Grace period (days)
MINFIN .52 1.83 Minimum finance charge ($)
CASH 2.02 1.93 Transaction fee for cash advance ($)
LATE 10.46 4.81 Late payment fee ($)
OVER 10.83 4.52 Over-the-credit-limit fee ($)

Enhancement Dummies:
REBATE .09 .29 Rebates on purchases
WARRANT .19 .39 Extension of manufacturer’s

warranty
PROTECT .20 .40 Purchase protection
ACCID .62 .49 Travel accident insurance
TRADISC .20 .40 Travel-related discounts
AUTO .19 .39 Automobile rental insurance
BUYDISC .04 .20 Purchase discounts (not travel-

related)
REGIS .19 .39 Credit card registration
OTHER .28 .45 Other enhancements

Consolidated Reports of Condition and Income (Call Reports):
CRLOAN 489.0 million 1,250 million
CREDINC 43.6 million 103.0 million

rt is the prevailing rate of inter-
CHOFFS       12.5 million     34.8 millionest for personal loans; eit is a OVERDUE 22.1 million 80.4 million

random error term; 13’s are pa- DEPOSITS 4,140million 7,200 million
rameters to be esthnated. Table Federal Reserve Bulletin:
1 lists the variables used in I_IYRTB 5.50 1.76
the estimation, as well as their
sources. LPERSON 14.3~ .90

Credit card loans outstanding ($)
Interest and fee income on credit

cards ($)
Charge-offs on credit card loans ($)
Overdue credit card loans ($)
Deposits in domestic offices ($)

Interest rate on 1-year U.S.
Treasury bill

Interest rate on personal loans

Revolvers" Demand

U.S. Bureau of Labor Statistics, Employment and Wages: Annual Averages :
AWWAGE 583.18 147.50 Average weekly wages ($) by year

and by state
The demand for credit card

loans by revolvers (customers
who carry a balance on their
cards) should be more respon-
sive to the rate of interest than the demand for loans
by all cardholders. While convenience customers
may be indifferent to the rate their issuer charges,
at least some revolvers (those who behave consistently
with their intentions) are likely to be sensitive to
the rates charged. To find out how revolvers respond

~4 The vector of attributes may include grace period, minimum
finance charge, late payment fee, and so on, as well as dummies for
each plan’s additional enhancements, such as automobile insurance,
travel discounts, and extended warranty.

to APR, equation (1) is esthnated using the balance of
overdue accom~ts for bank i in period t (OVERDUEit)
as a dependent variable in place of the total amotmt
of outstanding loans. Revolvers should be less likely
than convenience users to care about other features,
such as annual fee or enhancements, since most of
their cost is driven by APR. Therefore, the elasticity
of demand based on the coefficient on APR in the
equation with overdue loans should be larger than
the elasticity of demand based on the coefficient in
the overall equation (1), wlzile the coefficient on fee
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and on enhancements should be smaller than in equa-
tion (1).

To estimate how revolvers’ demand responds to
credit card features, data would be needed on the
entire balance those customers carry from one month
to the next. Unfortunately, banks report only the
balances carried by customers who failed to pay the
minimtun balance on their credit card loans. The
overdue loans reported by banks in the Call Report are
therefore delinquent loans, not the total amount of
revolving credit.15 To the extent that customers with
delinquent loans are especially risky to the banks, they
may not constitute a representative sample of all the
revolvers. The reported results may not therefore
yield the information about the sensitivity of all the
revolvers to interest rates.

IV. Esti~nation Results

Changing terms of credit card plans is costly to
the issuer. Issuers annotmce the terms in newspaper
ads and h~ mailings sent to their prospective custom-
ers, while current customers are typically informed
about the terms of their plans once a year. The terms
can therefore be assumed to be fixed over a three-
month period.16 Since the Call Report data on out-
standing loans were collected two months after the
TCCP data (see Section I), terms of credit card plans
can be assmned to be exogenous when the loan
amount is determined. Demand for credit card loans
can therefore be estimated as a function of plan
features using ordinary least squares (OLS).

Overall Demand for Credit Card Loans

Equation (1) was estimated using OLS. The re-
striction of no fixed effects was rejected at the 5 per-
cent level.17 Bank dummies were therefore included in
the estimation. Replacfi~g thne dummies with a con-
tinuous time variable was not rejected, however. The
linear specification was used, as it performed better
than the double log specification. The estimation re-

15 Approximately two-thirds of all credit card users are revolv-
ers, while only about 3 percent of credit card loans are reported as
overdue in the Call Report. Apparently most revolvers pay the
minimum balance but do not pay the balance in full.

~6 In the TCCP sample, APR often remains constant over a
period of one year or longer for a given credit card issuer.

17 Fixed effects refers to estimation where intercepts are al-
lowed to vary across individuals, here across individual banks.

Table 2
Dependent Variable: CRLOAN~t
(outstanding credit card loans for bank i in period t)
Fixed effects estimation, 1990 to 1995

Coefficient
Variable (millions of dollars)
APR -41.8
FEE -5.9
GRACE 16.4
REBATE 92.0
WARRANT 22.5
PROTECT 74.3
ACClD -4.1
TRADISC 17.2
AUTO 18.4
BUYDISC -11.9
REGIS 13.5
OTHER -89.3
I_PERSON 43.2
TIME 72.9
INTERCEPT - 14.7
R2 = 0.13 F = 37,32    N = 860
Note: See Table 1 for variable definitions and sources.

"Significant at the .01 level.
"*Significant at the .05 level.

*"Significant at the. 10 level.

T-statistic
-3.21 *
- 1.39

1.71 ***
.69

1.89***
.68

-,07
2.07**
1.83***
-.10
1.60

- 1.23
1,29
6.30"
-.03

sults are shown in Table 2.~ The coefficient on APR is
negative and significantly different from zero, show-
ing that charging a higher APR leads to reduced credit
card lending. The estimated elasticity of demand for
loans with respect to APR is minus 1.47 (calculated at
the mean). In other words, if an average bank dropped
its APR by I percentage point (for example, from 17 to
16 percent, a 6 percent drop), its outstanding loans
would rise by about 8 percent ($42 million for the
average bank).

The coefficient on annual fee is negative, but not
significantly different from zero. Credit card custom-
ers are, however, sensitive to the length of grace
period, as shown by the positive and significant coef-
ficient on GRACE. On average, extending the grace
period by one day increases a bank’s outstanding
credit card loans by $16 million (a 3 percent increase).
Among the enhancements added to credit card plans,
consumers turned out to be most responsive to ex-
tension of manufacturer’s warranty, travel accident
insurance, and automobile rental insurance. Adding
one of the tl~ree features raised an average bank’s

~s Since APR is a nominal interest rate, nominal dollars were
used in the estimation.
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outstanding credit card loans by $22.5 million (4.6
percent), $17.2 million (3.5 percent), and $18.4 million
(3.8 percent), respectively.

Given the estimated effects of adding individual
enhancements to a credit card plan, it is possible to
calculate how much consumers spend on average on
the added enhancements. By adding extension of
manufacturer’s warranty, a bank can expect to in-
crease its outstanding credit card loans by 4.6 percent.
Assuming that all accotmts (those that pay interest
and those that do not) raise their outstanding loans

Credit card customers are
sensitive to the rate of interest
and also to the length of the

grace period, extension of
manufacturer’s warranty, travel

accident insurance, and
automobile rental insurance.

equally, an average interest-paying customer would
increase his or her outstanding loan by 4.6 percent as
~vell. An average credit card account carries a balance
of $1,585.19 A 4.6 percent increase would raise that
average by $72.90. With a 17 percent average APR,
adding extended warranty wotild increase an average
cardholder’s interest charges by $12.40 per year.2°
Similarly, adding travel accident insurance wottld
raise an average cardholder’s interest charges by
about $9.40, while adding automobile rental insurance
would raise his charges by $10.25. Although it is
difficult to estimate whether enhancements added to
credit cards are worth the money an average customer
spends on them, evidence suggests that enhancements

19 Ausubel (1995) calculated the average outstanding credit
card balance up to 1993. Extrapolating his numbers for 1994 and
1995 and then computing an average over the 1990-95 period yields
$1,585. According to the Federal Reserve’s Functional Cost Analysis
(FCA: National Average Report 1994), the average size of an active
credit card account is $1,028 for banks with deposits over $200
million. FCA samples only relatively small banks, however.

~_0 That number is likely to underestimate the true interest and
fee charges. For example, according to Ausubel’s (1995) calculations,
cardholders’ monthly payment rate is only about 14 percent of their
balances. The remaining balance is carried over to the next month.
Such a low payment rate is likely to bring additional fees, such as
late payment fees.

offer no savings to cardholders.~ Cardholders who
carry a balance on their cards are likely to minimize
their spending by borrowing at the lowest possible
APR and ignoring the added enhancements.

In the final specification, mh~mum finance charge,
cash advance fee, late payment fee, and over-the-limit
fee were omitted. None of these variables obtained
coefficients that were significantly different from zero
and each had several missing values, limiting the
number of observations used in the estimation. The
finding that consumers’ demand for loans is not
sensitive to minimum financing charges or late penal-
ties explains why banks have been raising those
penalties--customers seem to be less responsive to
them than to other features.

As explained above, interest rates on credit cards
are fLxed in the short run and can therefore be treated
as exogenous in the demand estimation. However, to
test for possible endogeneity of the interest rates
due to banks’ screening (see footnote 13), the demand
for credit card loans was also estimated using three-
stage least squares (3SLS). The demand equation
(1) was estimated jointly ~vith the following supply
equation:

APRit = To + T~ CRLOANit + T2 il yr TB

+ T3 Wt + T4 DEPOSITSit + T5 t + ~it (2)

where il yrTB is the cost of funds (measured as the
interest rate on 1-year Treasury bill), wt is the average
weekly wage per employee in the finance sector for
period t by state,22 DEPOSITSit is the bank’s deposits
in domestic offices,23 and t measures time in six-month
intervals. The cost of funds, local wages in the finance
sector, and the bank’s deposits are exogenous instru-
ments. In addition, an exogenous measure of income
(GDP) was included as an instrument in the demand
equation. The results were not significantly different
from the OLS results: APR was statistically significant
(although its coefficient was slightly lower in magni-
tude), the coefficient on GRACE remained statistically
significant, and the coefficient on FEE was not signif-
icantly different from zero.

~ Press articles have suggested that enhancements usually do
not save customers any money, and they have cited anecdotal
evidence that customers charged on their credit cards just to get the
perks. For example, see American Banker, 9/22/95, p. 12 and U.S.
News & World Report, 1/24/94, p. 68.

22 The wages are taken from U.S. Bureau of Labor Statistics,
Employment and Wages: Ammal Averages for each year by state for
finance, insurance, and real estate (4-digit SIC).

2a To avoid endogeneity, deposits reported during the period
preceding each TCCP survey were used in this estimation.
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Table 3
Dependent Variable: OVERDUE,
(overdue credit card loans for bank i in period t)
Fixed effects estimation, 1990 to 1995

Coelficient
Variable (millions of dollars) T-statistic
APR - 3.48 - 1.89***
FEE .49 .64
GRACE 10.00 3.02"
MINFIN -96.90 -1.44
CASH -10.00 -1.68"**
LATE -7.23 -2.32**
OVER 6.62 1.60
REBATE .42 .02
WARRANT -44.30 - 1.44
PROTECT 8.22 .30
ACCID .25 .02
TRADISC -10.10 -.63
AUTO 3.17 .13
BUYDISC -46.00 - 1.86***
OTHER - 14.80 -.87
I_PERSON 5.00 .70
TIME -3.25 -1.16
INTERCEPT - 155.00 - 1.19
R2 = 0.32 F = 21.80 N = 157
Note: See Table 1 for variable definitions and sources.

*Significant at the .01 level.
*’Significant at the .05 level.

"*Significant at the .10 level.

Revolvers’ Demand for Credit Card Loans

With the caveats noted in Section III, equation
(1) was estimated using reported overdue credit card
loan amounts as a dependent variable. The results are
reported in Table 3. The results indicate, as expected,
that the amount of overdue loans increases at a higher
rate than loans in general as APR falls: The coefficient
on APR is negative and significantly different from
zero, yielding an elasticity of demand for overdue
loans of 2.71 (calculated at the mean). The elasticity
implies that if an average bank raised its APR by 1
percentage point (for example, from 17 to 18, a 6 per-
cent increase), its overdue (delinquent) loans would
decrease by 16 percent (about $3.5 million for an
average bank), a much larger drop than for total loans.
By the same token, lowering APR would increase the
delinquent loans at a significantly higher rate than
loans in general.

The amount of overdue loans is also more sensi-
tive to the length of grace period (GRACE), the late
payment fee (LATE), and the transaction fee for cash

advances (CASH). The last two variables were in-
significant in the overall demand equation. Higher
charges for late payments, just like higher interest
rates, seem to encourage customers to make payments
on time or to switch to another plan.

Income from Credit Cards

Since demand for credit card loans is elastic with
respect to APR, banks may be expected to lose income
from credit cards as they raise their rates. On the other
hand, since delinquent loans increase at a liigher rate
than credit card loans in general when APR falls,
banks’ income from credit card interest and fees could
increase when they raise the interest rates charged. To
examine which of the two effects dominates, the
following regression was estimated:

INCOME = X0 + ~tl APRit + ~2 FEEit + ~t3 il yr TB

q- ~4 ~’\rt q- )t5 DEPOSITSit + ~6 t + ~it (3)

The results indicate that a bank’s income in-
creases both with the interest rate and with the annual
fee the bank charges on its credit card loans, holding
the bank’s deposits and costs constant. As Table 4
shows, a 1 percentage point increase in APR (a 6
percent change) is associated with a $4.4 million
average increase in the interest and fee income (a 10
percent rise), while a $1 increase in the annual fee
translates into a $1 million average increase in the
interest and fee income (a 2.3 percent rise) during a

Table 4
Dependent Variable: CREDINCit
(income from card interest and fees for bank i in period t)
1990 to 1995

Coefficient
Variable (thousands of dollars) T-statistic
APR 4391.2 3.86*
FEE 1044.8 2.88*
DEPOSITS .000006 17.05*
I_IYRTB 1207.5 .73
AWW/AGE -54.8 -3.14"
TIME 1886.3 1.91
INTERCEPT 56600 - 2.02""
R2 = 0.17 F = 57.40    N = 1650
Note: See Table 1 for variable definitions and sources.

"Significant at the .01 level
"Significant at the .05 level

"*’Significant at the .10 level
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six-month period, holding the bank’s deposits, cost of
funds, and wages constant. Thus, banks benefit from
raising both APR and annual fees.

The above results are significant. Although the
overall outstanding credit card loans on a plan in-
crease when the interest rate drops (the estimated
demand elasticity is greater than one), banks collect
less income when they lower their rates. Customers
charge more as the rate of interest drops, but overdue
loans increase even faster, indicating tliat cardholders
repay at a lower rate. The reason for the discrepancy
is the adverse selection problem faced by credit card
banks: When lowering their rates, banks attract high-
risk customers who are more likely to default (or their
existing risky customers borrow more). Since banks

Customers charge more as the
rate of interest drops, but

overdue loans increase even
faster, indicating that they repay

at a lower rate. The reason is
the adverse selection problem
faced by credit card banks:

When lowering their rates, banks
attract high-risk customers.

lose income at lower interest rates, they maintain high
APRs despite declines in the cost of fundsd-4 The best
strategy for banks to maximize their income is to
charge high interest rates but entice their customers
with additional perks, which cost banks little and are
likely to attract "good" customers with a low proba-
bility of defaulting.

Fixed Effects

As noted earlier, non-fixed effects specification
was rejected by the data. The significance of fixed
effects indicates that some individual banks’ charac-
teristics, besides the features of their credit card plans,

24 However, if banks raised their interest rates too high, they
might lose even the "good" customers, who would forgo the
convenience of borrowing on a credit card and borrow elsewhere.

Table 5
Dependent Variable: APRit
(annual percentage rate charged by bank i in period t)
1990 to 1995
Variable Coefficient T-statistic

DEPOSITS 3.25 e-11 4.59*
I_1YRTB .061 1.82***
AWWAGE -.001 - 1.78"**
TIME -.227 - 11.91"
INTERCEPT 18.673 56.68*
R2 = 0.13 F = 68.07    N = 1884
Note: See Table 1 for variable definitions and sources.

*Significant at the .01 level.
*’Significant at the .05 level.

***Significant at tl3e. 10 level.

affect demand for credit card loans. One hypothesis,
examined in the next section, is that the size of a bank
affects the demand for its credit card loans.

V. Bank Size and the Credit Card Market

Although most credit card plans are offered na-
tionally, some consumers may be more likely to turn
to the bank that holds their deposits when applying
for a credit card. Even if banks offer the same credit
card terms to their clients as they do to others,
consumers’ preferences may give larger banks (those
holding more accounts) an advantage in the credit
card market. To test whether larger banks have a
market power advantage that lets them charge higher
interest rates on their credit card plans, APR was
regressed on bank deposits.2~ The coefficient on de-
posits ~vas positive and statistically significant (see
Table 5), showing that banks with higher deposits
charge higher interest rates on their credit card loans,
holding the cost of funds and local wages constant.
The effect ~vas small, however; a $1 billion increase in
deposits translated into an increase in the credit card
interest rate of only 0.03 percent. The result indicates
that large banks can take advantage of their market
power and charge a somewhat higher rate of interest
on credit card loans.26

2~ To avoid endogeneity, deposits reported during the period
preceding each TCCP survey were used in this estimation.

26 The size of deposits did not, however, affect banks’ annual
fees, other charges, or enhancements.
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Table 6
Elasticity of Demand for Credit Card
Loans at Banks by Size of Deposits

Elasticity of
Average Credit Demand

Deposits Category Card Loans for Credit
Banks (millions of dollars) Card Loans

Less than $500 million 348.4 2.44
$500 million-S2 billion 359.3 .71
$2 billion-S5 billion 868.0 .69
Over $5 billion 674.5 .81

Since larger issuers, on average, charge higher
interest rates, they should face more inelastic demand
for credit card loans than do smaller banks (otherwise
their strategy wotfld not be profitable). Is demand for
loans on credit cards issued by larger banks signifi-
cantly less elastic than demand faced by smaller
banks? When equation (1) was estimated by size-of-
deposits category,27 the smallest banks turned out to
be the only group where demand for credit card loans
was elastic with respect to the interest rates. See Table
6 for the results.28 If an average bank from the first
category (deposits below $500 million) raised its APR
by 1 percentage point, its outstanding credit card loans
would drop by 14.4 percent (a $50 million decrease).
By comparison, a 1 percentage point increase in the
APR charged by one of the largest banks wottld lead
to only about a 4.6 percent decrease in the bank’s
credit card loans (a $31 million drop). Thus, small
banks face much more elastic demand for credit card
loans than large banks do. However, even when bank
size was included in the regression, non-fixed effects

27 Font deposit categories were used: below $500 million,
between $500 million and $2 billion, between $2 billion and
$5 billion, and over $5 billion. Each category contained approxi-
mately one-fourth of the sampled banks.

28~,Vhen APR ~vas interacted with the deposit size category in
a pooled regression, the general result was confirmed: the larger the
size category, the smaller the effect of APR on the amount of credit
card loans. The pooled specification was rejected by tlie Chow test,
however.

estimation was rejected by the data. That indicates that
other bank-specific factors in addition to size affect
demand for credit card loans.

VI. Summamd and Conclusions

Using data on the terms of credit card plans and
on issuing banks’ financial information, this study
finds evidence that consumers’ demand for credit card
loans is elastic with respect to interest rates charged by
issuing banks. The estimated demand elasticity for the
overall market is 1.47, while the elasticity of demand
for the delinquent credit card loans (loans that are
at least 30 days overdue) is 2.71. Consumers’ demand
for loans was also found to be responsive to the length
of the grace period and to some of the enhancements
added by the issuing banks: extension of manufactur-
er’s warranty, travel accident insurance, and automo-
bile rental insurance.

Since demand for delinquent loans is significantly
more elastic than demand for loans in general, lower-
ing APR would attract disproportionately larger in-
creases in delinquent loans than in loans borrowed by
customers who pay back. Banks therefore face an
adverse selection problem that induces them to main-
tain high interest rates on credit card loans in order
to minimize their losses. The adverse selection hy-
pothesis is further supported by the result that banks’
income from credit card fees and h~terest increases
with APR. Even though lowering APR would raise
banks’ outstanding credit card loans, the marginal
customers attracted by lower APR wotfld be risky and
more likely to default, or the existing customers wotfld
borrow more than their incomes cottld service.

Significant fixed effects of individual banks exist
in the credit card market. In particular, the largest
banks (as measured by the size of deposits) charge
slightly higher rates of interest and face more inelastic
demand for credit card loans. Future research should
examine whether the baulk size effect is associated
with market pozoer or market structure characteristics.
Even after controlling for bank size, fixed effects
estimation cannot be rejected. That indicates that still
another bank-specific factor may be affecting demand
for credit card loans, in addition to size.
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l ’t is widely known that the incomes of U.S. families became more
tmequal during the 1980s. The reasons for tlfis rise, however, are not

.at all clear; numerous factors have been implicated. Economists
observe that inequality typically declines during periods of economic
expansion as the benefits of growth "trickle down" through the entire
income distribution; yet most of the 1980s was characterized by economic
growth as well as by growing income inequality.

One well-documented aspect of the rise in inequality is a growing
gap between the wages of highly educated workers and those of high
school dropouts or workers with only a high school degree, but no one
factor satisfactorily explains this growing educational premium. Some
of the rise in wage inequality translates directly into inequality of family
incomes, since the wages of family members comprise most of family
income. Furthermore, the United States experienced shifts in the mix of
family types and changes in the work patterns of family members in the
1980s and 1990s that contributed to the increase.

This article examines inequality in the United States since the 1970s
and investigates a number of hypotheses about why it is rising. Part I
describes the 1973-94 increase in inequality of family incomes and related
shifts in wage inequality, work trends, and family patterns. Several key
facts emerge. Inequality has risen much more steeply among families
than among individual workers, and much of the rise is due to increases
in two categories of families concentrated at the top and bottom of the
income distribution, respectively: two-earner married couples and fami-
lies headed by one person with no spouse present. One-head families are
concentrated closer to the bottom of the income distribution than two-
earner married-couple families because they have fewer workers (by
definition), and also because one-head family workers average fewer
work hottrs and earn less per hour. Combining all family types, incomes
have risen for the highest-income families and declined for the lowest
as families near the top of the income distribution gained in number of



workers, hours per worker, and earnings per hour
relative to those near the bottom.

Part II examines patterns of inequality among the
nine Census regions in the United States as well as
differences in their economic and demographic char-
acteristics. Part III investigates the relationship be-
tween family income inequality and these factors,
sorting out and quantifying their contributions to
overall U.S. and regional changes in inequality. In
brief, changes in both economic factors and family
structure have been associated with rising family
income inequality over the last two decades, with
the increase in single parenthood and the growing
wage premium to college education playing key roles.
Among regions, part-time work, low labor force par-
ticipation, and large minority populations are associ-
ated with greater inequality. A discussion of policy
options for reducing income inequality concludes
the article.

I. Patterns of Family Income Inequality
in the United States, 1973 to 1994

Family income inequality increased fairly steadily
during the past two decades. Figure 1 shows this
upward trend in one measure of inequality. (Appen-
dix A shows trends for alternative measures.) The
measure of inequality used here is the ratio of the
income of a high-income family, defh~ed as the 90th
percentile family (meaning 90 percent of families have
lower incomes), to the income of a low-income fami-
ly-the 10th percentile family (10 percent of families
have lower incomes)J To facilitate comparisons be-
tween worker incomes and family incomes, this anal-
ysis focuses on nonelderly families, defined as those
whose head is under age 65. Single individuals (living
alone or with non-relatives) are also excluded from the
analysis.2

As Figure 1 shows, the high-income family had
about five and one-half thnes the income of the
low-income family in 1973. h~ 1994, the high-income
family had over nine times as much. The increase
in inequality between 1973 and 1994 reflects both

t The income measure is the total money income of the family;
no adjustments are made for family size or for in-kind, unreported,
or unrealized income.

~- The analysis is limited to "families" as defined by the U.S.
Census Bureau, which consist of two or more related individuals
living together. Families comprised just over 70 percent of house-
holds h~ the United States in 1994, down from just over 75 percent
in 1973.

Figure 1
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calculated using U.S. CPI-U-X1.
~ Inequality measured as ratio of 90th oercentile family income to
10th percentile.
Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1974 through/vlarch 1995.
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rising real incomes for those at the top of the income
distribution and falling real incomes for those at the
bottom. Figure 2 summarizes real income changes
for families at the 10th through 90th percentiles of the
income distribution, showing a significant drop in real
income at the bottom, substantial real growth at the
top, and remarkably regular corresponding changes in
between.3

Inequality rises in recessions as the negative
shocks to income caused by recession job cutbacks are
borne more heavily by those at the bottom, and
declines in expansions as jobs are regained and pros-
perity "trickles down" through the income distribu-
tion.~ While Figure 1 shows increases in inequality in
most years, it rose faster in the recession years
1980-82 and 1990-91 than in the expansions of the
late 1970s and mid to late 1980s. Furthermore, this

3 Note that these data do not track individual families over
time; rather, they measure changes from one year to another in the
am~ual cross section of family incomes.

4 See Appendix B for a description of year-to-year income
changes at the top and bottom of the income distribution.
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Figure 2

Change in Real Family hlcome, 1973 to 1994
Percent Change
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Note: Constant-dollar income calculated using U.S. CPI-U-X1.
Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1974 and March 1995.

measure of inequality actually declined toward the
end of the expansion in 1988 and 1989, and again in
1994. Counter to the typical cyclical pattern, however,
inequality climbed steeply in the recovery year of 1993
(median income declh~ed that year, too).s The data
thus reveal a strong upward trend to income inequal-
ity since the mid 1970s and also a cyclical pattern.

Three categories of long- and short-run influences
affect the distribution of family incomes: (1) factors
such as education and work hours that influence the
distribution of earnings of individual workers; (2) the
mix of family types and work patterns within families
(which family members work and how many hours);
and (3) the relationship between family earnings and
other sources of family income.

Individual Earnings

Since the earnings of individual family members
combine to form family earnings, and earmngs com-
prise the bulk of family income, factors affecting the
shape of the earnings distribution undoubtedly alter

the shape of the family income distribution as well.
Unlike the distribution of family h~comes, however,
individual earnh~gs were not characterized by grow-
h~g h~equality until the 1980s. Prestunably, changes in
family structure and work patterns altered the shape
of the family income distribution relative to that of
individual earnings in the 1970s.

Parallel to the measure used for family incomes,
earnings inequality is measured here as the ratio of
annual earned income of a nonelderly high-earning
(90th percentile) worker to that of a nonelderly low-
earning (10th percentile) worker. For nonelderly men
working full-time and year-round,6 earnings inequal-
ity held steady between 1973 and 1979, and then the
ratio rose from 4.0 in 1979 to 5.4 in 1994 (Table 1). For
women, the ratio fell in the 1970s and then rose from
3.2 in 1979 to 4.5 in 1994.

For men and women combined, inequality rose
in the 1980s and ’90s, but less than for either men or
women considered separately. The 90th percentile full-
time, full-year worker had about 4.4 thnes the earn-
h~gs of the 10th percentile worker in 1979, and 5.5 times
as much ha 1994. The overall earnings distribution
spread out less than its male and female components
because of two changes in the work roles of women.
Women represented a growing share of the full-time,
full-year work force, rising from 34 percent in 1979 to
40 percent in 1994. Furthermore, their labor market
success was increasing: Women’s earnings rose in real
terms, on average, wldle men’s real earnings declined
(center panel of Table 1). In a sense, women filled out
what had been the middle of the male earnings
distribution: The median full-time, full-year woman’s
earnings rose from being about equal to the 20th per-
centile man’s earnings h~ 1979 to above the 30th per-
centile male earner in 1994, while the 90th percentile
woman moved up from the male median to above the
70th percentile man.

Many studies have sought to uncover economic
and demographic causes for the growth in earnings
inequality.7 The most thoroughly studied aspect of the
1980s growth in earnings inequality is the h~crease in
the educational wage premium: The amount by which
the pay of college-educated workers exceeded that of

s Some of the 1993 jump and 1994 decline in inequality may
reflect changes in Current Population Survey methodology; see
Ryscavage (1995).

6 Full-time is defined as working 35 or more hours per week in
a majority of the weeks worked in the calendar year. Year-round
(full-~vear) is working 50 or more weeks in the year.

"This literature was reviewed by Levy and Murnane in 1992
and, most recently, summarized by Kodrzycki (1996).
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Table 1
Inequality of Individual Earnings
Annual Earned Income of Workers

Change
1973 1979 1989 1994 1979-94

Earnings inequality ratio--full-time, full-year workers Dilference
Male 4.0 4.0 4.7 5.4 +1.5
Female 3.6 3.2 4.1 4.5 + 1.3
Combined 4.5 4.4 5.0 5.5 +1.1

Women as percent Percentage
of all full-time, Point
full-year workers 30.8 34.5 38.8 40.0 +5.5

Median earnings of full-time, full-year workers (1993 $000) Percent
Male 33,1 33.2 31.5 29.3 - 11.9
Female 18.4 19.5 21.6 21.5 +9.9
Combined 27.6 27.3 26.8 25.4 -7.3

Earnings inequality ratic~--workers on all work schedules Difference
Male 18.0 16.8 16.7 17.1 +.4
Female 42.4 28.8 23.1 22.5 -6.3
Combined 33.3 26.8 21.0 21.4 -5.4

Percentage
Percent of workers on full-time, full-year schedules Point

Male 68.5 66.9 70.3 70.6 +3.7
Female 41.9 43.9 51.9 53.7 +9.8
Combined 57.3 56.7 61.8 62.7 +6.0

Note: Inequality measured as ratio of earnings of 90th percentile worker to earnings of 101h
percentile worker. Constant-dollar earnings calculated using U.S. CPI-U-Xl.
Source: Author’s calculations based on U.S. Bureau of tile Census, Current Population Survey,
March 1974, 1980, 1990, and 1995.

high school graduates or high school dropouts grew
considerably in the 1980s. (See the box.) Slower
growth in the supply of college-educated workers
than in the demand for them (and the opposite for
workers with less education) is commonly cited as the
cause of the growing gap in pay between college-
educated and less educated workers. Supply changes
include two demographic shifts--a slowdown in the
rate of increase in the college-educated work force as
the baby boom generation moved beyond the typical
college-completing years, and a shift in the mix of
immigrants toward less-skilled workers. Most reviews
cite three key factors contributing to faster growth
in demand for college graduates than for those less
well-educated: shifting industry mix; increased inter-
national trade, especially with less developed nations;
and technological changes that raise the productivity
of more skilled workers relative to less skilled.

Overall wage inequality rose because disparities
grew not only between educational groups, but also
between experience (or age) categories, and even

among workers with similar expe-
rience and education. Along with
the causes of the growing educa-
tional wage premium, institutional
factors, such as the changing role of
unions and a declining real mini-
mum wage, are thought to have
contributed to greater earnings h~-
equality.

Industry mix. Shifts h~ industry
mLx, notably the loss of manufac-
turing jobs and growth in services
industries, have received consider-
able public attention although the
economics research does not assign
them great importance in explain-
ing growing wage inequality.~ Part
of the reason for the public atten-
tion is that plant closings and lay-
offs in the manufacturing sector
have been quite visible in specific
local labor markets, and the associ-
ated disruptions to the work lives
of individual workers have not
been evenly spread among the
population.

People often characterize the
lost manufacturing jobs as "good"
jobs, with relatively high pay and
substantial fringe benefits, while
services and retail trade jobs--the

largest component of the nonmanufacturing addi-
tions-are considered "bad" jobs, with low pay and
fe~v frh~ge benefits. In fact, services and retail trade
differ in their earnings profiles, with trade concen-
trated at the low end of the earnings distribution wt’Lile
services workers are more spread out at both the
bottom and the top of the earnings distribution than
manufacturing.9 Thus, as workers shifted, on net, out

~ Most studies find changes in industry mix to be a contributing
factor, but a small one. The simplest evidence that the role of
industry mix shifts is limited is the fact that wage inequality has
expanded substantially within virtually all industry categories.

9 For those working full-time and all year, earnings inequality
is higher in services and retail trade than in manufacturing. Tile
90"~/10th ratio was 3.5 for manufactm’ing workers in 1973 as
compared with 5.2 in retail trade and 4.8 in services; by 1994, the
ratios llad risen to 4.7 in manufacturing, 5.5 in retail, and 5.6 in
services. In both 1973 and 1994, the 10~h percentile worker in retail
trade had lower earnings than in services, and both earned less than
the 10th percentile worker in manufacturing. The 90th percentile
worker in services earned more in 1973 than the 90"~ percentile
worker in manufactttring, but this was not the case in later years; the
services worker earned slightly less.
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The Educational Wage Premium

The table documents the size of the earnings
premium garnered by college graduates compared
with high school graduates and those not complet-
ing high school. For example, the median full-time,
full-year male worker with a college degree earned
32 percent more than the median high school grad-
uate working full-time all year in 1979, and 53
percent more than the median high school dropout
holding a full-time year-round job. By 1994, those
differences had risen to 71 percent and 171 percent,
respectively. The educational wage premiums for
women and for men and women combined ~vere
similar to those for men in each year.

The earnings premium for a college degree is
higher when part-time and part-year workers are
included (tliird panel in table), because less edu-
cated individuals are more likely to hold part-time
or part-year jobs and thereby earn less annually on
that score as well as on account of their education.
This difference is particularly noticeable for women,
since a greater fraction of female workers are on
part-time or part-year work schedules. The premi-
ums are even higher when nonworkers are in-
cluded as well (data not shown), sb~ce less educated
persons are also less likely to be working than
college graduates.

The table also shows the nature of the increase h~
;vage inequality between educational groups: Real
wages declined precipitously for those without a
high school degree, even those working full-time
year-round, and rose or held steady for workers
with a college degree or more. For men, the rise was
very slight in real terms, but for women, it was
sizable.

The Educational Wage Premium
Annual Earnings

Workers
Age 25 to 64 Men Women Both
Full- Time, Full- Year (FTFY) Workers:

Ratio: BA/no HS"~
1979 1.53 1.56 1.57
1989 1.74 1.72 1.75
1994 2.71 2.75 2.67
1979-94 Change +1.17 +1.19 +1.10

Ratio: BA/HS~
1979 1.32 1.41 1.48
1989 1.60 1.67 1.68
1994 1.71 1.74 1.73
1979 -94 Change + .39 + .32 + .25

All Workers:
Ratio: BA/HS

1979 1.35 1.60 1.64
1989 1.69 1.92 1.76
1994 1.68 2.00 1.84
1979-94 Change + .33 + .40 +.20

Percent Change in FTFY Median
Real Eamings, 1979-94:

no HS -43.2 -33.4 -41.1
HS -22.6 -4.2 -14.6
BA .3 17.7 -.1

"~no HS = did not complete high school; HS = high school graduate
with no college; BA = college degree or higher.
Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1980, March 1990, March 1995.

of manufacturing and into services jobs, the overall
earnings distribution would be expected to become
more unequal. A shift toward retail trade jobs would
increase the weight at the bottom of the distribution.

However, the earnings distributions within each
major industry also became more unequal during
the 1980s. And while the manufacturing and services
industries’ earnings distributions both became more
unequal, they were less different from one another
in 1994 than they had been in 1973J° Both of these
changes reduce the link between the tilt away from
manufacturh~g and the rise h~ inequality.

Part-time and part-year zoork. Most analyses of
earnings inequality focus on full-time, full-year work-
ers because the inclusion of part-time or part-year
workers, especially when earnings are measured on
an annual basis, mixes together changes (or differ-
ences) in work schedules with changes in rates of pay.
Yet in considering how individual earnings inequality
may translate into family income inequality, these
work schedule differences are also relevant.

~0 See Schweitzer and Dupuy (1995) for a careful analysis of this
convergence.
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Variations in work schedules make the earnings
distribution for part-time or part-year workers consid-
erably more unequal than the full-time, full-year dis-
tribution. Earnings h~equality h~ 1973 and 1979 was
over four times greater for men on all work schedules
(working full-time or part-time, full-year or part-year)
than for full-time, full-year men. Male inequality rose
very slightly between 1979 and 1994. (See the lower
panels of Table 1.) For women on all work schedules,
by contrast, earnings inequality declined. And among
all working men and women combined, h~equality
also declined. It was the marked shift of women into
full-time, full-year work that brought inequality
down.11 The fraction of women working full-time and
all year rose by 10 percentage points between 1979 and
1994 even as their numbers in the work force also
increased. Men also shifted toward full-time, full-year
work, but less markedly.

Family Structure and Family Work Patte~s

If each family had one worker and no nonearn-
ings income, the family h~come distribution would
match the overall distribution of earnings (for men
and women on all work schedules combined). In fact,
of course, some families have more than one earner
and some have none. Furthermore, wl’dle earnings are
the primary source, nonearnings account for about
one-tenth of total family income, on average.

Figure 3 compares the inequality of family in-
comes with individual earnings inequality for selected
years between 1973 and 1994. Two facts stand out:
First, total h~come is distributed more unequally
among families than are earnings among full-time,
full-year workers. That is, the 90th/10th ratio is higher
for family income than for individual earnings. Sec-
ond, inequality increased considerably more among
families than among individual full-time, full-year
earners32 These facts imply that factors other than

~ Looking at all work schedules, the ratio of 90th percentile
earnings to 10lh percentile earnings is quite high (as can be seen in
Table 1), mostly because the 10t~’ percentile worker earns relatively
little. Part-time or part-year workers typically have lower hourly
earnings than full-time, full-year workers, and their lower hours
and/or weeks mean that their annual ear~fings are even lower.
Using the ratio of 80"~ percentile earnings to 20th percentile earnings
reduces the sensitivity of the measure to very low part-time or
part-year earnings at the bottom; but even using this measure,
inequality rose for men and fell for women and for both genders
combined.

~2 And much much more than among earners on all work
schedules since, as just noted, earnings inequality did not increase at
all for this group--it declined. Among the three full-time, full-year
earnings inequality measures shown in Figure 3, the male measure

Figure 3

Inequality of Individual Earnings
and Fanlily Incomes

Incomes of Nonelderly Families and Earnings of Full-Time,
Fttll-Year Nonelderly Workers, Selected Years

Inequality Ratioa

10

Family Incomes J

973 1979 1984 1989 1994

a Inequality measured as ratio of 90th pe[centile earnings or
income to 10th percentile.
Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1974. March 1980, March 1985,
March 1990, and March 1995.

individual ear~h~gs inequality have made important
contributions to family income inequality and its rise
in the last two decades. The paragraphs that follow
explore the characteristics of families and family earn-
ings in terms of the individual earners.

The most important distinction among family
types from an income-generating point of view is
between those headed by a married couple and those
headed by an individual with no spouse present
(either the head has no spouse or the spouse is
absent)33 The mix of such families has shifted consid-

most closely tracks the slopes, thning, and magnitude of changes in
family income inequality. While full-time, full-year men comprise
only three-eighths of all workers, over three-fifths of all families in
1994 included a full-time, full-year male worker.

~3 This section discusses family income as a function of work
patterns within families, ignoring the nonearnings component of
family income. Differences in family structure and the number and
work schedules of family earners turn out to be much more
important than variations in nonearnings income in understanding
the rise in family income inequality as well as in explaining Figure
3’s differences between inequality trends for family incomes and
individual ear~ngs. The nonearnings component of family income
is discussed below.
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erably in the last two decades. Married-couple fami-
lies comprised 86 percent of all nonelderly families in
1973, but only 76 percent by 1994.14

Married-couple families typically have higher in-
comes than "one-head" families. The average income
of married-couple families was $47,100 in 1973, while
one-head families averaged rougltly half that much--
$24,500. Thus, the shift toward one-head families
would cause a drop in average family income, other
things eqnal. But other things were not equal: The

The most important distinction
among family types from

an income-generating point
of view is between those headed

by a married couple and
those headed by an individual

with no spouse present.

average real income of married-couple families rose
over the 21 years to $54,500, while the average income
of one-head families declined slightly to $24,200.
These changes in average incomes, combined with the
sl~ift toward one-head families, add weight to both
ends of the income distribution; that is, they increase
inequality.

The rise in married couples’ incomes is partly
attributable to widely recognized changes in work
patterns in married-couple families. The fraction of
married-couple families in which both the husband
and wife worked rose from 55 percent in 1973 to 70
percent in 1994, while the fraction in which the hus-
band or wife (but not both) was working declined
from 42 to 26 percent.15 Furthermore, this rise in
two-earner couples has not occurred evenly across the
income distribution; it has been more pronotmced in
families in which the husband’s earnings are higher.~6

~4 Throughout this research, data drawn from the U.S. Current
Population Survey--reporting incomes for a calendar year and
demographic characteristics as of the following March--are referred
to as if the demographic data also referred to the calendar year. The
text sentence to which this footnote is attached, for example,
actually reports on the mix of family types in March 1974 and March
1995.

~5 The fraction of married-couple families in which neither
head nor spouse worked rose from 3 percent in 1973 to 4 percent in
1994.

Not surprisingly, the incomes of two-earner mar-
ried-couple families generally exceed those of one-
earner married-couple families.17 While a sizable por-
tion of the gain in married-couple family incomes
was attributable to the shift toward families in which
husband and wife were both working, the incomes of
two-earner couples also increased noticeably relative
to other married-couple families over the 1973-94
period.~s

The data in Figure 4 illustrate the importance of
work patterns in the determination of family income.
In 1994, families in which both the husband and wife
worked (shown in the left-most box; the key to data
items is outside the top box) reaped the earnings from
about 70 percent more work hours per year than
families in which only one or the other worked (the
adjacent box). Differences in the number of work
hours are partially offset, however, by higher hourly
earnings for workers in one-earner married-couple
families.~9

Hourly earnings, more than work hours, are the
crucial determinant of income differences between
one-head families in which the head works and mar-
ried-couple families. The family work hours of one-
head families with the head working are similar to
those of one-earner married-couple families (Figure 4
again). But these one-head families average less than
65 percent of the family income (and family earnings,
data not shown) of one-earner married-couple families
because heads of families with no spouse command
considerably lower hourly earnings than the working
husband or wife in married-couple families.

~6 See Cancian, Danziger, and Gottschalk (1993).
~7 The "two-earner" and "one-earner" labels are used hence-

forth as shorthand for hnsband-and-wife-working and husband-or-
wife-working married-couple families, respectively. The character-
ization is actually inaccurate, however, since husband-and-wife-
working families averaged 2.3 to 2.4 workers (depending on year)
and hnsband-or-wife-working ("one-earner") families averaged 1.3
to 1.4 workers. These additional workers are typically the couple’s
working-age children.

~s The combined effect of these two changes is indicated by the
fact that in 1973, 60 percent of the families in the top quintile were
married-couple families with husband and wife both working; in
1994, that figure was 78 percent. This rise occurred despite the
declining share of married couples among nonelderly families
overall. Note that each quintile, by definition, includes one-fifth of
all nonelderly families ranked by income.

~9 Hourly earnh~gs are defined as total family earned income
divided by total family work hours (the sum of annual work hours
of all workers in the family). The higher hourly earnings in
one-earner families are not exogenous, of course: The decision to
send the second spouse into the labor market reflects, in many cases,
the earnings opportunities of the "primary" earner; and even
high-earning primary earners may have the family’s average earn-
ings per hour pulled down by a lower-earning second earner.
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Figure 4 Income Characteristics by Type of Family, 1994
All families with nonelderly head

Key
¯ Number in thousands (share (%) of all) 58,746 (100.0)
¯ 1973-94 change in share fla.
¯ % in lowest income quintile-highest 20 - 20
¯ Average # of members, # of workers 3.3, 1.8
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¯ Average annual family work hours 3,200
¯ Average family income ($) 47,300
¯ 1973-94 income change (%) +7.8
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Table 2
Educational Attainment, 1994
By income quintile and family type

Percent Who Graduated Percent Who Graduated
Family from High School from College
Income Female Female
Quintile Husbands Wives Headsa Husbands Wives Heads~

Poorest 60 64 58 10 8 3
Second 78 80 68 11 9 8
Middle 87 89 67 17 15 17
Fourth 92 94 60 31 27 21
Richest 92 96 54 53 45 22

All 85 88 62 28 23 9
aFemale head of family, no husband present; over four-fifths of one-head families are headed by
a woman. Income in 1994; other characteristics as of March 1995.
Source: Author’s calculations from U.S. Bureau of the Census, Current Population Survey, March
1995.

Married-couple families with one spouse working
are a mixture of those whose primary worker’s earn-
ings are high enough that the spouse can "afford" not
to work, those who choose to have one spouse at home
taking care of children or other obligations, and those
whose spouse has such poor labor market prospects
that his or her earnings would not offset the costs of
going to work. But one-head families, by definition,
camlot choose the best earner among two spouses.
FtLrthermore, most (over 80 percent) family heads
with no spouse present are ;vomen. They typically
have less education, fewer skills, and less work expe-
rience than the working spouse (male or female) in
one-earner married-couple families. Table 2 shows
markedly lower educational attainment for female
heads of families with no spouse present than for
husbands or wives in married-couple families.2°

Most one-head families are in the lower income
quintiles. Those who do make it into the upper quin-
tiles have similar numbers of workers to married-
couple families in those quintiles (Table 3). That is,
additional workers contribute the earnings that put
families higher on the income scale, but very few
one-head families have those additional workers.

As noted earlier, the average income of one-head
families declined in real terms between 1973 and 1994.
This loss was not attributable to a declh~e in the
fraction with the head working; that fraction actually
rose. Work hours also rose.~ The loss was, instead,
attributable to declhzing hourly wages for ~vorking
family heads with no spouse present. Since these
heads are mostly women and real wages for most

women, unlike most men, rose
over the period, the decline is un-
doubtedly associated with the low
education levels shown in Table 2,
which put most single heads on the
losing side of the rising educational
wage premium.

The relative importance of dif-
ferences in work patterns, work
effort, and earning power is re-
vealed in Table 4. When the data
are summarized by quintile (com-
bining all family types), they indi-
cate that differences in all three
factors contribute to the income
differences that define the qttin-
tiles. The more than 14-to-1 ratio of
top-quintile to bottom-quintile an-
nual family earnings is the product
of disparities in hourly earnings,

number of workers, and hours per worker. The hourly
earnings differences are most marked, with workers in
top-quintile families averaging over four times the
hourly earnings of those in the bottom quintile.22

Furthermore, the increase in disparity between
earnings in the top and bottom quintiles is attributable
to increasing disparities in all tlzree factors.23 That is,
the number of workers per family, hours per worker,
and real earnings per hotLr all fell for the poorest
qtLintile relative to the richest qtimtile during the 1980s
and 1990s. Hourly earnings showed the greatest dif-
ference in gTowth rates between rich and poor families
over the period, but all three gaps expanded.

In sum, shifts in the mix of families combined
with changes in the earnings and hottrs of workers
in various types of families to raise family income
inequality over the period 1973 to 1994. Two-earner
married-couple families and one-head families both
increased as a share of all families. The incomes of

20 While it may seem puzzling that the average high school
graduation rates of female heads are not higher in high-income
quintiles, note that data in Table 3 indicate that workers other than
the head, whose education levels are not shown, account for
increasing shares of income in higher quintiles.

21 This statement applies to the 1979-94 period; hours are not
reported in a comparable way for 1973. Appendix C (Figure C)
reports Figure 4’s data for 1979.

22 Differences in hourly earnings also make bigger contribu-
tions to disparities between top and middle, middle and bottom,
and fourth and second quintiles than the other two factors.

23 This statement applies to the 1979-94 period. The calculation
cannot be done for 1973 because hours data are not reported in a
comparable way. AppendLx C (Table C) reports Table 4’s data for
1979.
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Table 3
Number of Workers, 1994
By income quintile and family type

Average Number of
Percent of Families Workers in Family

Family Married- One- Married- One-
Income Couple Head Couple Head
Quintile Families Families Families Families
Poorest 8.1 11.9 1.2 .8
Second 14.1 5.9 1.7 1.4
Middle 16.6 3.5 1.9 1.7
Fourth t8.1 1.8 2.1 1.9
Richest 19.1 .9 2.3 2.1
All 76.0 24.0 1.9 1.2
Note: Family type as of March 1995; income and number of workers in
calendar year 1994.
Source: Author’s calculations from U.S. Bureau of the Census, Current
Population Survey, March 1995.

the former are well above average and the latter well
below average because of differences in number of
workers in the family (by definition), work hours per
family worker, and earnings per family work hour.
Hence the shift in mix raised inequality, other things
equal. Compounding the shift is the fact that the
incomes of two-earner married-couple families grew
faster than those of one-head families, largely because
of different growth rates in their hourly earrkh~gs. This

Table 4
Family Work Characteristics by Income
Quintile, 1994

Average Average Average
Family Annual Number of Annual
Income Family Family Hours per
Quintile Earnings Workers Worker

Poorest $ 6,250 1.0 1,380
Second 21,600 1.6 1,710
Middle 36,600 1.9 1,830
Fourth 54,150 2.1 1,880
Richest 90,750 2.3 1,930

All $41,850 1.8 1,800
Ratio: Highest

to Lowest 14.5 2.4 1.4

Average
Earnings
per Hour

$ 4.77
7.84

10.60
13.72
20.73

$13.21

4.3
Note: Average annual family eamings rounded to nearest $50; average
hours rounded to nearest 10.
Source: Author’s calculations from U.S. Bureau of the Census, Current
Population Survey, March 1 gg5.

Figure 5

Changes in Family Income, 1973 to 1994
Changes Attributable to Earnings and Nonearnings, by Quintile

Percent Change
20
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Source: Author’s calculations based on U.S. Bureau of the Census.
Current Population Survey, tvlarcl~ 1974 and March 1995.

difference, in turn, presumably reflects differences in
their initial earnings levels and the rising inequality of
hourly earnings h~ the economy as a whole--declines
for individual earners at the bottom and growth at
the top.24

Nonearnings Inco~ne

The analysis to this point has focused on work
patterns because ean~ngs are by far the largest source
of family income, comprising 88 to 92 percent of total
family income (depending on the year). But as can be
seen in Figure 5, changes in income other than earn-
ings generally reinforced the grooving earnings dis-
parities between the richest and poorest families.
Nonearnings income declined in real terms for the

~4 The rising educational wage premitun that underlies a large
part of the rise in wage inequality presumably explains some of
these differences among family types in the growth rate of earnings.
As Table 2 documents, heads with no spouse present have much
lower educational attainment, on average, than either spouse in
married-couple families.
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Figure 6

Income Gap betzoeen Rich and Pool; 1994
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lowest income qtdntile and rose for the four higher
qtfintiles.

The Census identifies two types of earnings (wage
and salary income and self-employment income) and
four broad types of nonearnings income~property
income (including interest, dividends, and rental in-
come), retirement income, transfer income, and "oth-
er" income. Wages and salaries accounted for 82 to 83
percent of income and self-employment averaged over
6 percent. The other sources each comprised 2 to 4
percent of total income. The importance of retirement
and property income grew over the two decades (even
though the families included here were headed by
individuals under age 65) and transfers shrank.

Low-income families had a noticeably different
mix of income sources than high-income families. The
fraction of income from earnings is lowest for the
poorest quintile (although still greater than 60 per-
cent). Transfers (and retirement income) are more
important in the bottom quintile than for families

further up the income ladder. Transfers comprised a
larger share of the poorest qtdntile’s family income in
1994 than in 1973 (rising from 19 to 22 percent), even
though the poorest quintile’s average transfer income
actually dropped 15 percent in real terms (that is,
corrected for inflation).25 Families in the poorest quirt-
tile experienced real declines in all sources of family
income over the 1973-94 period.

H. Regional Differences in
Family Income Inequality

While national business cycles and structural
changes in the economy and in family organization
affected all regions of the country, their magnitude

25 Earnings, property income, and retirement income all de-
clined faster, in real terms, for the poorest quintile than did
transfers, so the transfer share rose.
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Table 5
Bureau of the Census Definitions of
U.S. Regions
New England (NE): Connecticut, Maine, Massachusetts,

New Hampshire, Rhode Island, Vermont
Middle Atlantic (MA): New Jersey, New York, Pennsylvania
East North Central (ENC): Illinois, Indiana, Michigan, Ohio,

Wisconsin
West North Central 0NNC): Iowa, Kansas, Minnesota,

Missouri, Nebraska, North Dakota, South Dakota
South Atlantic (SA): Delaware, District of Columbia, Florida,

Georgia, Maryland, North Carolina, South Carolina, Virginia,
West Virginia

East South Central (ESC): Alabama, Kentucky, Mississippi,
Tennessee

West South Central (WSC): Arkansas, Louisiana, Oklahoma,
Texas

Mountain (MTN): Arizona, Colorado, Idaho, Montana, Nevada,
New Mexico, Utah, Wyoming

Pacific (PAC): Alaska, California, Hawaii, Oregon, Washington

and impact on the income distribution differed. The
extent of family income inequality varied noticeably
among the regions in 1994. The right side of Figure 6
indicates that the greatest degree of inequality was
present in the West South Central, Middle Atlantic,
and Pacific regions, where rich (90th percentile) fami-
lies had over 10 times as much income as poor (10th

percentile) families. (See Table 5 for a list of states in
each region.) The distribution was least unequal in the
West North Central and Mountain regions, in which
the rich/poor ratio was around 7-to-1.

The left side of Figure 6 shows the poor family’s
income in each region relative to the region’s median
income, and the rich family’s income relative to the
median. The "leaders" in inequality, the West South
Central, Middle Atlantic, and Pacific regions, had
large spreads at both the top and bottom of their
income distributions--the 10th percentile family had
less than one-quarter of the income of the median
family, while the 90th percentile family had 2V4 to 2~/2
times the income of the median family. The 90th/10th

ratio measttre of inequality is especially sensitive to
differences at the bottom, and what distinguishes
the low-inequality Mountain and West North Central
regions is that the 10th percentile family had about
30 percent of the median family’s income.

While inequality rose in all regions, tlieir relative
rankings were not entirely stable. Figure 7 summa-
rizes the evolution of nonelderly family income in-

equality in the nine regions over roughly five-year
intervals from 1973 to 1994. Inequality increased in
most of the regions in most of the periods shown in
the cliart (the major exception being the mid to late
1980s), and the increases were due predominantly to a
deterioration in the incomes of poor families relative
to the median in tlieir region.

While some of the regions’ relative rankings
moved over time, the picture in Figure 7 is not one
of widespread reversals of inequality rankings. Thus,
for example, the New England, West North Central,
and Mountain regions retained relatively low inequal-
ity over the entire period, while the Pacific, West
South Central, and East South Central regions were
fah’ly consistently at the high end. The next section
compares the inequality of family incomes with wage
inequality in the regions, and the following section
discusses some of the economic factors that might
account for these regional patterns.

Wage Inequality among the Regions

Figure 8 compares levels of wage inequality and
family income inequality among the nine regions
and the United States in selected years. The scatterplot
shows a fairly strong positive association--region-
years with higher wage inequality typically show
higher family income inequality as well. Some of the
association simply reflects the fact that both types
of inequality rose over time. Nonetheless, all the
points do not fall on a line, so factors other than wage
inequality contribute to the inequality of family in-
comes.

Figure 9 plots the time patterns of wage and
family income inequality for four regions: New En-
gland, Pacific, Mid-Atlantic, and East South Central.
Each region’s level and pattern of year-to-year
changes in wage inequality are roughly, but far from
exactly, reflected in family income inequality.

The Regional Economies

In considering how regional economic perfor-
mance might be associated with regional inequality,
economists can dra~v on two bodies of research re-
lating national econolnic performance to inequality:
studies of inequality over the business cycle and
studies of inequality differences among nations at
different stages of economic development. This latter
research asks whether economic growth and inequal-
ity are complementary or competitive. The debate
often traces its roots to Kuznets (1955), who argued
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Figure 7

Family Income Inequality by Region, 1973 to 1994, Selected Years
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a Inequality measured as ratio of 90[h percentile family income to lOth percentile.
Source: Author’s calculations based on U.S. Bureau of the Census, Current Population Survey, March 1974, March 1980, March 1985,
March 1990. and March 1995.
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that inequality rises at the early stages of economic
development and industrialization, and falls only later
as growth continues. More recently, a consensus
seems to have developed on the facts (which are
inconsistent with Kuznets’ hypothesis): In a broad
cross section of nations, greater economic growth is
associated with lower inequality. The mechanisms
that underlie this association, and even the direction
of causation, are still hotly debated, however. (See,
for example, articles by Albelda and Tilly 1995; Bird-
sall, Ross, and Sabot 1995; and Chang 1994.)

Most U.S. regions’ economic fort~mes are linked
to national business cycles. Local manufacturers sell
their products in national and international markets,
and other local businesses and consumers are affected
by nationwide factors such as interest rates and ex-
change rates. Nonetheless, regions do not move in
lockstep with the nation. Occasionally a region will
experience a recession or boom that does not mirror
the national cycle. More frequently, the timing and
amplitude of the cycle will differ among the regions.

For example, while the country as a whole did not
see falling inequality during the 1980s expansion, the

experience of New England as compared with other
regions is consistent with the "typical" cyclical pat-
tern. New England experienced an economic boom of
unusual proportions, enjoying unemployment rates
in the 3 to 4 percent range in the late 1980s while the
national rate was running at 5 to 6 percent. Although
income inequality rose in all regions during the 1980s,
it rose least in New England. Indeed, New England
was the only one of the nine Census divisions in which
the income of the 10th percentile family rose in real
terms between 1979 and 1989; in the other eight
regions, the income of poor families fell.

Shnilarly, Texas (in the West South Central re-
gion) and the other oil states suffered a severe eco-
nomic decline while the rest of the nation expanded in
the early to mid 1980s; Figure 7 shows a steep increase
in inequality there between 1984 and 1989 (when
inequality was declining in some other regions). The
"rust belt" East North Central and Middle Atlantic
states enjoyed their fastest employment growth in
the 1984-89 period--initially reflecting their recovery
from the severe recession of 1981-82--and simulta-
neously experienced declines in income inequality.
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Figure 8

Inequality of Wages and Family Incomes
Scatter Plot by Region, Selected Years 1973 to 1994

Family Income Inequaldya

12

1973
1979
1984
1989

MA WSC
1994

PAC
©WSC

_ MA US
G’ESC ESC

:- ENC ENC

<;M,~ENC ~i[::,\ V~q~
SA

-PA~
, ,MTN

Ows~        , MTN

WNC

OWNC , WNC

~MA OU~"N E~SA IESC I

0 PAC ~SA
OENC ),~N~WNCMTN

OWNC
OENC

lO

8

6

4
3

Full-lime Full-Year Male Wage Inequalitya

a Inequality measured as ratio of 90th percentile income or earnings to 10th percentile

See Table 5 for region definitions.
Source: Author’s calculations based on U.S. Bureau of the Census, Current Population Survey, tvlarch 1974, March
1980, lvlarch 1985, March 1990, and March 1995.

New England’s boom was followed by a downturn
that began earlier and was much more severe than the
national recession of 1990-91, in which the region lost
one in 10 jobs and saw inequality rise noticeably. The
Mountain states, by contrast, suffered virtually no em-
ployment loss in the early ’90s recession and showed
only a very small rise in inequality between 1989 and
1994.

These regional patterns are consistent with the
hypothesis that economic growth reduces inequality
while tough times are accompanied by rising inequal-

ity. When a region’s pace or
direction of economic growth
and decline does not match
the national cycle, the rela-
tive degree of inequality in
the region often shifts accord-
ingly.

Regions also vary con-
siderably in their industry
mix, another factor hypothe-
sized to be associated with
earnings inequality. All the
regions saw a sizable down-
trend in the fraction of em-
ployment in manufacturing
over the past two decades.
Before the recession of 1973-
75, the East North Central,
East South Central, and New
England regions had the
highest fraction of nonagri-
cultural employment in man-
ufacturing (30 percent or
more), and the Mountain
states were alone at the other
extreme, with less than 15
percent. By 1994, only the
East North Central m~d East
South Central regions had
more than 20 percent manu-
facturing jobs. The Mountain
region’s manufacturing share
had fallen the least but re-
mained at the low end with
about 10 percent of nonfarm
jobs in manufacturing.~6

Patterns of part-time
work also vary among the
regions. In the nation as a
whole, the fraction of workers
on part-time schedules rose

from 14.6 percent in 1973 to 15.3 percent in 1994. The
part-time fractions in the West North Central and

26 If industry mix were a crucial determinant of inequality, one
would expect inequality to be higher in the Mountain states than in
New England, the East North Central, and East South Central
regions. If changes in industry mix were important, then inequality
would be rising everywhere, but relatively high in New England
and low in the Mountain states, East North Central, and East South
Central. Figure 7, however, shows the New England and Mountain
regions with consistently low inequality over the 1973-94 period,
while East North Central rose from low to medium, and East South
Central stayed near the middle.
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Figure 9
Inequality of Family Incomes and Individual

Earningsa
Selected Regions, Selected Years
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a Earnings inequality measured for full-time, full-year earnings of men.
b Inequality measured as ratio of 90th percentile to lOth percentile.
Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1974, March "1980, March 1985.
March 1990, and iVlarch 1995.

New England regions were consistently above the
national average (over 18 percent and about 17 per-
cent, respectively) but did not rise appreciably. The
South Atlantic region’s part-time fraction was below
average, but also changed little, staying below 14
percent over the period.

Regional Differences in Family Structure,
Work Patterns, and Income Sources

In addition to the differences in their economies
outlined above, the regions have somewhat different
demographic profiles, c~fltures, traditions, or histories
that may cause their family structure and work pat-
terns--and hence income inequality--to vary. For
example, the fraction of nonelderly families headed
by a single parent was l’dghest (30 percent) in the
relatively high-inequality Pacific and East South Cen-
tral regions in 1994 and lowest (24 percent) in the
relatively low-inequality Mountain states.

Among single-parent families, variations in fam-
ily work patterns should also be associated with

differences in inequality. The average number of
workers in one-head families was highest in 1994
in the relatively low-inequality Mountain and West
North Central regions and lowest in the relatively
high-inequality Middle Atlantic states.

For some regional population characteristics,
however, the relationship with family income inequal-
ity, even hypothetically, may be more complicated.
The relationship between educational attai~m~ent and
inequality is especially ambiguous. As discussed ear-
lier, the premium to education reflects the interaction
between the demand for educated workers and the
supply, and its rise is generally attributed to faster
growth in demand for college-educated workers than
in their supply. Thus, if all regions faced a similar
demand for educated workers, one would expect
lower wage premiums and lower inequality in regions
with more educated workers. However, if the demand
for educated workers is higher in regions with more
educated workers, as seems likely based on theories of
how businesses decide where to expand or locate, the
wage premium need not be louver in those regions.
And to the degree that demand is increasing faster
than supply, the premium to education might actually
increase more rapidly in areas with more educated
workers.~7 The data show the 1994 fraction of the adtdt
population with a college degree (or more) ranging
from 31 percent in relatively lo~v-inequality New En-
gland to 18 percent in the more unequal East South
Central region.

The average family’s mix of income sources also
varied among the regions, although not very mark-
edly. For example, transfers as a percent of nonelderly
family income varied by only 2 percentage points in
1994 from the highest region (Pacific) to the lowest
(Mountain).

The next section uses multiple regression analysis
to sort out and quantify the relationships between a
variety of demographic and economic characteristics,
on the one hand, and the degree of income inequality,
on the other, both over time and among U.S. regions.

27 A related hypothesis is more mechanical: If the national rise
in the educational ~vage premium in the 1980s stretched out the top
of the income distribution, one would expect that regions with a
more educated population would have greater inequality. How-
ever, as noted in the next sentence, the college percentage is over 15
percent even in the lowest region, so increased returns to the
college-educated might not be capb.tred by the measure of inequal-
ity used here, since it reflects only the 90~h and 10Ch h~come
percentiles. Thus, increased returns to education might raise the
incomes of the top 30 percent of families in New England and only
the top 15 percent in the East South Central region; in both regions,
thus, the 90~h percentile’s income would be higher compared to the
10"s than before the returns to education rose.
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Since some of the demographic and cultural changes
that are hypothesized to be causes of income inequal-
ity have moved only gradually over time and, in some
cases, quite steadily in one direction, their contribu-
tions are very difficult to identify in time-series anal-
yses of the upward trend in U.S. inequality. To the
degree that they differ among regions, using regions
as observations may allow some isolation of their
effects.

IlL Family Inco~ne Inequality: Differences
over Time and among Regions

The preceding sections of this article have intro-
duced (explicitly or implicitly) a number of hypothe-
ses regarding causes of increased family income in-
equality in the United States. This section attempts
to explore these hypotheses econometrically, using
data on U.S. regions over the 1973-94 period, hnme-
diately below, the data are described. The next sub-
section presents the econometric results and summa-
rizes the findh~gs regarding each group of hypotheses.

Measures of both economic
prosperity and demographics and

family structure seem to influence
the degree of family income

inequality, independent of the
local degree of wage inequality.

A third subsection interprets the results, quantifying
specific factors’ contributions to interregional differ-
ences in inequality and to the 1973 to 1994 rise in U.S.
inequality.

The Data

Measures of nonelderly family income inequality
are regressed on a variety of explanatory variables
using a pooled time-series, cross-section set of 90
observations: l~e U.S. regions by ten years (1973,
1979, 1984, and 1988 to 1994). The regressions use data
mostly drawn from the U.S. Current Population Survey
(CPS), March Supplement, which reports demo-
graphic characteristics of families as of the survey date

in March and income and work characteristics for the
preceding calendar year. Table 6 reports summary
statistics and sources.

Hypotheses related to the health of the local
economy and economic growth are examined using
measures of employment growth, unemployment
rates, and median family income. Inequality-related
characteristics of regional labor markets are summa-
rized with measures of labor force participation and
the prevalence of part-time work. To gauge the impor-
tance of the educational wage premium, the fraction
of the adult population (age 25 and older) with a
college degree is included. Industry mix is proxied by
the share of employment in manufacturing.

Demographic variations among regions and over
time are captured in variables tallying the fraction
of (nonelderly) families headed by single parents and
the fractions of the population that are black or His-
panic. Family work patterns are reflected in the aver-
age number of workers in married-couple and one-
head families.

Regression Results

Table 7 reports the estimated coefficients from
several equations "explaining" family income inequal-
ity, measured as the ratio of the 90th percentile non-
elderly family’s income to that of the 10th percentile
family. Column (1) reports results for an inclusive set
of economic, demographic, and family structure vari-
ables. Columns (2) through (4) try out three additional
types of h~fluences: h~dustry mix, income composi-
tion, and wage inequality.

Table 8 examines disparities in the top and bot-
tom of the income distribution separately, using log-
aritluns so the results are additive. Column (1) reports
an equation identical to column (1) of Table 7, except
that the dependent variable is in logs. Columns (2) and
(3) include the same explanatory variables but have
as dependent variables the log of the 90th/50th ratio
and the log of the 50th/10t" ratio.

Table 9 also uses the same set of explanatory
variables as column (1) of Table 7. Three alternative
inequality measures are used as dependent variables:
individual wage inequality as measured by the 90th/
10th annual earnings ratio for full-time, full-year men;
the ratio of 80th percentile family income to 20th per-
centile family income; and the ratio of average income
in the richest quintile to average income in the poorest
quintile.

Most of the variables in most of the equations
shown in Tables 7 to 9 obtain coefficients that are
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Table 6
Variable Means and Sources
Pooled regional cross-section time series, selected years 1973 to 1994 (N = 90)

Standard~
Variable Name:

Inequality ratio: 90th/10th
Logarithm of ratio: 90th/10th
Logarithm of ratio: 90th/median
Logarithm of ratio: median/10th
Inequality ratio: 80th!20th
Quintile average income ratio:

richesVpoorest
Wage inequality (male 90th/10th)
% change in employment from

year earlier
Unemployment rate previous year (%)

Mean Deviation Minimum Maximum Source
7.8 1.5 4.6 10.7 CPS
2.03 .20 1.52 2.37 CPS

.77 .07 .61 .92 CPS
1.27 .15 .91 1.55 CPS
3.5 .5 2.5 4.5 CPS
9.0 1.6 5.4 12.2 CPS

4.8 .6 3.3 6.2 CPS

Notes

These ratios are all based on money
income data for nonelderly families;
selected percentiles.

2.6 2.2 -5.0 7.6 BLS
6.4 1.6 3.1 12.3 BLS

Labor force participation rate (%) 65.5 3.0 57.5 71.8 BLS
Percentage of workers part-time 15.5 1.8 12.1 19.2 CPS
Median family income ($000) 40.3 4.8 30.3 54.8 CPS
% adults (25+) with college degree 19.9 4.6 8.5 30.5 CPS
% families headed by single parents 25.0 4.5 12.7 32.7 CPS
% population black 11.0 6.8 1.9 22.8 CPS
% population Hispanic 7.7 6.9 .2 24.7 CPS
Avg. no. of workers, married-couple

families 2.0 .1 1.8 2.1 CPS
Avg. no. of workers, one-head families 1.3 .1 1.1 1.5 CPS
% employment in manufacturing 18.9 5.0 10.2 33.7 BLS
% of income from earnings 89.0 1.2 86.9 93.6 CPS

Note: CPS is U.S. Bureau of the Census, Current Population Survey, March, various years. BLS is
establishment series.

Ratio of average income of richest fifth
of families to poorest fifth
Annual earnings, full-time, full-year men.

Nonagricultural employment
Unemployed/labor force, lagged
Labor force/civ, noninst, pop.

See note on ratios above

% of nonagricultural employment
Earnings = wages & salaries plus

self-employment income
U,S. Bureau of Labor Statistics, household and

significantly different from zero and of the expected
signs. The results are discussed and interpreted in the
following subsections.

The economy. Most of the hypotheses related to the
health and structure of the economy are supported by
the data. In these equations, regions (years) in ~vhich
employment expanded faster from the prior year have
lower inequality, other things equal. In addition,
where (or when) median family income is higher,
income inequality tends to be lower, all else equal.2s
Furthermore, higher unemployment (lagged one year)
is associated with greater inequality, reflecting the
fact that unemployment is not spread evenly across
the work force.

This tmeven impact is revealed further in Table 8,
where the estimated coefficients indicate that higher
unemployment has no discernible effect on the spread
at the top of the distribution, but is associated with
greater disparities in income between middle-income
families and poor families. Employment growth also
has its hnpact on inequality through raising the bot-

tom of the distribution relative to the median, not by
raising the median relative to the top (or bringing
down the top). By contrast, most of the inequality-
lowering impact of a higher median income appears to
work through compression of the top of the distribu-
tion rather than the bottom.29

When percent of employment in manufacturing

2s Note that the income fi~res are adjusted for inflation using
the U.S. consumer price index, but they are not corrected for
regional differences in the cost of living. These differences can be
substantial. For example, consumer prices rose about 10 percent
more h~ Boston during the 1980s than in the nation as a whole.
(Neither the U.S. adjustment nor regional adjustments would affect
the 90th/10th percentile inequality measure because it is a ratio of
two income numbers, both multiplicatively adjusted in the same
way.)

~9 Since the median is tlie numerator of the dependent variable
in column (3) of Table 8, however, it may be that the indistinguish-
able-from-zero impact reflects a truly inequality-lowering impact of
a higher median offset by the aritlnnetic effect of a higher munerator
in the measure. The arithmetic and inequality effects are rei~fforcing
for the dependent variable in column (2), in wliich the median is the
denominator.
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Table 7
Regression Results - Family Income Inequality
Pooled regional cross-section time series, selected years 1973 to 1994
(Standard errors in parentheses below estimated coefficients)

Dependent Variable

Ratio: Ratio: Ratio: Ratio:
Explanatory 90th/lOth 90th/lOth 90th/lOth 90th/lOth
Variables: (1) (2) (3) (4)

Constant 3.7 3.6 - 10 2.4
(2.9) (2.9) (8) (2.6)

% change in employment -.089"*" -.087 .....088 .... .090***
from year earlier (.033) (,034) (.033) (.029)

Unemployment rate (%), .14"*" .13"** .16"** .13"*"
previous year (.04) (.04) (.04) (.03)

Labor force participation -,21 *** -.21 *** -.22*** -.19""
rate (%) (.04) (.04) (.04) (.04)

Percentage of workers .26*** .27*** .25*** .21
part-time (.08) (.08) (.08) (.07)

Median family - .073 .....080*** - .083 .....014
income (000) (.025) (.028) (.025) (.025)

% adults (25+) with .054 .065 .079* .0050
college degree (.039) (.045) (.041) (.036)

% adults (25+) with col. .044*** .045"** .039*** .030"*
degree, post-1979        (.014)     (.015)     (.014)     (.013)

% families headed             .12"**     .11"**     .15"**     .12"**
by singte parents (,03) (.03) (.03) (.03)

% population black .12"** .12"** .11"*" .090"**
(.02) (.02) (.02) (.021)

% population Hispanic .12"** .12"** .12"** .089"**
(,02) (.02) (.02) (.015)

Avg, no. of workers, 6.4*** 6,5*** 6.2*** 4.6"**
married-couple families (1.9) (1.9) (1.8) (1.7)

Avg. no. of workers, -2.6** -2.7*** -2.1"* -2.5"**
one-head families (1.0) (1.0) (1.0) (.9)

% of employment in .0095
manufacturing (.019)

% of income from .15"
earnings (.08)

Wage inequality ratio: male .76"*"
earnings 90th/10th (. 16)

No. of observations 90 90        90 90

Adjusted R-squared .90 .90 .90 .92
"Significantly different from zero with 90 percent confidence.
**Significantly different from zero with 95 percent confidence.
*’*Significantly different from zero with 99 percent confidence,
Source: Author’s calculations; see Table 6 for variable definitions.

reflect the fact, noted earlier, that the
earnings distributions of manufacturing
and services became more alike over the
period. Nonetheless, despite the strong
association suggested by national trends
(loss of mantffacturing jobs accompa-
nied by rising inequality), this time-
series cross section of regions finds no
independent effect of the composition of
jobs among industries on family income
inequality once the other included eco-
nomic and demographic variables are
controlled for.

Higher labor force participation
rates are also associated with lower in-
equality. Apparently the broader the in-
volvement of the working-age popula-
tion in the labor market, the more evenly
shared are incomes. And regions (years)
with more workers on part-time sched-
ules have a more unequal income distri-
bution because part-time workers’ louver
annual earnings pull down the bottom of
the distribution.

Thus, the typical cyclical pattern
shows up in these pooled time-series,
cross-section data, as does the pattern
typically fom~d in international data.
That is, prosperity (high family income,
low unemployment rate, faster employ-
ment growth, more people working, and
working more hours) is associated with
lower inequality, other things equal.
However, the economy’s structural shift
away from manufacturing and toward
services is not part of the story.

Educational attaimnent. The educa-
tional wage premium also shows clearly
in these data. Regions (years) with a
higher fraction of the population college-
educated show more inequality, other
things equal. Because the earnings in-
equality literature finds that the educa-
tional wage premium rose in the 1980s
but not the 1970s, a separate college
coefficient is estimated for the years after
1979.a~ While the college coefficient is

industries is included (Column (2) of Table 7), it fails
to obtain an estimated coefficient that is significantly
different from zero.g° This lack of impact may partly

30 Shnilarly, variables measuring percent of employment in
services industries or the change in either mantffacturing or ser-
vices’ share of employrnent obtain coefficients that are statistically
indistinguishable from zero (results not shown).
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always significantly different from zero
in the 1980s and ’90s, in most of the
equations reported here, educational at-
tainment has no significant effect in the
1970s. Reflecting the fact that worker(s)
in the 10th percentile family typically are
not college-educated,32 the decomposi-
tion of inequality in Table 8 suggests that
regions (years) with more college-edu-
cated residents have a higher median
income and an even higher (relative to
the median) 90th percentile income.

As noted earlier, the growing col-
lege wage premium reflects faster
growth in the de~nand for college-edu-
cated workers than in the supply. As the
emphasis on education rises, employers
~vottld be increasingly attracted to locate
or expand in regions with a more edu-
cated work force. In this case, the co-
efficient would reflect proportionally
greater increases in demand for edu-
cated workers (hence higher incomes for
them) in regions like New England that
have relatively high levels of educational
attainment than in the East South Cen-
tral and West South Central regions with
lower attainment.33

Population and family characteristics.
Demographic factors are strongly associ-
ated with income inequality. Inequality
is higher where (when) there are more
single-parent families. Inequality is also
higher where the fraction of the popula-
tion that is black or Hispanic is ttigher.
All of these groups (single-parent fami-
lies, black families, and Hispanic fami-
lies) are typically underrepresented at
the top of the income distribution. Inter-
estingly, the decomposition in Table 8
suggests that, of these demographic
variables, only the single-parent fraction
has its dominant impact on inequality
through pulling down the bottom of the
income distribution. The other variables
are associated with the spread at the top of the
distribution as well as at the bottom, although the

Table 8
Regression Results - Fmnily Income Inequality
Decomposition
Pooled regional cross-section time series, selected years 1973 to 1994
(Standard errors in parentheses below estimated coefficients)

Explanatory
Variables:
Constant

% change in employment
from year earlier

Unemployment rate (%),
previous year

Labor force participation
rate (%)

Percentage of workers
part-time

Median family
income (000)

% adults (25+) with
college degree

% adults (25+) with col.
degree, post-1979

Dependent Variable
Logarithm of Logarithm of Logarithm of

Ratio: Ratio: Ratio:
90th/10th 90tWmedian Median/10th

(1) (2) (3)
1.4"** .59"*" .76**
(.3) (. 15) (.30)

-.010"* ,0011 -.011"**
(,004) (.0017) (.003)
.018*** ,0015 .017"*"

(.005) (.0021) (.004)
-.025 .... .0046** -.020"**

(.005) (.0023) (.004)
.031 *** -.00085 .032"**

(.01 O) (.0044) (.009)
-.0096 .... .0079 .... .0017
(.0029) (,0013) {,0026)
.0073 .0061"** .0013
(.0046) (.0021) (,0041)
.0064"** .0019*~ .0045"*"
(,0017) (,0008) (.0015)

.016*** .0032"* .013***
(.003) (.0016) (.003)
,015*** .0036*** .012***

(.003) (.0012) (.002)
.015*** ,0051"** ,010"**

(.002) (.OOO8) (.002)
.80"** ,24"* .56"**

(.22) (.10) (.19)
-.33"** .0094 -,34***

(.12) (.053) (.11)
90 90 g0

.93 ,87 .89

% families headed
by single parents

% population black

% population Hispanic

Avg. no. of workers,
married-couple families

Avg. no. of workers,
one-head families

No. of observations
Adjusted R-squared
*Significantly different from zero with 90 percent confidence.
*’Significantly different from zero with 95 percent confidence.
***Significantly different from zero with 99 percent confidence.
Source: Author’s calculations; see Table 6 for variable definitions.

estimated coefficients for the bottom--the median/
10th equation--are larger than for the top.

3~ The post-1979 coefficient is additive; that is, the estimated
effect of college in the 1980s to ’90s is indicated by the sum of the
two coefficients. When the post-1979 coefficient is significantly
different from zero, it indicates that the post-1979 effect of college is
significantly higher than the 1970s effect.

~2 Table 2 shows five to seven times as many college graduates
in the richest quintile of families as in the poorest quintile.

~3 The more mechanical explanation is that families with col-
lege-educated workers, in any region, pull ahead of those without a

July/August 1996 New England Economic Review 73



Table 9
Regression Results - Alternative Dependent Variables
Pooled regional cross-section time series, selected years 1973 to 1994
(Standard errors in parentheses below estimated coefficients)

Dependent Variable

Wage Inequality 80th/20lh Quintile Average
Ratio: Percentile Family Income

Male Earnings Family Income Ratio:
Explanatory 90th/10th Ratio Richest/Poorest
Variables: (1) (2) (3)
Constant 1.7 2.7*** 7.3**

(1.9) (.9) (2.8)

% change in employment .0015 -.018~ -.049
from year earlier (.021 ) (.010) (.032)

Unemployment rate (%), .0087 .033*** .12"**
previous year (.025) (.012) (.04)

Labor force participation - .025 - .040 .... .18***
rate (%) (.028) (.013) (.04)

Percentage of workers .072 .063** .21"*
pad-time (.054) (.026) (.08)

Median family - .078 .... .033 .... .12***
income (000) (.016) (.007) (.02)

% adults (25+) with .065** .018 .036
college degree (.025) (.012) (.038)

% adults (25+) with col. .018"* .011 ** .063***
degree, post-1979 (.009) (.004) (.014)

% families headed -.0024 .039*** .12***
by single parents (.019) (.009) (.03)

% population black .041 *** .032*** .11 ***
(.015) (.o07) (.o2)

% population Hispanic .043"*" .035*** .11"**
(.010) (.005) (.02)

Avg. no. of workers, 2.3* .93 4.6**
married-couple families (1.2) (.57) (1.8)

Avg. no. of workers, -.24 -.27 - 1.4
one-head families (.65) (.31) (1.0)

No. of observations 90 90 90

Adjusted R-squared .72 .90

"Significantly dilferent from zero with 90 percent confidence.
"Significantly different from zero with 95 percent confidence.
""Significantly different from zero with 99 percent confidence.
Source: Author’s calculations; see Table 6 for variable definitions.

earlier showing that most one-head fam-
ilies are near the bottom of the income
distribution and two-earner married-
couple families are more prevalent in the
middle and top, a simple interpretation
would be that more work among one-
head families brings up the bottom
while more workers in married-couple
families stretch the top of the income
distribution. Table 8 tells a slightly more
complicated story for married-couple
families, however: More work effort by
members of married-couple families
stretches the bottom of the distribution,
presumably by raising the median rela-
tive to the 10th percentile income, and
stretches the top by raising the 90th per-
centile income even more.

The mix of income sources barely
influences the degree of family income
inequality. Column (3) of Table 7 reports
a version of the equation that includes
the fraction of income from earnings.
The coefficient is positive (regions or
years in which earnings comprise a
greater share of family income tend to
have higher inequality, other things
equal), but significantly different from
zero at only the 10 percent level. Other
measures of income mix show no rela-
tionslxip with inequality.

The final column of Table 7 reports
an equation that adds wage inequality
to the list of variables. While this equa-
tion is an hlteresting descriptive exer-
cise, the usual caveats regarding caus-
ative interpretations for estimated
coefficients apply with particular force

.92 here. The most striking result, however,
is how little the other coefficient esti-
mates are affected by the inclusion of
wage h~equality (measured among full-
thne, fr~ll-year male workers), given that
many of the explanatory variables
would be expected to have their effects

on family income inequality by affecting wage h~-
equality. While the coefficients on a number of vari-
ables are somewhat smaller in coltunn (4) than in
column (1), the only coefficient that falls to zero is the
one on median family income. Thus, measures of both
economic prosperity and demographics and family
structure seem to i~ffluence the degree of family in-

Inequality is higher where (when) the average
number of workers in married-couple families is
higher and where the average number of workers in
one-head families is lower. Given the data examined

college degree and stretch out the distribution in proportion to their
fraction of the populatiou.
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come inequality, independent of the local degree of
wage inequality.

An equation with wage inequality as its depen-
dent variable might be expected to shed further light
on which factors’ effects on family income inequality
occur mostly through their effects on wage inequality,
but the results (shown in column (1) of Table 9) are
somewhat surprising. The estimates indicate that most
of the economic factors (employment growth, lagged
unemployment, labor force participation, and part-
time work) are not associated with wage inequality,
while one of the family variables is (workers in

The two most important factors
associated zoith the observed

rise in U.S. income inequality
from 1973 to 1994 were the
increasing fraction of families
headed by single parents and

the rising payoff to college
education in the 1980s.

married-couple families).34 In addition to these unex-
pected findings, the equation does confirm a rising
college wage premium (the college coefficient is sig-
~zificantly higher after 1979 than before), as ~vell as
greater wage inequality in regions with a higher
percentage black or Hispanic population, and higher
median income, other things equal.

The alternative measures of family income in-
equality used as dependent variables in Table 9 pro-
duce results that are very similar to those for the basic
family inequality measure used in Table 7. Column
(2) of Table 9 uses the ratio of the 80tl: percentile family
income to the 20th percentile family; column (3) has
the ratio of average income in the richest quintile to
average income in the poorest quintile. The silnilarity
of coefficient patterns is not surprising since all three
ratios moved similarly over the 1973-94 period (see
Appendix A for a comparison of the measttres). The
employment gro~vth coefficient is noticeably weaker

34 Since the wage inequality measure is for full-time, full-year
workers, the zero effect of labor force participation and part-time
~vork is not surprising--those variables determine whether or not a
worker is considered full-time, full-year.

in the 80"ff20~h equation than in the 90th/10th, and
becomes indistinguishable from zero in column (3).
Am.ong the other variables, a number of the estimated
coefficients are slightly weaker with the alternative
inequality measures, but only the coefficients on num-
ber of workers in one-head families fall to zero.

htterpretation of Results

One way to understand what the regressions
imply about inequality is to use the coefficient esti-
mates to "explain" inequality differences among re-
gions or the observed rise in U.S. inequality from 1973
to 1994. Multiplying actual variable values in a specific
year or region by the estimated coefficients shown in
coltman (1) of Table 7 provides a "prediction" of the
inequality ratio for that year or region. Comparing
those predictions over time or across regions allows
the predicted change (or difference) in inequality to be
associated with changes (or differences) in specific
factors.

Nationally, the ratio of 90th percentile income to
10th percentile income rose by 3.8 (from 5.4 to 9.2)
between 1973 and 1994. The predicted value (based on
U.S. variable values) rose by almost as much (3.5). The
two most important factors associated with the rise
were the increasing fraction of U.S. families headed by
single parents and the rising payoff to college educa-
tion in the 1980s (see the first panel of Table 10).35 An
expansion in the Hispanic fraction of the poptilation
was also a factor, as was the rising number of workers
in the average married-couple family. Changes in the
economy (employment gro~vth was slower and the
unemployment rate and part-time fractions were
higher in 1994 than in 1973) also contributed to the rise
in inequality, but to a lesser extent, and so did a slight

35 Wage inequality also rose over the 1973-94 period, but
separating out the direct effect of rising wage inequality does not
change the nature of these results. If the figures in Table 10 were
computed using the coefficients from the equation including ~vage
inequality (column (4) of Table 7 instead of cokman (1)), the
"college" contribution would be 0.7 instead of 1.6; the direct
contribution of changes in the wage inequality variable is 1.1; the
other estimates are essentially unchanged. Thus, the effect of tlie rise
in single parenting on family income inequality is vhtually the same
~vhether or not wage inequality is included in tlie equation, consis-
tent with the expectation that family structure wonld affect family
h~come inequality but not the distribution of wages. College edu-
cation, by contrast, known to have contributed snbstantially to the
rise in wage inequality, makes a smaller independent addition to
family income inequality once wage inequality’s effect is removed.
And when included, the increase in wage Lnequality itself (presum-
ably including whatever part of that increase is attributable to the
growing college premium) is the second most important factor
associated ~vith rising family inequality.
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Table 10
Major Factors in Family Income h~equality

Dilference or
Change in

Inequality Ratio

I. Trend: increase in U.S. family income inequality, 1973-94
Actual +3.8
Predicted (fitted value of regression) + 3.5

Estimated contribution of 1973-94 actual U.S. increase in:
% families headed by single parents +1.5
% adults (25+) with college degreea +1.6
% population Hispanic +.6
Avg. no. of workers, married-couple families +.3
Labor force participation rate - 1.3

II. Cycle: Increase in U.S. family income inequality, 1990-92
Actual +.6
Predicted + .6

Estimated contribution of 1990-92 actual U.S. change in:
Employment growth +. 1
Unemployment rate (lagged one year) +.2

III. Regional level: Difference between New England average
and all-regions average
Actual - 1.0
Predicted - 1.0

Estimated contribution of difference between New England
and all regions in:

% population black -.9
Median family income -.6
Labor force participation rate -.5
% population Hispanic -.5
Avg. no. of workers, married-couple families +.8
% adults (25+) with college degreea +.5
% of workers part-time +.4

IV. Regional boom: Decrease in New England inequality,
1984- 89
Actual -.3
Predicted - 1.5

Estimated contribution of 1984-89 actual New England change in:
Median family income -.7
Unemployment rate (lagged one year) -.5
Labor force padicipation rate -.4
Avg. no. workers, one-head families -.3
% families headed by single parents -.3

V. Regional bust: Increase in New England inequality, 1989-94
Actual + 1.6
Predicted + 2.7

Estimated contribution of 1989-94 actual New England change in:
Median family income +.4
Unernployment rate (lagged one year) + .5
Labor force participation rate +.2
Avg. no. workers, one-head families +.8
% families iqeaded by single parents +.7

aCollege "contribution" reflects both rise in fraction with college and rising return to college
(higher estimated college coefficient after 1979).
Note: Inequality measured as ratio of 90th percenlile income to 10th. "Contributions" are
based on coefficients reported in Table 7, column (1).
Source: Author’s calculations; see Table 6 for variable definitions.

decline in the average number of work-
ers in one-head families and a small rise
in the black fraction of the population.36
Over this period, the overall labor force
participation rate rose; in the absence of
this improvement, family income in-
equality in the United States would have
risen even more than it did.

The factors the equations identify as
most important in explainh~g the two-
decade rise in inequality are, not surpris-
ingly, trend variables--h~creases in sin-
gle-parenthood and college graduation
rates have cumulated over a relatively
long thne period. But other variables
may be more important in explainh~g
h~terregional or year-to-year variations
h~ h~equality. For example, both employ-
ment growth and the unemployment
rate move considerably over the busi-
ness cycle, but were only marginally
less favorable h~ 1994 (an expansion
year) than in 1973 (a pre-recession peak).
The rise in unemployment and declh~e
in employment growth that occurred
durh~g the 1990-91 recession, however,
accotmted for about one-half of the in-
crease in inequality that occurred be-
tween 1990 and 1992 (see second panel
in Table 10).37

Across all the regions, the greatest
variations in inequality are attributable
to h~terregional differences in racial and
etln’,ic mix, the prevalence of part-time
work, and labor force participation in
general and especially among married-
couple families.38 The esthnated coeffi-
cients h~dicate, for example, that New’
England’s comparatively low family in-

36 These factors making smaller estimated
contributions--about 0.2 each--are not shown in
Table 10.

3~ U.S. employment grew 1.4 percent in 1990
and only 0.3 percent in 1992; the nation’s unem-
ployment rate rose from 5.3 percent in 1989 (recall
that unemployment is lagged one },ear in the
regression) to 6.7 percent in 1991.

38 Differences between the highest and lowest
region in either 1973 or 1994 on each of the listed
variables "explains" a difference in the inequality
ratio of more than 1.0. In the 1980s and ’90s (but
not the ’70s), interregional differences in median
family income and college degrees also made con-
tributions this large.
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come inequality over the entire 1973-94 period was
associated with a number of factors, including its
above-average median income and labor force partic-
ipation, along with below-average fractions of black
and Hispanic population. (See the third panel of Table
10.) Partially offsetting these factors were more work-
ers in married-couple families, a higher percentage of
college graduates than the average region, and a
higher fraction of part-time workers.

The estimated coefficients can also be used to
explore why New England’s relative inequality fell
during its economic boom and rose during the recent
recession (see the final two panels of Table 10). The
drop during the region’s mid to late-1980s boom was
associated with improvements in the economy (in-
come rose and unemployment fell between 1984 and
1989), a rise in the region’s overall labor force partic-
ipation rate ~vith an associated increase in the number
of workers in one-head families, and a decline in the
fraction of single-parent families. Most of these im-
provements unraveled in the ensuing bust: The region
experienced higher unemployment, lower real family
incomes, an increase in the fraction of families headed
by single parents, and a decline in the average number
of workers in one-head families, all of wlzich were
associated with the rise in inequality between 1989
and 1994.

IV. Conclusions
Both economic and demographic factors have

contributed to increased family income inequality in
the 1970s, ’80s, and ’90s. According to the estimated
equations, the most important factors associated with
the two-decade rise in inequality are a rising fraction
of single-parent families and an increase in the payoff
to college education, offset by swelling labor force
participation. Also contributing was a rise in the
number of workers in married-couple families. Year-
to-year variations were attributable, in addition, to
year-to-year changes in rates of employment growth
and unemployment. Inequality differences among re-
gions are explained by those factors plus sizable
differences in racial and etlmic composition and labor
market characteristics such as the prevalence of part-
time work and labor force participation rates.39

B9 This choice of "most important" factors is based on the
"predicted value" exercise for the United States reported in the
previous section and on the size of estimated beta coefficients
associated with the equations shown in Tables 7 to 9.

Empirical analyses such as those reported here
capture relationships that may or may not reflect
causation. Lacking a causal connection, if policies
were to be directed at moderating or reversing this
rise in inequality, those aimed at improving economic
growth and facilitating and encouraging wide partic-
ipation in the labor market (if such participation can
be successful, not adding mostly to unemployment)
would seem most promising. That is, boosting em-
ployment growth and labor force participatiou and
reducing unelnployment and (involuntary) part-time
work are likely to raise the incolnes of the poorest
families, incomes that declined markedly in real terms
over the last two decades. Furthermore, even if such
efforts were not successful in reduch~g inequality,
enhancing and steadying economic growth and tap-
ping available human resources more effectively
through greater access and education would have
other salutary effects on the economy.

The payoff in terms of reduced
inequality is likely to be large to

any efforts that increase the
employability and productivity
of those currently at the bottom

of the income distribution.

The demographic factors identified as important,
by contrast, are not appropriately subject to policy
pushes. No one would suggest reducing the number
of workers in married-couple families as a method of
reducing inequality. Rather, any policies undertaken
might be aimed at changing the relationship between
these population composition characteristics and in-
come inequality. For example, the association between
single parenthood and racial and ethnic composition,
on the one hand, and income inequality, on the other,
might be altered through improvements in the func-
tioning of the economy and through policies targeted
on encouraging ~vork among families currently at-
tached only marginally to the labor force. That is, with
greater prosperity and better returns to work--stron-
ger economic growth and broader (successful) partic-
ipation in the labor market--more single-parent fam-
ilies and blacks and Hispanics might be able to move
up the income ladder, reducing the spread, or the
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weight, at the bottom of the distribution. Birdsall,
Ross, and Sabot (1995) describe several mechanisms,
"virtuous circles," by which policies that advance
development and growth also reduce inequality by
improving the economic prospects of a nation’s poor-
est families.4° Such arguments give a central role to
education.

Education is probably the most important lever
for enhancing growth and reducing inequality. While
the coefficients estimated here, taken at face value,
indicate that additions to a region’s pool of college-
educated workers are associated with increased in-
equality, they must be interpreted as reflecting faster
growth in the demand for college-educated workers
than in the supply in regions (years) with a more
educated popttlation. The policy goal, if any, must
thus be to alter the relationship,41 not to stanch the
spread of higher education. The educational wage

4o The "circle" is completed by a second stage of the process,
not examined here, tl~rough which the improvements in inequality
in turn provide the means, both economic and political, for further
investments (notably in increasing access to and the quality of
education) that enhance growth. Albelda and Tilly (1995) point out

premium would decline as a result of changes in either
the supply or demand for labor at various educational
levels: If the supply of college-educated labor grew
faster than the demand, the premium would fall.
Increasing access to, and raising the quality of, ele-
mentary and secondary education in the United States
would give more people the preparation needed for
success in college and would also increase the quality
of the non-college-educated work force. By the same
token, training or schooling to provide job skills to the
least prepared individuals and higher-quality high
school educations could slow the rise in demand for
college graduates by offering employers productive
substitutes without the college credential. The payoff
in terms of reduced inequality is likely to be large to
any efforts that increase the employability and pro-
ductivity of those currently at the bottom of the in-
come distribution.

a positive relationship between low inequality and gains in labor
productivity.42 That is, to change the coefficient, as indeed it changed in the

opposite, inequality-augmenting direction in the 1980s.
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Appendix A

Measures of Family Inco~ne h~equality

The analysis reported in this paper uses the ratio of
income of the 90th percentile family to the income of the 10th
percentile family to summarize the degree of family income
inequality in a particular year or region. The major advan-
tage of this measure is its simplicity; it is extremely easy to
understand what differences in this ratio mean. In addition,
the ratio is invariant to multiplicative transformations, an
important characteristic when comparing inequality over
time or across regions, when (where) levels of income may
differ considerably.

Figure A compares the 90th/10th percentile income ratio
for the United States with several other measures used in the
literature--the ratio of average income in the richest quintile
to average income in the poorest quintile, the 80~1~/20tl,
percentile income ratio, and Theil’s measure of income in-
equality. The chart shows the measures, indexed to their
1973 values, for 1973, 1979, 1984, and annually 1988 through
1994. All four measures move in tandem over the period--
rising more steeply from 1979 to 1984 than from 1973 to
1979, leveling out in the 1984-89 period, and falling in 1994.
The exact timing and amplitude of their movements, how-
ever, does not coincide, and the measure used in this
study--the 90th/10th ratio--rose the most in percentage
terms.

Figure A

Measures of Family Income Inequality
Selected Years

Percent Change from 1973

80

70

60
IQ5/Q1 MeansI

50                         \~,

40 ,/2I 80th/20th

1973 1979 1984 1988 1991 1994

] 90th/10th

Source: Author’s calculations based on U.S. Bureau of the Census,
Current Population Survey, March 1974, March 1980, March 1985.
March 1989 through March 1995.

Theil’s measure, based on information theory, is pre-
ferred by many analysts on conceptual grounds. It reflects
tlie shape of the entire income distribution (unlike the
90th/10th ratio or any measure based on only two points in
the distribution) altliough it is more sensitive to income
differences at tlie low end of the distribution. Thei!’s index
also has useful decomposition properties. But it is much
more complicated to calculate and to understand than the
90th/10th ratio.

The interpretation of the ratio of average incomes in
the richest and poorest quintiles is just as uncomplicated
as the 90th/10th ratio. Indeed, the 90th and 10th percentiles are
the median incomes witliin the richest and poorest quintiles.
Thus, the discussion that follows points out the relative
disadvantages of using quintile means ratlier than quintile
medians to reflect tlie typical well-being of families in each
qtdntile. A major drawback of the ratio of ricliest to poorest
quintile income averages is that averages are skewed by
outliers, which the 90th and 10th percentiles (quintile medi-
ans) are not. In the poorest quintile, the average income can
be pulled down substantially by negative incomes, but the
10th percentile income is positive in all cases. At the top, a
few very high-income families can skew the liighest quin-
tile’s average income.

Furthermore, income data in the U.S. Current Popula-
tion Survey are top-coded: Income values above a specific
amount (the top code) are reported as equal to the top code.
Top-coding obviously biases downward the average income
in the richest quintile.42 But since top-coding affects only the
richest 1 to 5 percent of families, the 90th percentile income
is not affected.

The ratio of income of the 80t" percentile family to
income of the 20th percentile family is, by definition, less
sensitive to changes in the lowest and highest one-fifth of
the distribution than the 90th/10th ratio. The choice between
the two therefore comes down to choosing a balance be-
tween over-sensitivity to outliers (which one would proba-
bly see in the 95th/5th ratio) and capturing changes in the
relative positions of "poor" and "rich" families.

The regressions reported in Tables 7 and 9 provide
another means of comparison between the 90th/10th ratio
and two of tlie alternatives--the 80th/20th and the richest/
poorest quintile averages. Columns (2) and (3) of Table 9
report equations specified to be identical to that in Column
(1) of Table 7, except the dependent variables in Table 9
are the alternative measures of inequality. The general
coefficient patterns are very similar in the equations. The
alternative measures of inequality, however, are less
strongly related to employment growth, part-time work,
and work patterns in one-head families than is the 90th/10th

ratio. This finding may reflect these factors’ strong effects
on the bottom of the income distribution and the greater
sensitivity of the 90th/10th ratio to differences in income at
the bottom.

42 Despite this downward bias, the ratio of richest to poorest
quintile income averages is greater than the ratio of richest to
poorest quintile medians (90~"/10~"). This occurs because outliers
raise the ratio of averages (pulling the average income in the top
quintile up and the bottom quintile’s average down) more than
top-coding reduces it (pulling the top-quintile average down).
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Figure B
Year-to-Year Changes in Total Employment and in

Real Family hlcomes at the 90th and lOth Percentiles
Percent Change in Income Percent Change in Employment1o

i~ lOth Percentile (left scale)

8 [] 90th Percentile (left scale) ----

% Change in Employment [-
6 (right scale) -- -- 4

-8

1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994

Note: Income data not available for 1975; 1976 bars show 1974-76 change at annual rate. Constant-dollar income calculated using U.S. CPI-U-X1.
Source: Author’s calculations based on U.S. Bureau of Labor Statistics, Employment and Earnings, and U.S. Bureau of the Census, Current
Population Survey, March 1974 through March 1995.

Appendix B

Year-by-Year Changes in the Iacomes of
Rich and Poor Families

Figure B shows year-to-year changes in total employ-
ment along with income changes for families at the 10th and
90th percentiles. In all the recession years (1974-76, 1980-82,
and 1990-91), real incomes declined at the bottom of the
distribution, but in some of those years incomes rose at the
top. h~ non-recession years, real incomes at the top always
increased, while those at the bottom somethnes fell. Out of
two decades of annual income changes, in only three years--
1988, 1989, and 1994--did the incomes of poor Americans
grow faster than the incomes of the rich.

Appendix C

1979 Data for Income Characteristics by Type of Family
and Family Work Characteristics by h~come Quintile

Fignre C reports 1979 characteristics by family type
corresponding to the 1994 data shown in text Figure 4. Table
C decomposes the 1979 disparities in average family earn-
ings among the quintiles into differences in average num-
bers of workers, annual work hours per worker, and earn-
ings per hour, as did text Table 4 for 1994.

Table C
Family Work Characteristics by Income
Quintile, 1979

Average Average Average
Family Annual Number Annual Average
Income Family of Family Hours per Earnings
Quintile Earnings Workers Worker per Hour
Poorest $ 8,450 1.1 1,380 $ 5.56
Second 24,500 1.6 1,650 9.03
Middle 37,650 1.9 1,720 11.78
Fourth 50,950 2.1 1,750 13,96
Richest 80,000 2.4 1,760 18.61

All $40,300 1.8 1,680 $13.10

Ratio: Highest
to Lowest 9.5 2.2 1.3 3.3

Note: Average annual family earnings rounded to nearest $50; average
hours rounded to nearest 10.
Source: Author’s calculations from U.S. Bureau of the Census, Current
Population Survey, March 1980.
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Figure
Income Characteristics by Type of Family, 1979

All families with nonelderly head

Key
¯Number in thousands (share (%) of all)
¯ % in lowest income quintile~highest
¯Average # of members, # of workers
¯ Percent with children
¯Average annual family work hours
¯Average family income ($)
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9,200. 8.0)
53 - 5
3.1, 1.3
74
1,900
25,100

Husband and Husband or
wife work wife works

25,675 (61.6)a 14,612 (35.0)a
8 ~ 27 18 -19
3.5, 2.4 3.7, 1.4
61 64
4,000 2,500
53,200 45,500

Neither husband
nor wife works

Head works

6,857 (74.5)b
43 - 6
2.9, 1.6
73
2,400
29,000

Head does not
work

characteristics as of March 1980
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bpercent of one-head families.

Source: Author’s calculations based on U.S. Census Bureau,
Current Population Survey4 March 1980,
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Correction
Correction, May/Jtme 1996 New England Economic Review

In the article "Technology and Skill Requirements: Implications for
Establishment Wage Structures," by Peter Cappelli, incorrect summary
statistics were given for Tables 2, 3, and 4. The correct figures are as
follows:

Table 2, on page 149: R~- = .47, R~- = .45, F = 20.849

Table 3, on page 149: R~- = .40, R2 = .38, F = 16.001

Table 4, on page 150: R2 = .12; R2 = .08, F = 3.12

Please enter these corrections on your copy of the May/June 1996 issue.
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The Boston Fed Has a Home
on the World Wide Web

The Federal Reserve Bank of Boston has established a site on the World Wide Web (WWW). Tlie
new "home page" is a gateway to Federal Reserve econon-6c and statistical information and offers
on-line access to most Boston Fed publications.

Guests to the site can learn more about the Federal Reserve System and its operations in Boston.
There is information specifically for users of the Bank’s financial services and information of
interest to the general public. The site also provides many useful links to other sites.

The following Research publications are featured on the new site:

¯New England Economic Review

¯Regional Review

¯New England Banking Trends
¯Fiscal Facts

¯New England Economic Indicators

Woi’ld Wide Web address: http://www.bos.frb.org
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