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The Economic Experience 
Of Blacks: 1964-197 4 

BY ALICIA H. MUNNELL* 

T ITLE VII of the I 964 Civil Rights Act out­
lawed discrimination on the basis of race, 

color, religion, sex or national origin in hiring, 
compensation, and promotion. The law also 
created an Equal Employment Opportunity 
Commission to enforce these provisions.' A 
Federal policy of equal pay for equal work 
would be expected to have raised the incomes of 
blacks relative to whites. At the same time, affir­
mative action programs should ·have increased 
the relative employment of minorities over the 
1964-1974 period. 

Despite these anti-discrimination efforts, the 
ratio of black to white unemployment has 
remained remarkably constant at about 2: 1 (see 
Table 1 ). And although minority family incomes 
showed some gains relative to whites during the 
1960s, much of the improvement appears to 
have been eroded during the 1970s (see Table 2). 

This article first summarizes the employment 

* Assistant Vice President and Economist, Federal Reserve 
Bank of Boston. 

'The Commission's role was initially limited to informa­
tion gathering, mediation to encourage voluntary com­
pliance and legal support in anti-discrimination suits brought 
by others. The 1972 Amendments to the Civil Rights Act 
significantly strengthened the Commission's role by 
empowering the EEOC to act as a plaintiff bringing civil 
cases in Federal court on behalf of victims of discrimina­
tion. 

and income trends of blacks and whites between 
1964 and 1974. (The years 1975 and 1976 have 
been omitted due to the distorting effects of the, 
severe recession.) Three main conclusions 

Year 

1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 

Table I 

Unemployment Rates: 1964 to 1974 
( annual averages) 

Unemployment Rate Ratio: 
Black and 

Black and other races 
other races White to white 

9.6 4.6 2.1 
8.1 4.1 2.0 
7.3 3.3 2.2 
7.4 3.4 2.2 
6.7 3.2 2.1 
6.4 3.1 2.1 
8.2 4.5 1.8 
9.9 5.4 1.8 

10.0 5.0 2.0 
8.9 4.3 2.1 
9.9 5.0 2.0 

Source: U.S., Bureau of the Census, Current 
Population Reports, Special Studies, 
Series P-23 No. 54, The Social and 
Economic Status of the Black Population 
in the United States 1974, Table 38, p. 64. 
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Table 2 

Median Income of Families: 1964 to 1974 
(In current dollars) 

Race of head 

Ratio: 
Black and Ratio: 

Black and other races Black to 
Year other races Black White to white white 

1964 $3,839 $3,724 $6,858 0.56 0.54 
1965 3,994 3,886 7,251 0.55 0.54 
1966 4,674 4,507 7,792 0.60 0.58 
1967 5,094 4,875 8,234 0.62 0.59 
1968 5,590 5,360 8,937 0.63 0.60 
1969 6,191 5,999 9,794 0.63 0.61 
1970 6,516 6,279 10,236 0.64 0.61 
1971 6,714 6,440 10,672 0.63 0.60 
1972 7,106 6,864 11 ,549 0.62 0.59 
1973 7,596 7,269 12,595 0.60 0.58 
1974 8,265 7,808 13,356 0.62 0.58 

Source: U.S., Bureau of the Census, Current Popula­
tion Reports, Special Studies, Series P-23 No. 
54, The Social and Economic Status of the 
Black Population in the United States 1974, 
Table 9, p. 25. 

emerge from the data: 1) black employment has 
declined relative to white employment, 2) the 
earnings of those blacks who were employed 
rose relative to earnings of working whites, and 
3) changes in family composition have contribu­
ted to the decline in the ratio of black to white 
family income. 

The second part of the article presents a possi­
ble explanation for why outlawing discrimina­
tion did not produce both greater employment 
and higher wages for black workers as would be 
predicted in a perfectly competitive model. 
Wage rigidity and seniority systems appear to 
have been two of the factors which prevented the 
reduction in white wages and employment 
required to reach the new equilibrium. The 
importance of these institutional constraints was 
masked during the late 1960s by strong aggre­
gate demand which accommodated gains for 
blacks without any losses for whites. However, 
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as the economy weakened in the 1970s, the con­
straints permitted black wage gains only at the 
expense of significantly less employment. 

I. Employment, Wages and Income: 
1964-1974 

Analysis of unemployment and labor force 
participation rates for the years between 1964 
and 1974 reveals that employment as a percent 
of population dropped more rapidly for black 
males than whites and employment gains for 
white women far outstripped those of blacks. 
Until 1970, blacks who were employed did 
experience significant job upgrading and wage 
gains but enjoyed only moderate improvement 
thereafter. During the 1970s the effect of a 
decline in black employment and slower wage 
growth together with a relative decline in the 
proportion of black two-worker families was 
responsible for a drop in the ratio of black to 
white family income. 

Black Employment Declined Relative to 
White 

Despite the constancy of the 2: I ratio of black 
to white unemployment, significant changes 
have occurred in the unemployment status of 
certain age-sex groups. The relative position of 
black teenagers has deteriorated dramatically so 
that in 1974 black teenage unemployment 
averaged 2.4 times that of white teenagers (see 
Table 3). However, the unemployment position 
of adult blacks, both male and female, improved 
from the sixties to the seventies. The unemploy­
ment statistics alone suggest that a concerted 
effort to hire minorities has indeed been suc­
cessful for black adults and has led to a notice­
able improvement·in their labor force position. 

However, the unemployment status of blacks 
and whites must be viewed in the context of the 
significant changes in their labor force partici-
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Table 3 

Unemployment Rates, by Sex and Age: 1964, 1970 and 1974 
( Annual averages) 

Sex, age, and race 1964 1970 1974 

Black and Other Races 
Total 9.6 8.2 9.9 

Men, 20 years and over 7.7 5.6 6.8 
Women, 20 years and over 9.0 6.9 8.4 
Both sexes, 16 to 19 years 27.2 29.1 32.9 

White 
Total 4.6 4.5 5.0 

Men, 20 years and over 3.4 3.2 3.5 
Women, 20 years and over 4.6 4.4 5.0 
Both sexes, 16 to 19 years 14.8 13.5 14.0 

Ratio: Black & Other Races to White 
Total 2.1 1.8 2.0 

Men, 20 years and over 2.3 1.8 1.9 
Women, 20 years and over 2.0 1.6 1.7 
Both sexes, 16 to 19 years 1.8 2.2 2.4 

Source: U.S., Bureau of the Census, Current Population Reports, Special Studies, Series P-23 No. 48, The 
Social and Economic Status of the Black Population in the United States 1973, Table 28, p. 45, Series 
P-23 No. 54; The Social and Economic Status of the Black Population in the United States 1974, 
Table 39, p. 65. 

pation rates (see Table 4). The relative increase 
in the black teenage unemployment rate has 
been accompanied by a substantial withdrawal 
of black male youths from the labor force. 
Between 1964 and 1974, black males dropped 
from 13.2 to 11.0 percent of the teenage work 
force during a period when blacks were increas­
ing as a proportion of the U.S. population. The 
decline in participation rate indicates that the 
unemployment rate ratio understates the deter­
ioration in the labor market position of black 
teenagers. 

Some of the decline in labor force participa­
tion among younger black males, however, must 
be viewed as a positive factor since it can be 
attributed to rising school enrollment. Between 
1968 and 1974, the percentage of black youths 

(aged 16-24) out of the labor force increased 
from 34.2 to 36.8 percent. 2 Over the same 
period, the percentage not participating due to 
school attendance rose from 26.5 to 27 .3 per­
cent. 3 Therefore, rising school attendance 
accounted for approximately 30 percent of the 
decrease in labor force participation rates. 

On the negative side, the rising minimum 
wage has been cited as a major contributor to 
the secular decrease in black teen-age labor 
force participation. The postwar changes in the 
minimum wage have been associated frequently 

2U.S ., Bureau of Labor Statistics, Handbook of labor 
Statistics , 1976 (Government Printing Office), Table 3, p. 
28, Table 7, p. 38. 

3/bid., Table 3, p. 28, Table 7, p. 38, Table 9, p. 47. 
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Table 4 

Civilian Labor Force Participation Rates, by Age and Sex: 1964, 1970, and 1974 
(Annual averages) 

1964 1970 1974 

Black and Black and Black and 
other other other 

Age and Sex races White races White races White 

Men 
Total, 16 years and over 80.0 81.1 76.5 80.0 73.3 79.4 

16 and 17 80.0 81.1 76.5 80.0 73.3 79.4 
18 and 19 67.2 66.6 61.8 67.4 62.4 73.6 
20 to 24 89.4 85.7 83.5 83.3 82.1 86.5 
25 to 34 95.9 97.5 93.7 96.7 92.3 96.3 
35 to 44 94.4 97.6 93.2 97.3 90.9 96.7 
45 to 54 91.6 96.l 88.2 94.9 84.7 93.0 
55 to 64 80.6 86.l 79.2 83.3 70.2 78.1 
65 and over 29.6 27.9 27.4 26.7 21.7 22.5 

Women 
Total, 16 years and over 48.5 37.5 49.5 42.6 49.1 45.2 

16 and 17 19.5 28.5 24.3 36.6 24.2 43.3 
18 and 19 46.5 49.6 44.7 55.0 44.6 60.4 
20 to 24 53.6 48.8 57.7 57.7 58.2 63.8 
25 to 34 52.8 35.0 57.6 43.2 60.8 51.l 
35 to 44 58.4 43.3 59.9 49.9 61.5 53.7 
45 to 54 62.3 50.2 60.2 53.7 56.9 54.3 
55 to 64 48.4 39.4 47.l 42.6 43.5 40.4 
65 and over 12.7 9.9 12.2 9.5 10.0 8.0 

Source: U.S., Bureau of Labor Statistics, Handbook of Labor Statistics, 1974 (Government Printing Office, 
1974), Table 4, pp. 36-39 and Handbook, 1976 (Government Printing Office, 1976), Table 4, pp. 
30-33. 

with an increase in the ratio of nonwhite 
teenagers to general unemployment and a 
decline in the proportion of black teenagers in 
the labor market. Several studies have found 
that the effect of increases in the minimum wage 
is significantly stronger on black teenagers.4 As 

4Yale Brazen, "The Effect of Statutory Minimum Wage 
Increases on Teenage Unemployment," Journal of Law and 
Economics (April 1969), pp. 109-122; Marvin Kosters and 
Finis Welch, "The Effects of Minimum Wages by Race, 
Age, and Sex," in Racial Discrimination in Economic Life, 
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shown in Table 4, a dramatic upsurge occurred 
in white teenage labor force participation 
between 1964 and 1974. 

For adult men and women, the improvement 
in the relative black-white unemployment rate 
has been accompanied by a relative decline in 
black labor force activity. For black males, a 
large part of the apparent improvement in the 

ed. Anthony H. Pascal {Lexington, Massachusetts: Lex­
ington Books, 1972), pp. 103-118. 
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relative unemployment rate is a result of the 
exodus of low-skilled black workers from the 
labor force, due in part to the availability of 
more liberal disability benefits. The situation for 
females is roughly reversed. The labor force par­
ticipation rate for black women has remained 
approximately unchanged, while white female 
participation rates have climbed dramatically. 
Thus the relative improvement in the labor · 
market position of black females stems in part 
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from the influx of unskilled, inexperienced white 
females, which can be explained by the signifi­
cant changes in the role of women over the past 
decade. 

The combined impact of changing participa­
tion and unemployment experiences is sum­
marized by the ratios of employment to popula­
tion presented in Table 5. Not surprisingly, the 
proportion of black teenagers employed 
dropped dramatically between 1964 and 1974 

Table 5 

Age & Sex 

Men 
Total 
16-17 years 
18-19 
20-24 
25-34 
35-44 
45-54 
55-64 
65 & over 

Women 
Total 
16- 17 years 
18-19 
20-24 
25-34 
35-44 
45-54 
55-64 
65 & over 

Ratio of Employment to Populatio.n by Age, Race 
and Sex, 1964, 1970, 1974 

1964 1970 1974 
Black & Black & Black & 

Other Other Other 
Races White Races White Races White 

72.9 77.8 70.9 76.8 66.6 76.0 
27.6 36.5 25.l 41.2 21.l 44.7 
51.7 57.7 47.5 59.3 45.8 65.1 
78. l 79.4 73.0 76.8 69.5 79.8 
88.5 94.6 88.0 93 .7 85.7 92.9 
88.5 95.2 89.6 95.1 87.2 94.4 
86.2 93.3 85.3 92.7 81.3 91.0 
74.l 83.1 76.5 81.1 67.7 76.1 
27.l 26.9 26.4 25 .8 20.5 21.8 

43.4 35.4 44.9 40.3 43.8 42.4 
12.4 23.6 15.3 31.0 15.4 36.2 
32.9 43.1 30.0 48.5 29.6 52.5 
43 .8 45.3 49.0 53.7 47.7 58.6 
46.9 33.2 53.0 40.9 55.6 48.2 
53.8 41.4 57.0 47.8 57.4 51.4 
58.5 48.4 57.8 51.9 54.5 52.3 
46.6 38.0 45.6 41.5 42. l 39. l 
12.4 9.6 12.0 9.2 9.9 7.7 

Sources: U.S., Bureau of Labor Statistics, Handbook of Labor Statistics, 1971 (Government Printing Office, 
1971) Table 63, pp. 125-127, Handbook, 1974 (Government Printing Office, 1974) Table 4, pp. 
36-39, and Handbook, 1976 (Government Printing Office, 1976) Table 4, pp. 30-33, and Table 57, 
pp. 119-121. 
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when white teenage employment showed a sub­
stantial gain. By 1974, only 21 percent of black 
males age 16 and J 7 were employed compared to 
45 percent of white youths. The apparent gains 
(as measured by the ratio of black-white unem­
ployment rates) for black adult males have been 
completely offset by declines in black labor force 
participation. Over the 1964-1974 period, the 
drop in the employment rate for black males was 
greater than for white males in all age groups 
except the 65 and over category. The greatest 
disparity among adult males was in the 20-24 
age group where the employment rate of blacks 
fell 11 percent as compared to a l percent in­
crease for whites. In the case of females, both 
races have experienced higher levels of em­
ployment. The greatest gains, however, have 
occurred among white women. 

In light of the relative decline in labor force 
participation of blacks between 1964 and 1974, 
the apparent improvement in unemployment 
patterns of black and white adults is misleading. 
Affirmative action programs have not succeeded 
in promoting the employment of black workers. 
Affirmative action, however, represents only one 
prong of the antidiscrimination policies. The 
other prong has been an attempt to ensure that 
those workers who are employed are treated 
equally by their employers in terms of compen­
sation and promotion. 

Black Wages Relative to Those of Whites 

Blacks who were employed during the 
1964-1974 period substantially improved their 
position. As shown in Table 6, more occupa­
tional upgrading occurred among employed 
nonwhites than among employed whites. The 
proportion of black men employed in white 
collar jobs-a broad grouping which includes 
sales and clerical positions as well as higher level 
professional and managerial jobs-rose from 16 

to 24 percent. However, the bulk of this in­
crease occurred between 1964 and 1970 with 
only moderate gains thereafter. The improve­
ment for black men was spread equally among 
professional, managerial, sales and clerical jobs. 
In contrast, most of the white collar gains for 
black women were clustered in the clerical 
category. 

This upgrading of jobs has produced a steady 
improvement in the relative median weekly 
earnings of black wage and salary workers. 
Between 1967 and 1974, black male earnings 
increased from 69 to 77 percent of their white 
counterparts, while black females have almost 
gained parity with white females (see Table 7). 
The result of these gains has been an improve­
ment in the median income ratio, particularly 
for those with strong attachment to the labor 
force (see Table 8). Median income figures for 
year-round full-time workers reveal a clear 
upward trend: from 1967 to 1974 black males' 
income ratio rose from 64 to 70 percent and 
black females' income ratio climbed from 74 to 
91 percent. 

The improvement in earnings and the up­
grading of jobs imply that the second prong of 
the antidiscrimination efforts aimed at equal 
treatment of workers on the job has been more 
successful than efforts to increase the number of 
minority workers hired. However, in order to 
interpret the implications of the two offsetting 
developments-less employment but higher 
wages for those employed-on the relative well­
being of the two races, it is necessary to look at 
changes in the ratio of black and white family 
income. If, for example, the wage gains accrued 
to family heads while employment losses were 
concentrated among secondary workers, the 
relative position of black families might have 
improved. Unfortunately, employment of black 
family heads fell sharply during the 1970s, con­
tributing to a decline in the ratio of black to 
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Table 6 

Occupation of Employed Men and Women: 1964, 1970, and 1974 
(Annual averages) 

1964 1970 1974 
Black & Black & Black & 

other other other 
Occupation races White races White races White 
Men 

Total employed . . . thousands 4,359 41,114 4,803 44,157 5,179 47,340 
Percent 100 100 100 100 100 100 

White-collar workers 16 41 22 43 24 42 
Professional & technical 6 13 8 15 9 15 
Managers & administrators 3 15 5 15 5 15 
Sales workers 2 6 2 6 2 6 
Clerical workers 5 7 7 7 7 6 

Blue-collar workers 58 46 60 46 57 46 
Craft & kindred workers 12 20 14 21 16 21 
Operatives, except transport 18 15 21 14 17 12 
Transport equip. operatives 8 5 7 5 9 6 
Non farm laborers 22 6 18 6 15 7 

Service workers 16 6 13 6 15 7 

Farm workers 10 7 6 5 4 5 

Women 
Total employed ... thousands 3,024 20,808 3,642 • 26,025 4,136 29,280 

Percent 100 100 100 100 100 100 

White-collar workers 22 61 36 64 42 64 
Professional & technical 8 14 11 15 12 15 
Managers & administrators 2 5 2 5 2 5 
Sales workers 2 8 3 8 3 7 
Clerical workers 11 34 21 36 25 36 

Blue-collar workers 15 17 19 16 20 15 
Craft & kindred workers 1 1 1 1 1 2 
Operatives, except transport 14 15 17 14 17 12 
Transport equip. operatives 1 
Nonfarm laborers l I 1 

Service workers 56 19 43 19 37 19 

Farm workers 6 3 2 2 2 

Source: U.S. , Bureau of the Census, Current Population Reports, Special Studies, Series P-23 No. 54, The 
Social and Economic Status of the Black Population in the United States 1974, Table 48, p. 73, and 
Table 49, p. 74. 
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Table 7 

Median Usual Weekly Earnings of Wage and 
Salary Workers, 1967-1974 

Men Women 

May Black & Black & Ratio: Nonwhite 
to White of Other Other 

Year Races White Races White Men Women 

1967 $ 90 $130 $ 63 $ 79 0.69 0.80 
1968 n.a. n.a. n.a. n.a. n.a. n.a. 
1969 104 146 73 88 0.71 0.83 
1970 113 157 81 95 0.72 0.85 
1971 123 168 87 102 0.73 0.85 
1972 129 172 99 108 0.75 0.92 
1973 149 193 107 ll7 0.77 0.91 
1974 160 209 117 125 0.77 0.94 

Source: U.S., Bureau of Labor Statistics, Special Labor Force Report No. 195 (Government Printing Office, 
1977), Table I, p. 7. 

white family income. 5 In addition, changes in 
family composition between 1970 and 1974 have 
exacerbated the effect of the shift in work­
experience patterns between black and white 
families. 

Black Family Income Gains Eroded 
in 1970s 

Median income of black families increased 
from 54 percent of white family income in 1964 
to 61 percent in 1969, but much of this gain dis­
appeared in the 1970s as the ratio dropped back 
to 58 percent. Both the improvement and the 
decline reflect not only the earning experience of 
the family members but also the composition of 
the family. 

5The percentage of black male family heads employed the 
previous year fell from 88 percent in 1967 to 82 percent in 
1974. For blark female heads the decline was even more 
drastic from 62 percent in 1967 to 56 percent in 1974. See 
Figure l . 
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Black family heads have suffered a dramatic 
decline in employment. While the percentage of 
male heads of both ·races who worked during the 
previous year declined between 1967 and 1974, 
black males have suffered a significantly larger 
loss since 1970 (see Figure l ). Between 1970 and 
1974 a substantial decline in the proportion of 
black heads who were employed resulted in a 
dramatic reversal as the proportion of white 
families with an employed female head exceeded 
that for blacks for the first time. 

In 1974, black families with heads who 
worked the previous year had a median income 
of $9,813 compared to $3,911 when the head did 
not work. For whites, the comparable figures are 
$14,717 and $6,403.6 In light of the large income 
difference between families with heads who 
worked the previous year and those with heads 
who did not work, the relatively larger decline 

6U .S. , Bureau of the Census, Current Population Reports, 
Series P-60, No. 107 (January, 1976) Table 42, p. 84. 
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Table 8 

Median Income for All Persons 14 Years Old and Over 
With Income and for Year-Round Full-Time Workers, 

by Race and Sex: 1967 to 1974 

Sex & Year Black & other races White 
Ratio: Black & 

other races to white 

All persons 

Year-round 
full-time 
workers All persons 

Year-round 
full-time 
workers All persons 

Year-round 
full-time 
workers 

Men 
1967 $3,323 $4,831 $5,846 $7,505 0.57 0.64 
1968 3,718 5,370 6,267 8,047 0.59 0.67 
1969 3,935 5,917 6,765 8,953 0.58 0.66 
1970 4,157 6,435 7,011 9,447 0.59 0.68 
1971 4,316 6,771 7,237 9,902 0.60 0.68 
1972 4,733 7,373 7,814 10,918 0.61 0.68 
1973 5,113 7,953 8,453 11,800 0.60 0.67 
1974 5,309 8,705 8,795 12,434 0.60 0.70 

Women 
1967 1,453 3,248 1,855 4,360 0.78 0.74 
1968 1,649 3,561 2,079 4,687 0.79 0.76 
1969 1,840 4,126 2,182 5,182 0.84 0.80 
1970 2,063 4,536 2,266 5,536 0.91 0.82 
1971 2,145 5,092 2,448 5,767 0.88 0.88 
1972 2,444 5,280 2,616 6,172 0.93 0.86 
1973 2,548 5,595 2,823 6,598 0.90 0.85 
1974 2,806 6,371 3,133 7,021 0.90 0.91 

Sources: U.S., Bureau of the Census, Current Population Reports Series P-60 No. 97 (Government Printing 
Office, 1975) Table F, p. 12 and No. 101 (Government Printing Office, 1976) Table 60, pp. 125-126. 

from 1969 to 1974 in proportion of black 
families with working heads had a negative 
influence on the overall ratio of black to white 
family income. 

Family income of blacks and whites has also · 
been affected by changes in family composition 
and the number of earners per family. 
Historically, black families have had a greater 
proportion of multiple earners than white 
families but this situation was reversed in 1970 
(see Figure 2). Since most multiple earner 

families are those in which both husband and 
wife work, a decline in the proportion of black 
families with a wife in the paid labor force has 
contributed to the shift in the black-white ratio 
of multiple-earner families (see Figure 3). The 
decline in the proportion of black families with 
working wives exerts a disproportionately large 
influence on the overall ratio of black to white 
family income because the earnings of wives are 
a more important source of income for black 
families than for white families. In 1974, black 
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Fig ure 1 

FAMILIES WITH HEADS WHO WORKED THE PREVIOUS YEAR AS 
A PERCENT OF ALL FAMILIES, BY SEX AND RACE OF HEAD: 

1967-197~ 
Percent {Families as of March of the Following Year) 

Year 

Figure 2 

FAMILIES WITH MULTIPLE EARNERS AS A PERCENT OF ALL 
FAMILIES, BY RACE OF HEAD: 1967-1974 

Percent {Families as of March of the Following Year) 
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Figure 3 

1HUSBAND-WIFE FAMiLIES WITH WIVES IN THE PAID LABOR 
FORCE AS A PERCENT OF ALL FAMILIES, BY RACE 
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wives contributed 32 percent of family income 
compared to 25 percent for their white counter­
parts. 7 

The decrease in the proportion of black 
husband-wife families has been accompanied by 
a significant increase in the proportion of black 
families with a female head. Between 1969 and 
1974, the period when black to white family 
income has declined, the proportion of black 
families with a female head increased from 28 to 
34 percent compared to the corresponding 
figures of 9 and 10 percent for whites . 8 Most of 
the increase occurred among black female heads 
in the 14 to 34 age group. Since female-headed 
families generally receive less income than 
famil ies headed by a male, the proportionately 
greater increase in the number of black families 

10p. cit., Table 81, p. 155. 
80 p. cit .. Table 15, p. 26. 
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headed by a female has also lowered the ratio of 
overall black to white median family earnings. 

The importance of the shifts in family com­
position and the work experience of family heads 
is evident by comparing the relative income of 
black individuals (Table 8) with the relative 
income of black families (Table 2). While black 
family income had declined from 61 to 58 per­
cent of that of white families between 1970 and 
1974, the relative income of black men and 
women has remained relatively constant since 
1970. 9 Although the actual decline in the relative 
position of black familes can be explained by 
changes in family composition, the fact that 
gains made during the 1960s began to level off as 
soon as the economy slackened in the 1970s 
raises doubts about the effectiveness of govern­
ment antidiscrimination policies. Such a reversal 
in the upward trend for minorities would not be 
expected if noneconomic government policies 
were the propelling force. 

II. An Explanation of the Mixed Success of 
A ntidiscrimination Policies 

If labor markets were perfectly competitive 
(that is, if wages and employment levels were 
determined purely by the supply and demand for 
workers), then the elimination of discrimination 
should lead to both higher wages and greater 
employment for blacks with a compensating 
reduction in wages and employment for whites. 
While black wages have increased, black 
employment has fallen compared to white. This 
section will focus on those factors which might 
have prevented the expected labor market 

9Transfer income, in the form of welfare and public assist­
ance payments, prevented an even greater decline in the ratio 
of black to white family income during this period. Welfare 
and assistance income grew from 4.9 to 6.0 percent of black 
family income from 1970 to 1974. This income source is not 
as important for white families as it accounted for only 0.6 
percent of their income in both 1970 and 1974. 
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adjustments, concluding that much of the early 
success in terms of job upgrading and wage gains 
for minorities may have been primarily the 
result of strong aggregate demand during the 
1960s. 

A simple model will help explain the mixed 
success of government policies in the 1960s and 
1970s. In a perfectly competitive labor market 
the wage level and the level of employment are 
determined by the supply of available workers 
and the demand for labor. Employers' 
preference for white workers, however, tends to 
split the labor market into two segments. 
Demand for nonwhite workers is depressed as 
nonwhites are prevented from competing with 
whites for jobs. Unemployment rates and wages 
may differ dramatically then between the two 
markets depending on the relative conditions of 
supply and demand existing in each. 1° Figures 4a 
and 4b depict separate labor markets for blacks 
and whites prior to efforts to eliminate discrimi­
nation. The wage for blacks (W 8) is significantly 
lower than the wage for white workers (W w ). 

By outlawing discrimination in hiring prac-
. tices, government policies attempt to merge the 
black and white markets. Graphically, the merg­
ing of the two labor markets is represented by 
horizontally summing the supply and demand 
curves for blacks and whites (see Figure 4c). The 
new wage rate for both black and white workers 
is determined by the intersection of the com­
bined supply and demand curves. The level of 
black and white employment is provided by the 
intersection of the new wage (WT) with the 

10More complicated segmented labor market theories have 
been developed which explicitly explore supply-side con­
siderations not treated here. Doeringer and Piore, among 
others, have given attention to the issues of human capital, 
work attitudes and location in explaining discrimination. If 
these factors aare important, affirmative action policies 
alone may not be sufficient to achieve the goals of increased 
black employment and parity of black and white wages. The 
interested reader should see Doeringer and Piore, Internal 
Labor Markets and Manpower Analysis, (Lexington, Mass.: 
Heath, 1971). 
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supply curve for each race. As shown in Figures 
4a and 4b combining the two labor markets 
should result in higher wages and greater 
employment for blacks with corresponding 
reductions for whites. 11 

In reality, institutional constraints such as 
wage rigidity and seniority may limit the effec­
tiveness of attempts to combine segregated 
markets by protecting whites from a reduction in 
wages or employment. Since seniority clauses 
prevent employers from firing whites to hire 
blacks, additional jobs must be created for 
blacks to fill. However, firms will not hire more 
workers unless the wage can be lowered for all 
workers, permitting employment to be expanded 
at no additional cost. Since contract agree­
ments make wages inflexible in the downward 
direction, improvement for blacks depends on an 
expansion of the economy to increase aggregate 
demand. 

During the late 1960s the economy grew 
rapidly creating a very strong demand for labor. 
This surge in demand, depicted in Figure 4c as a 
shift to the right in the combined demand curve, 
allowed whites to maintain their original wage 
and employment position while permitting gains 
for black workers. In the tight labor market 
blacks were hired for jobs in high-wage indus­
tries normally dominated by white males, 
resulting in an increase in relative wages and a 
temporary increase in employment for adult 
black workers. When the upswing slowed during 
the seventies, the number of high-wage positions 
shrank . Consequently, workers with least 
seniority were laid off. The result was a slow­
down in upgrading for minorities as a whole and 
a reduction in black employment relative to 
white. 

11 This analysis assumes that employees recontract regular­
ly with their employers. As this is not the case, affirmative 
action programs must operate through both the external 
labor market and the internal labor markets of each indi­
vidual firm. It is possible that it may take longer than ten 
years for the anticipated changes to occur. 
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A recent study of wages and hiring in 12 
major industries during 1964-197 l character­
ized low-wage industries as training grounds for 
high-wage industries. 12 During periods of rapid 
expansion high-wage industries recruited 
experienced workers from the feeder industries 
resulting in the most significant upgrading for 
prime age black males. Young black workers did 
not share in the upgrading enjoyed by adult 

. blacks because they lacked the experience 
necessary to enter the high-wage occupations of 
the white sector. 

Although upgrading would not be expected 
. for young workers, either black or white, the 
position of black teenagers deteriorated steadily 
between 1964 and 1974. One possibility is that 
the decline in black male teenage employment 
may be an unintended perverse effect of equal 
pay guarantees. Just as increases in the mini­
mum wage tend to reduce the number of jobs 
available to low-skilled workers, the insistence 
on wage equality may have pushed unskilled and 
inexperienced young workers out of jobs. Thus, 
policies aimed at improving the economic stand­
ing of minorities may actually have worsened the 
situation for younger blacks by pricing them out 
of the market. 

Conclusion 

Policies to improve the economic status of 
minorities attempted to unify the racially seg­
mented labor market by outlawing discrimina­
tion in wages and hiring. Based on a simple 
supply-demand analysis, a combination of the 
two markets should have raised the employ­
ment and wages of minorities at the expense of 
white workers. Although prime age black males 
enjoyed some immediate gains, black teenagers 
suffered a steady decline in their labor market 

12Wayne Vroman, "Worker Upgrading and the Business 
Cycle," in Brookings Papers on Economic Activity, No. l, 
1977, pp. 229-252. 
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position. Moreover, the improvement in relative 
wages for adult black workers has been offset 
largely by the employment loss experienced by 
blacks during the seventies. 

The recent deterioration of the labor market 
status of blacks suggests that institutional con­
straints may have impeded efforts to merge seg­
regated labor markets. Wage rigidity and 
seniority systems protect whites, who are firmly 
entrenched in high-wage industries, from reduc­
tions in wages and employment. Attempts to 
upgrade minority workers are thereby stymied 
by a scarcity of well-paying jobs. This fact was 
masked during the economic expansion of the . 
late 1960s because strong aggregate demand 
increased the number of positions in the white 
sector of the market, thereby providing blacks 
an entry into high-wage industries. However, 
when demand slackened during the early seven­
ties accessions ceased and cutbacks affecting 
workers with the least seniority resulted in heavy 
employment loss among recently hired minori­
ties. 

18 

The dramatic decline in black employment 
was exacerbated by adverse shifts in the com­
position of the family during the 1970s. The 
relative increase in the proportion of black 
female-headed families has contributed to the 
erosion of much of the gain in the black-white 
ratio of median . family income. The combined 
effect of these social and economic changes was 
a deterioration of the relative wellbeing of blacks 
to a position only moderately better than in 
1964. 

In light of the experience of the seventies, 
efforts to promote the economic advancement of 
minorities must be judged a mixed success. 
While policies aimed at insuring equal treat­
ment on the job have raised the relative wages of 
black workers, attempts to stimulate the 
employment of minorities have faltered in the 
face of institutional constraints. It appears that 
employers have been "creaming" by hiring and 
promoting experienced and skilled black 
workers while directing little effort toward 
increasing overall black employment. 
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Tax Incentives: Their Impact 
On Investment Decisions and Their 

Cost to the Treasury 

BY RICHARD W. KOPCKE AND RICHARD F. SYRON* 

THE importance of investment to a healthy 
economy has stimulated wide interest in 

providing adequate incentives for capital forma­
tion. Traditionally attention has focused on the 
effect of investment incentives on the economy 
as a whole. Recently, however, interest has 
developed in the possibility of using this 
approach to stimulate particular geographic 
areas or even individual industries. The 
efficiency of alternative investment incentives 
may be quite different for these more narrowly 
defined purposes than for their traditional uses. 

This article examines the relative efficiency of 
three different investment incentives designed to 
increase corporate cash flow: an interest rate 
subsidy, a supplemental investment tax credit, 
and a change in depreciation allowances.' Our 
purpose is two-fold: first, to explain how invest­
ment incentives work; second, to examine the 
circumstances under which each type of incen-

*Richard W. Kopcke is an Economist and Richard F. 
Syron is a Vice President and Economist, both at the Federal 
Reserve Bank of Boston. 

1 An important question is what the investment response of 
the firm would be to this increased cash flow . This article 
does not address that question directly; for a discussion of 
that issue see Richard W. Kopcke, "The Behavior of Invest­
ment Spending during the Recession and Recovery, 
1973-76" and "The Outlook for Investment Spending to 
1980," both in the New England Economic Review, 
November/ Decem her 1977. 

tive is likely to be most useful. Section I 
describes the role of investment incentives. Sec­
tion II examines the determinants of investment 
spending from the firm's viewpoint and 
describes how each of the three investments 
stimulates investment spending. Section III 
compares the cost to the Treasury of the three 
incentives for any given benefit to the firm and 
indicates under which circumstances each would 
be most cost effective. Section IV concludes that 
accelerated depreciation is likely to be a superior 
mechanism for temporarily stimulating invest­
ment in depressed areas2 and for increasing the 
long-term share of investment in national output 
although extended investment tax credits may 
have some advantages for temporary economy­
wide stimulus. 

Section I: The Role of 
Investment Incentives 

Incentives for capital formation have had two 
principal goals: first, to increase the share of 

2Defining depressed areas is a difficult issue. Many 
government programs use local unemployment rates to 
define economic distress but the reliability of these figures is 
questionable. Some proponents of regional incentives 
advocate a broader eligibility test possibly including such 
factors as the rate of employment growth. The geographic 
boundary for determining area eligibility must also be 
defined . While some programs use individual political 
jurisdictions, many economists prefer using Standard 
Metropolitan Statistical Areas. 
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investment in total national output, thereby 
encouraging the modernization of plant and 
equipment; and second, to stimulate short-term 
economic activity by enhancing aggregate 
demand for goods and services. In 1954, 1962 
and 1971, tax legislation permitted business 
to accelerate depreciation allowances in an 
attempt to permanently increase the Nation's 
capital stock. In addition, legislation in 1962· 
introduced investment tax credits based on 
purchases of producers' durable equipment. 
Unlike accelerated depreciation, the tax credit 
has had a volatile history because it has been 
used as a tool of demand management. Not only 
has it varied in size and coverage, but in 1966 
and 1969 the credit was suspended to alleviate 
inflationary pressures. In both cases, the credit 
was subsequently reinstated to stimulate 
economic activity. 

While investment incentives have been used 
almost exclusively as a tool of national economic 
policy, in recent years this approach has been 
discussed as a means of stimulating the 
economies of depressed cities or regions. Such 
targeted investment incentives would expand 
employment opportunities in the short run 
through increased construction activity and 
more importantly, would enhance an area's 
competitive position thereby improving longer­
term employment opportunities. 

In general, two different approaches could be 
used for investment incentives in depressed 
areas: a variant of national tax incentives, and 
subsidized financing. 3 Both tax incentives and 
financing incentives have the same objective, to 
reduce the relative cost of investing in depressed 
areas, although there is a significant difference 
in how they would accomplish this goal. 

3Although this article only compares the relative effec­
tiveness of different investment incentives, a variety of other 
approaches could also be used to improve employment 
opportunities for residents of depressed areas such as wage 
subsidies, low state and local taxes on business in these areas, 
and finally migration allowances to help the disadvantaged 
move to areas experiencing stronger economic growth . 

20 

One advantage of tax incentives for stim­
ulating investment in depressed areas is that 
administrative mechanisms for their use are 
already in place. Supplemental tax benefits for 
investments in eligible areas could be tied into 
existing national programs in the interest of sim­
plicity. Firms investing in these areas could be 
granted an additional investment tax credit or 
allowed some further acceleration of deprecia­
tion schedules. 

Financing subsidies could be provided through 
wider use of industrial revenue bonds, some 
form of development financing such as an Urban 
Bank, or a straightforward interest rate subsidy. 
Industrial revenue bonds lower the issuers' 
borrowing costs because their interest costs are 
exempt from Federal income taxation. Thus 
investors are willing to accept a considerably 
lower interest rate on these securities than they 
would on taxable bonds. However, research has 
indicated that tax exemption is an inefficient 
subsidy and that the benefit received by the firm 
issuing industrial revenue bonds is less than the 
loss in tax revenue to the Treasury. 4 

Numerous proposals have been made for 
creating development finance institutions. These 
development banks would either borrow from 
the Treasury directly or issue federally 
guaranteed securities in the open market and, in 
turn, make loans at a lower-than-market interest 
rate to eligible projects. There are a number of 
difficult questions about how such a develop-

4A 1969 Treasury staff study estimated that interest sav­
ings of state and local governments on the outstanding stock 
of tax-exempt securities was about 67 percent of the lost 
Treasury revenue. See Joint Economic Committee of the 
U.S. Congress, Hearings on the 1969 Economic Report of 
the President , Ninety-first Congress, First Session, U .S. 
Government Printing Office (July 1972), p. 30. See also 
David J. and Attiat F. Ott, "The Tax Subsidy Through 
Exemption of State and Local Bond Interest," The 
Economics of Federal Subsidy Programs , Part 3, Joint 
Economic Committee of Congress, U .S. Government 
Printing Office, Washington, D.C. (July 1972), p. 305; Peter 
Fortune, "Tax Exemption of State and Local Interest Pay­
ments: An Economic Analysis of the Issues and an Alter­
native," New England Economic Review, May/ June 1973, 
pp . 3-31 . 
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ment bank would decide which projects it should 
finance. If the Bank were to support all projects 
where conventional financing was unavailable, 
the associated risk would almost surely result in 
high costs due to loan losses. Moreover, the 
absence of a credit market test makes it difficult 
to judge which projects are creditworthy. For 
this reason, a tax rebate based on interest 
expenses is the simplest way to offer eligible 
investments lower borrowing costs. Financing 
decisions would be made according to conven­
tional market tests but debt service costs would 
be reduced. 

Because a direct interest rate subsidy can 
provide the same financing savings to firms as 
either industrial revenue bonds or a development 
bank and is administratively simpler, we have 
used the rate subsidy approach in making our 
calculations of the impact of financing incen­
tives. An interest rate subsidy is essentially 
an investment tax credit which is extended over 
an asset's lifetime rather than concentrated at 
the start of the project's life. Unlike an invest­
ment tax credit, however, the value of an interest 
rate subsidy will vary with the proportion of 
investment which is financed by debt. Rate sub­
sidies will be most substantial for highly levered 
ventures, and they will be least effective for proj­
ects relying heavily on internal funding. 

Section II: Investment Incentives 
and the Firm 

In deciding whether or not to undertake par­
ticular· investments, business managers compare 
the. present value of the project's return over its 
useful life with the price of acquiring the 
necessary plant and equipment. The more ample 
the stream of receipts relative to the price of 
capital goods, the more attractive is the invest­
ment project. If the present value of the proj­
ect's cash flow exceeds the proposed facility's 
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cost, a firm will ordinarily proceed with the 
investment. 

The prospective cash flow earned by any proj­
ect depends upon many factors. Foremost is the 
relatively uncertain flow of net operating 
revenues which management expects to realize 
from the proposed facility. However, three other 
factors also play a crucial role. First, capital 
expenditures may entitle the firm to receive 
investment tax credits, rebates against future tax 
liabilities. Second, tax laws recognize that 
capital goods are consumed by wear and tear in 
the production process, so investors are allowed 
to depreciate plant and equipment. Finally, 
because projects typically are not financed 
entirely by stockholders, investments obligate 
the firm to pay creditors debt service charges 
during much of the project's useful life. Varia­
tions in any of these three elements of cash flow 
will tend to either stimulate or deter capital for­
mation independently of the outlook for net 
operating revenues. 

Government fiscal policy can directly influ­
ence investment spending by offering higher 
investment tax credits, by accelerating depreci­
ation allowances, or by subsidizing the interest 
expenses of business enterprises. However, these 
three options may not be equally efficient. For 
example, interest rates subsidies designed to 
spur capital formation might cost the Treasury 
more than an investment tax credit which 
provides the same amount of stimulus. Accord­
ingly, selecting the most efficient policy requires 
two calculations. First, it is necessary to deter­
mine the relative magnitudes of the credits, 
allowances, and subsidies which are required to 
elicit the desired increase of investment 
spending. Then, the cost to the government of 
the different measures must be compared. 

Investment tax credits entitle a firm to deduct 
from its Federal income tax liabilities a certain 
proportion of its expenses for equipment 
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purchases. For a profitable enterprise, these 
credits - currently as high as 10 percent -
provide a substantial contribution to the first 
year's return for many investment projects. 
Under existing Federal tax law, the credit does 
not reduce the prospective depreciation 
allowances on equipment. Thus the investment 
tax credit (ITC) is effectively a rebate paid by 
the government on the price of eligible capital 
goods. Because the ITC is a tax credit and not a 
deduction, its value is the same to all profitable 
firms. Accordingly, the ITC is a straightfor­
ward and direct device for stimulating capital 
spending. 5 

While an ITC increases the return on an 
investment project by giving a firm a Federal tax 
rebate, accelerated depreciation simply shifts tax 
deductions from the later stages of an asset's life 
toward earlier years. Although this acceleration 
does not increase the total depreciation deduc­
tions a firm can claim on an asset, the tax deduc­
tions are worth more to the firm because they 
may be taken earlier. By taking deductions 
sooner rather than later, investors may use the 
proceeds to repay loans or to purchase securities 
and other earning assets sooner. Accordingly, 
accelerated depreciation provides added income 
for eligible investment projects. The benefits of 
accelerated deductions will vary from project to 
project depending on a number of factors, 
including asset life, the tax rate, and the rate of 
return the firm can earn on the proceeds (the 
firm's after-tax discount rate). 6 For example, 
Table I compares the value of highly accelerated 
quadruple-declining balance depreciation 

5Currently the investment tax credit can be applied only to 
certain types of assets, primarily personal property with an 
economic life of three years or more. Buildings are not 
generally eligible for the credit. The amount of credit allow­
a6le in any year may not exceed $25,000 plus 50 percent of a 
firm's tax liability in excess of $25,000. However, any unused 
portion of the credit can be carried back three years and 
forward five. 

6The present value of depreciation allowances must reflect 
not only the rate of return at which a firm may invest funds 
but also the risks associated with the prospective stream of 
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allowances to the less accelerated straight-line 
allowances. At a 10 percent discount rate, the 
switch to accelerated depreciation is worth 6.3 
cents per dollar of capital expenditure for a 5-
year investment project. For a IO-year project, 
this acceleration of allowances is worth 8.9 cents 
per dollar of capital expenditure. At a discount 
rate of 15 percent, accelerated deductions are 
worth 8.2 cents per dollar of investment 
spending for a project with a 5-year lifetime. 
Therefore, faster writeoffs are most valuable for 
profitable businesses which possess high dis­
count rates and invest in long-lived capital 
assets. 

According to current tax codes, depreciation 
allowances for producers' durable equipment 
and nonresidential structures are calculated 
differently. Equipment can be depreciated in at 
least three different ways for tax purposes. 
Under the straight-line method, yearly deduc­
tions are constant throughout the asset's life. 
The two other formulas, sum of the years' digits 
and double-declining balances, allow a firm to 
depreciate a higher share of an asset's value 
earlier in its life. In general, assets which are 
eligible for the investment tax are also eligible 
for the most highly accelerated depreciation 
allowances. 

Chart I graphs the profile of allowances for 
three different depreciation schemes. The 
horizontal line represents the flat profile of 
straight-line depreciation: a machine purchased 
for $10,000 with a statutory life of 10 years is 
depreciated by a constant amount, $1,000 in 
each year, assuming that its scrap value is nil. 
The dotted line represents the schedule of 
allowances for sum of the years' digits deprecia-

receipts . For a profitable enterprise, management may con­
fidently anticipate taking full advantage of potential 
depreciation deductions. For a less secure firm, management 
may not be able to claim depreciation allowances according 
to schedule. Accordingly, the second firm may add a "risk 
premium" to its discount rate when evaluating prospective 
depreciation allowances; this adjustment lowers the present 
value of these deductions. 
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TABLE I 
The Present Value of Depreciation Allowances (After-Tax) 

Relative to the Purchase Price of Durable Equipment 

5-Year Lifetime 10-Year Lifetime 15-Year Lifetime 20-Y ear Lifetime 

Sum Sum Sum Sum 
After-Tax of the Quadruple- of the Quadruple- of the Quadruple- of the Quadruple-
Discount Straight- Years' Declining Straight- Years' Declining Straight- Years' Declining Straight- Years' Declining 

Rate Line Digits Balance Line Digits Balance Line Digits Balance Line Digits Balance 

5.0% 
7.5 

10.0 
12.5 
15.0 
20.0 

41.6% 
38 .8 
36.4 
34.2 
32.2 
28.7 

42.9% 
40.7 
38.7 
36.8 
35.2 
32.2 

45 .2% 
43.9 
42.7 
41.5 
40.4 
38.4 

37.1% 
32.9 
29.5 
26.6 
24.l 
20.1 

39.8% 
36.5 
33.6 
31.2 
29.0 
25.3 

42.7% 
40.4 
38.4 
36.6 
34.9 
32.0 

33 .2% 
28.2 
24.3 
21.2 
18 .7 
15.0 

37.0% 
32.9 
29.6 
26.8 
24.4 
20.6 

40.5% 
37.5 
34.9 
32.7 
30.7 
27.4 

29.9% 
24.5 
20.4 
17.4 
15.0 
11.7 

34.5% 
29.9 
26.3 
23.3 
20.9 
17.3 

38.5% 
35.0 
32.0 
29.6 
27.4 
24.0 

This table assumes the scrap value is nil and that the corporate tax rate is 48 percent. 

SOURCE: Technical Appendix 

tion, the most rapid acceleration currently 
allowed by law. The total deduction for capital 
consumption after ten years is the same in both 
cases, but the sum of the years' digits formula 
reduces allowances in later years while increas­
ing allowances in earlier years so that the profile 
of deductions is twisted. Quadruple-declining 
balance (QDB) depreciation, represented by the 
dashed line on the chart, is one approach for 
twisting the schedule of allowances even more. 
In our example of an asset with a ten-year life, 
QDB permits almost two-thirds of the total 
capital consumption deductions to be claimed in 
the first two years, whereas the sum of the years' 
digits requires more than four years to attain a 
similar writeoff, and straight-line depreciation 
requires more than six years. 7 

As the schedule of depreciation allowances is 
accelerated, the present value of the deductions 
increases, as shown in Table I. For instance, if a 

7Of course, QDB is only one among many techniques for 
accelerating depreciation allowances . Even though we use 
QDB exclusively in our examples, the use of any other highly 
accelerated depreciation schedule would not alter our con­
clusions. 

firm's after-tax rate of discount is 10 percent, for 
equipment costing $10,000 with a ten-year 
lifetime, the switch from straight-line to the sum 
of the years' digits increases the present value of 
after-tax cash flow by $41 0; the switch from the 
sum of the years' digits to QDB is worth another 
$480. Each of these increases represents a 14 
percent rise, approximately, in the present value 
of depreciation allowances. Even though the 
total amount of deductions is unchanged, 
accelerated depreciation stimulates capital for­
mation by permitting investors to claim 
allowances earlier, thereby increasing the pre­
sent value of cash flow for eligible projects. 

The last policy option, an interest subsidy, 
reduces debt service charges for the life of loans 
used to finance plant and equipment. Much like 
an ITC, this policy option boosts investment 
incentives by making direct contributions to 
business net receipts. However, unlike the ITC, 
the contributions are paid out over many years. 
Jn effect, then, the interest rate subsidy is similar 
to a series of investment tax credits extended 
over the lives of eligible assets. 
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Depreciation Methods Now Allowed 

The table below compares the amount of 
depreciation that can be taken each year 
under the three different depreciation 
approaches. The table assumes an asset has a 
depreciable value of $100 and a useful life of 
ten years. 

Under the straight line basis the total 
depreciable value of the asset is simply 
prorated over the equipment's useful life, so 
I/ IO of the value or $10 is taken as deprecia­
tion each year. 

In the double declining balance method 200 
percent of the straight line rate may be 
applied to the asset's undepreciated value. 
This value declines every year because it 
equals the asset's original value less the 
accumulated depreciation. For example, $20 
or 20 percent of the asset's fixed value is 
taken as depreciation in year one and $16 or 
20 percent of the remaining $80 ($100 - $20) 
asset value is taken in the second year. 

Under the sum of the digits method a vary­
ing depreciation percentage is applied each 
year to the constant original cost of the asset. 
The rate used in each year is a fraction, the 
denominator of which is the sum of the digits 
representing each of the years in the asset's 
estimated life ( 10 + 9 + 8 etc. in our 
example) and the numerator is the current 
year. In our example the denominator is 55 so 
in the first year 10/55 or 18 percent of the 
asset's value is deducted; in the second year, 
9 /55 or 16 percent of the asset's value is the 
depreciation allowance. 

Depreciation allowances for nonresiden­
tial structures may be computed by the 
straight-line method or by the 150 percent 
declining balance formula. Although 150 per­
cent declining balance schedules accelerate 
depreciation allowances more than the 
straight-line approach, this method is not as 
liberal as sum of the years' digits. 

Straight-Line Declining Balance Sum of the 
Years' Digits 

Cumulative Cumulative Cumulative 
Annual Cost Annual Cost Annual Cost 

Deduction Recovered Deduction Recovered Deduction Recovered 
Year 150% 200% 150% 200% 

l $10 $ IO $15 $20 $15 $20 $18 $ 18 
2 10 20 13 16 28 36 16 34 
3 IO 30 11 13 39 49 15 49 
4 10 40 9 IO 48 59 13 62 
5 10 50 8 8 56 67 11 73 
6 10 60 6 7 62 74 9 82 
7 10 70 6 5 68 79 7 89 
8 10 80 5 4 73 83 5 94 
9 10 90 4 3 77 86 4 98 

10 10 100 3 3 80 89 2 100 

Source: Clarence F. McCarthy, The Federal Income Tax-Its Sources and Applications. (Englewood Cliffs, N.J.: Prentice­
Hall, 1974), pp. 253-262. 
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TABLE II 
Changes in Investment Tax Credits and Interest Rate Subsidies 

Equivalent to Adopting Quadruple-Declining Balance Depreciation Allowances 

5-Year Lifetime IO-Year Lifetime 15-Year Lifetime 20-Year Lifetime 

After-Tax Investment Interest Investment Interest Investment Interest Investment Interest 
Discount Rates Tax Credit Rate Subsidy Tax Credit Rate Subsidy Tax Credit Rate Subsidy Tax Credit Rate Subsidy 

(basis points) (basis points) (basis points) (basis points) 

5.0% 2.3% 108 2.9% 76 3.5% 64 4.0% 58 
7.5 3.2 159 3.9 I II 4.6 96 5.1 87 

10.0 4.0 209 4.8 150 5.3 124 5.7 112 
12.5 4.7 259 5.4 182 5.9 154 6.3 141 
15 .0 5.2 300 5.9 216 6.3 182 6.5 164 
20.0 6.2 392 6.7 282 6.8 236 6.7 209 

Assuming that the depreciation allowances on equipment are accelerated from sum of the years' digits to quadruple­
declining balance, that the scrap value is nil, and that investment is 75 percent financed by amortized loans, this table shows 
the increase in the investment tax credit or the interest rate subsidy necessary to obtain a change in the present value of net 
revenues which matches that of the switch to accelerated depreciation. 

SOURCE: Technical Appendix 

Table II compares the effects of the ITC, 
accelerated depreciation, and interest subsidies 
as business investment incentives. This example 
assumes that a proposed investment project 
involves only the purchase of equipment with a 
lifetime of 10 years which is to be funded 75 per­
cent by debt and 25 percent by equity. According 
to the table, at a discount rate of 10 percent, 
management would find an increase in the ITC 
of 4.8 percentage points, an interest rate subsidy 
of almost 3 percent, yielding an after-tax interest 
subsidy of 150 basis points, and permission to 
use QDB depreciation equally attractive - they 
all increase the present value of net cash flow by 
equal amounts. 

While these particular magnitudes are 
appropriate only for this specific example, the 
table does illustrate a general rule: with lower 
discount rates, smaller increases in the ITC and 
interest rate subsidies are required to match the 
effect of switching to faster depreciation, and 
with higher discount rates, larger increases in the 
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ITC and interest subsidies are necessary to 
match the value of QDB depreciation. The 
reason for this finding is simple. At low discount 
rates, the acceleration of depreciation deduc­
tions is worth relatively little, as is evident in 
Table I: future allowances are no\ discounted 
very heavily, so accelerating them adds relative­
ly little to discounted cash flow. Consequently, 
small credits or subsidies are equally attractive. 
At high discount rates, accelerated depreciation 
is worth relatively more, because the firm values 
highly the increased cash flow available in the 
immediate future while it discounts heavily the 
,loss of depreciation deductions during the asset's 
later years. In this case, more substantial 
increases in the ITC and interest subsidy are 
necessary to match the impact of accelerated 
depreciation. 

From the viewpoint of business management, 
investment tax credits, accelerated depreciation 
allowances, and interest rate subsidies can 
provide attractive investment incentives. In 
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addition, it is clear that the after-tax rate of dis­
count of business management is critical in 
determining how effective each policy option 
might be. By way of example, Table II shows 
what combinations of ITC, QDB depreciation, 
and interest rate subsidy management will find 
equally acceptable for several different discount 
rates. Given this information, the Treasury may 
choose the least expensive policy. 

Section II I: The Cost of Different 
Investment Incentives to the Treasury 

Depending upon economic conditions, the 
need for government fiscal policy to enhance 
~api~a! formation may be temporary or 
mdefm1te. Temporary tax incentives might be 
appropriate for stimulating a depressed region 
or a distressed industry if the objective is to 
provide a short-term boost rather than a perma­
nent subsidy. For example, a firm might be 
granted incentives for investing in a particular 
area until its unemployment rate dropped below 
a critical level. Temporary tax incentives for 
investment might also be used as a device for 
stimulating the economy as a whole during a 
general slump. In the event that capital forma­
tion is chronically below acceptable levels, the 
appropriate fiscal stimulus may be maintained 
indefinitely. 

From the government's viewpoint, the relative 
costs of a supplemental ITC, extended invest­
ment subsidies, and a more accelerated schedule 
of depreciation allowances depends on how they 
are used. If the stimulus is temporary, the 
relative costs of the three alternative incentives 
will depend on the difference, if any, between 
business and government discount rates. On the 
other hand, if the incentives are to be used in 
perpetuity, the relative costs may depend on the 
relative magnitudes . of the long-term rate of 
growth of investment spending and business dis­
count rates. 
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The Temporary Stimulus Case 

The Treasury analyzes the cost of a policy 
much like business analyzes its benefit. A fiscal 
program which boosts a project's cash flow by a 
certain amount each year must reduce the gov­
ernment's net revenues by an equal amount. 
Therefore, just as business managers discount 
the stream of prospective credits or subsidies to 
assess their potential benefits, the Treasury dis­
counts the net revenue losses to determine the 
cost of each policy option. 

To reach a particular target for investment 
spending, the three alternative incentives must 
offer identical increases in discounted cash flow 
on prospective investment projects. If govern­
ment and business discount rates are equal, not 
only would the three programs be equally attrac­
tive to investors, but they would be equally 
expensive for the Treasury as well. In this case, 
all the incentives are equally efficient. However, 
as discussed below, in some cases government 
and business discount rates may diverge. If the 
government's discount rate is less than that of 
business, accelerated depreciation is the most 
efficient investment stimulant. 8 On the other 
hand, if the government's discount rate is greater 
than that of business, an interest rate subsidy, or 
extended ITC, is the most efficient. 

Table II illustrates this simple principle. For 
example, if the firm's discount rate is 10 percent, 
then, for a machine with a I 0-year lifetime, any 
increase in the ITC less than 4.8 percentage 
points is less attractive than QDB accelerated 
depreciation. In other words, the government 
must offer the firm a supplemental ITC at least 
as large as 4.8 percent to stimulate investment 
spending as much as QDB depreciation. If the 

8~t should be noted that in this context the most "efficient" 
pohcy for stimul~ting investment is simply the one which 
mc~eases the pubhc debt the least. So defined, an "efficient" 
pohcy_ does not necessarily increase the Nation 's productive 
capacity, real w~alth, ?r l~ving standards more than any 
other means of st1mulatmg mvestment spending. 
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government's discount rate is 5 percent, then any 
increase in the ITC exceeding 2.9 percentage 
points yields larger discounted revenue losses 
than offering· investors QDB depreciation. 
Because a supplemental ITC of 2.9 percent is 
not sufficient to spur investment spending as 
much as QDB depreciation, and because any 
increase in the ITC exceeding 2.9 percentage 
points is more costly to the Treasury than QDB 
depreciation, accelerated depreciation is the 
more efficient tax incentive. 

Clearly, the same analysis applies to interest 
rate subsidies as well, because they too must 
increase with the discount rate. Therefore, when 
the government's discount rate is less than that 
of business, accelerated depreciation is the most 
efficient investment stimulus. 

If the positions are reversed so that the 
Treasury's discount rate is l O percent and 
business discount rates average 5 percent, 
interest rate subsidies stimulate capital forma­
tion most efficiently. For business, a 2.9 percent 
supplemental ITC, an increase in interest rate 
subsidies of 76 basis points, and quadruple­
declining balance depreciation allowances are 
equally attractive alternatives. Yet accelerated 
depreciation is so costly to the Treasury that the 
government would be willing to offer either a 4.8 
percent point increase in the ITC or a 150 basis 
point interest subsidy instead. In this case, it is 
less expensive to offer business a 2.9 percent 
supplemental ITC than it is to offer accelerated 
depreciation but interest rate subsidies are even 
more economical. 9 The reason the debt service 
subsidy is so efficient is that the value of the sub­
sidy, spread out over the l 0-year life of the 
loans, is relatively high at low business discount 
rates, but the government's high discount rate 

9Whereas the use of a supplemental ITC instead of QDB 
depreciation would reduce the Treasury's discounted revenue 
losses by 40 percent in our example, interest subsidies reduce 
revenue losses by 49 percent. .40 = (4.8 - 2.9)/4.8, and .49 = 
( 150 - 76)/ 150. For more detail, refer to the Technical 
Appendix. 
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shrinks the perceived revenue losses so that the 
cost of the program is relatively low. The ITC 
offers no similar opportunity for the Treasury to 
exploit the difference between its rate of dis­
count and that of business; investment tax 
credits are paid too soon after investment takes 
place. 

Although these illustrations depend on the 
specific example provided by Table II, the con­
clusion is general. The ITC and interest rate sub­
sidy must rise with the discount if they are to 
remain as attractive as accelerated depreciation, 
and interest rate subsidies must increase faster 
than the ITC. Therefore, if the government's dis­
count rate is less than that of business, 
accelerated depreciation allowances provide the 
most efficient investment stimulus. If the gov­
ernment's discount rate exceeds that of business, 
the interest rate subsidy, or extended ITC, is the 
most attractive policy. Finally, if government 
and business have equal discount rates, there is 
no difference in the cost of these programs. 

The Long-Run Stimulus Case 

If the investment stimulus program is to last 
indefinitely, for example the accelerated depre­
ciation allowances established in the early 1960s 
are considered permanent, the Treasury may not 
be able to select a policy simply by discounting 
future revenue losses. If the growth rate of 
nominal investment spending is greater than the 
Treasury's discount rate, then the present value 
of revenue losses for any policy is infinite. In this 
case, the policies' relative costs per dollar of 
investment spending must be compared. The 
alternative which requires the lowest revenue 
drain per dollar of spending in the long run is the 
most efficient option. 

Accelerating depreciation allowances is the 
most efficient stimulus for investment spending 
when the growth rate of investment spending is 
less than the business after-tax discount rate; on 
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the other hand, if the growth rate exceeds the 
business discount rate, an interest rate subsidy, 
or extended ITC, is most efficient. These con­
clusions are similar to those for the temporary 
stimulus, except that the growth rate of invest­
ment spending has replaced the Treasury's dis­
count rate. 

To see why the rate of growth of spending is so 
important, compare the cost of tax incentives for 
slow investment growth with their co~t for faster 
investment growth. Because accelerated 
depreciation does not alter the total depreciation 
allowances that can be claimed on a particular 
asset, higher deductions now are ultimately 
offset by lower deductions later. If the growth in 
investment spending is slow, the Treasury's 
revenue losses from higher allowances on new 
investment are largely offset by the lower allow­
ances which firms are claiming on earlier invest­
ments. However, higher investment growth 
means that the difference between past and pre­
sent levels of spending are much larger. In this 
case, the higher deductions allowed on current 
investment projects are offset less by the lower 
allowances being claimed on past projects. 

Another way of understanding this idea is to 
consider the Treasury a lending facility; by 
allowing firms to use accelerated depreciation 
the Treasury is essentially granting them a loan, 
they pay less taxes now, more later. In the slow 
growth case, the revenue the Treasury recap­
tures from having old loans repaid offsets most 
of the cost of new commitments. However if 
investment spending is growing fast enough, the 
size of new commitments becomes so great that 
the repayments on old loans are not sufficient to 
offset it. 

As the growth rate increases, the rising 
expense of accelerated depreciation justifies the 
government's offering higher investment tax 
credits and interest rate subsidies as alternatives. 
However, the cost of an ITC is linked to current 
levels of investment spending, whereas the cost 
of _ interest rate subsidies is linked, in part, to 
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current spending, and, in part, to past levels of 
spending. As a result, interest subsidies can 
exploit the difference between past and present 
levels of investment spending to reduce govern­
ment losses, but ITCs cannot. Therefore, as the 
growth rate of investment increases, the 
Treasury will be willing to increase interest rate 
subsidies faster than the ITC. 

Thus, the growth rate of investment spending 
becomes the government's "discount rate" 
weighting the revenue gains and losses entailed 
by each of the different incentives. Accordingly, 
a table describing the increases in the ITC and 
interest rate subsidies which are as costly as 
quadruple-declining balance depreciation would 
be identical to Table II except that the growth 
rate of investment replaces the government's dis­
count rate. In this case the cheapest policy for 
the Treasury is accelerated depreciation if 
private firms discount rates exceed the nominal 
rate of growth of investment. If the converse is 
true, a rate subsidy is most economical. 

What are the Treasury's and Business's 
Relative Discount Rates? 

Because both government and business repre­
sent a common constituency, the Nation's 
citizens and investors, economic theory suggests 
that the discount rates for both government and 
business should be equal, implying that all 
policies would be equally efficient. However, 
market imperfections or the risks associated 
with varying economic conditions can cause 
business discount rates to exceed the social dis­
count rate. If the future is highly uncertain, pru­
dent investors will discount prospective cash 
flows more severely than they might if they were 
more confident. Consequently, substantial risks 
perceived by investors cause business discount 
rates to exceed those which should guide public 
policy-makers, thereby depressing investment 
spending. 
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This divergence between government and 
business discount rates can apply to particular 
geographic regions or industries as well as the 
whole economy. Because growth does not occur 
at an even pace throughout the economy, some 
regions or industries may alternately experience 
periods of prosperity and periods of deteriora­
tion. To some extent, discrepancies in regional 
development are to be expected, but to the 
degree these discrepancies are caused by swings 
in business confidence whose momentum sup­
ports speculative over-investment or self-feeding 
neglect, social and private rates of discount may 
diverge. Private investors may "write-off' a 
region for lack of confidence. Consequently, the 
same conditions which justify enacting regional 
or industrial investment incentives may cause 
relevant private discount rates to exceed those of 
society as a whole. 

Accordingly, a temporary program to bring 
capital formation in disadvantaged geograph­
ical regions or industries more in step with the 
rest of the Nation should rely on accelerated 
depreciation allowances. At their lowest, 
business discount rates for investments in these 
areas could equal the government's, but it is far 
more likely that the relevant business discount 
rates are much higher than the rate which should 
guide public policy. Because the government's 
discount rate is less than or equal to the private 
rate in these circumstances, accelerated 
depreciation is the optimal policy for stimulating 
capital formation. In this vein, it is interesting to 
note that temporary investment incentives 
adopted during World War II and the 1950s per­
mitted essential defense industries to use highly 
accelerated depreciation allowances. 

The same reasoning may not be applicable 
when there is a need for a temporary, economy­
wide investment stimulus during a recession. A 
general slump in economic activity could 
increase the government's discount rate as well 
as that of business. The relatively short planning 
horizon, often adopted for public policy on these 
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occasions, suggests that the government's effec-o. 
tive discount rate may even exceed that of 
investors. The increasing importance of invest­
ment tax credits in post-war stabilization policy 
may reflect such a high government discount 
rate. Ho·wever, in this case, though the ITC is 
more efficient than accelerated depreciation, the 
extended investment subsidy is the most appro­
priate measure, providing maximal investment 
stimulus while postponing revenue losses to 
future, more prosperous years. 

For the purposes of enhancing long-term 
capital formation, the choice of policy depends 
on a comparison of business discount rates with 
either the government discount rate or the 
growth rate of investment spending, whichever is 
greater. Since the second World War, public 
policy's exclusive reliance on accelerated 
depreciation allowances to enhance long-term. 
capital formation is consistent with the time 
preference for business being generally greater 
than these other two quantities. This is not sur­
prising because a continuing need to stimulate 
investment spending indicates that business 
assessments of future economic conditions tend 
to be relatively insecure, leading to relatively 
high discount rates. Consequently, a need to 
enhance long-term capital consumption 
apparently would warrant an additional acceler­
ation of capital consumption allowances. 

Summary and Conclusions 
Government fiscal policy can increase capital 

formation by offering higher investment tax 
credits, by accelerating depreciation allowances, 
or by offering subsidies throughout the lifetime 
of investment projects . In the case of a tem­
porary incentive, if the goal of public policy is to 
increase capital spending at the least cost to the 
Treasury, the choice among these three options 
is determined by the relative magnitudes of the 
government's after-tax discount rate and the 
after-tax discount rate of business. Because gov­
ernment's discount rate may be greater than, 
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equal to, or less than that of business, it is not 
possible to select an optimal policy without con­
sidering the circumstances surrounding its use. 
For example, while accelerated depreciation is 
best suited for temporarily enhancing invest­
ment spending in disadvantaged regions, the 
extended investment subsidies may provide the 
most efficient economy-wide investment 
stimulus during a severe recession; and 
accelerated depreciation may be the most attrac­
tive long-term policy for increasing the Nation's 
capital stock. 

Although this article used quadruple-declining 
balance formulas to represent accelerated 
depreciation< allowances, the conclusions would 
not be altered if some other version had been 
used instead. In fact, the QDB formula is not the 
most efficient means of accelerating capital con­
sumption deductions. Rather than simply twist 
the schedule of allowances, as in Chart I, the 
most efficient technique would truncate existing 
depreciation schedules, moving allowances from 
the tail of the schedule into the first year. Not 
only is this "first-year bonus depreciation" 
approach most efficient, it is also relatively flexi­
ble. By varying first-year depreciation deduc­
tions, the tone of policy may adjust to business 
conditions: large deductions provide a substan­
tia I investment stimulus through highly 
accelerated allowances, low deductions provide 
a more moderate incentive. 

Just as the QDB formula was only one tech­
nique of accelerating depreciation allowances, 
an interest rate subsidy is only one among many 
methods providing business with tax credits over 
several years. Because it may be undesirable to 
link the stimulus to dependence on debt financ­
ing - near business cycle troughs, investment is 
heavily financed by stockholders, not by borrow­
ing - a more appealing variant would provide 
an extended investment tax credit spread over 
the life of eligible capital goods. 

This article concludes that in some circum­
-stances, it is likely that government and business 
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discount future cash flows differently, and this 
divergence is an important factor in determining 
which incentives will provide the greatest 
stimulus to investment at the least cost to the 
Treasury. However, national policy should not 
be decided on the basis of this definition of 
efficiency alone. Corporate tax laws should also 
be designed not to deter capital formation. 

Depreciation allowances are currently based 
on the original acquisition prices of plant and 
equipment. Thus, capital consumption 
allowances reflect asset prices which may be 
significantly out of date after a period of infla­
tion. As a result, profits are overstated and 
business tax rates are effectively increased. By 
shortening the time elapsed between acquiring 
an asset and writing it off for tax purposes, 
accelerated depreciation helps offset the distor­
tion of inflation on capital consumption allow­
ances. The faster writeoffs enacted in 1954, 1962 
and I 97 l partially compensated for the effect of 
price changes; nevertheless, recent increases in 
inflation have caused corporate depreciation 
allowances to fall at least $15 billion short of 
actual capital consumption expenses in 1977. 
This distortion not only hinders national capital 
formation, but it further aggravates discrepan­
cies in regional and industrial investment 
patterns. 

Continued tinkering with credits, allowances, 
and subsidies is one solution to the problem. 
Another approach would link depreciation 
allowances to the current prices of capital goods. 
If investment has been depressed in recent years 
because prospective depreciation allowances are 
not sufficient to cover capital consumption 
expenses, price-level-adjusted depreciation 
would improve the incentives for long-term 
capital formation. From a microeconomic view­
point, this elimination of tax distortions would 
also increase investment spending in regions or 
industries heavily dependent on long-lived plant 
and equipment. 

By allowing firms to deduct the replacement 
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value of capital consumed in production, price­
level-adjusted depreciation would be an impor­
tant first ·step toward eliminating the existing 
distortions in business taxation. At the same 

time, it would stimulate capital spending and 
provide a sound foundation upon which other 
investment incentives could build should they be 
needed. 

Technical Appendix 

The present value of the net cash flow for an investment 
project is: 

PY = (2;7 = 1 R(i) ( l + o 1ti + (2;7 = 1D(i) (1 + o2ti (t) 

-2;7= 10 + oi)-iC(J-CAP)+:i7= 1 (1 + oi)-i[(l +r/(1-t))i 

-Ci },~J ( l +r /( 1-t)~](r /(1-t))(l-CAP)(t)+k)P] . 

where R is the stream of net revenues the project will earn, 
o1 and o2 are the firm's relevant after tax discount 

rates, 
D is the stream of depreciation allowances per dollar 
of investment, 
C is the constant amortized loan payment per dollar 
of borrowing, 
tis the corporate income tax rate (equals 48 percent), 
k is the investment tax credit per dollar of investment, 
P is the purchase price, 
CAP is the proportion of the project financed by 
equity (equals 25 percent), and 
n is the lifetime of the project (useful life equals statu­
tory life) . 
r is the after-tax loan interest rate (assumed to equal 5 
percent hereafter). 

C = (2;7= 1 (l +r/(I-t))-if
1 

Net revenues are not necessarily discounted at the same 
rate as depreciation allowances or debt service charges. For a 
well-diversified firm, the tax benefits of depreciation allow­
ances and the obligations to creditors are fairly secure ele­
ments of cash flow regardless of how uncertain the prospec­
tive net revenues of any particular project might be. Accord­
ingly, o1 may include an extra "risk factor" which does not 
appear in o2. (See also E. Cary Brown, "Tax Incentives for 
Investment," American Economic Review, May 1967, pp. 
335-345.) 

Assuming the scrap value is zero, for straight-line 
depreciation the present value of the stream of allowances 
per dollar of investment equals: 

PY SL = 2;7 = 1 <+HI +oi)-i(t). 

For sum of the years' digits, the present value of the stream 
of allowances is: 

PYsvo = :i?=1(i/:i1=d)(l+o2ti(t). 

For quadruple-declining balance (QDB) depreciation, the 
present value is: 

py QDB = (2;1 =I(-¼-) (l - -¼-)i (1 +o2)-i + 

2;7 =m+I (rf-m) (l - -¼-)m (l +oi)-i) (t) . 

With QDB, it is optimal to switch to straight-line deprecia-
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tion formulas as soon as the age of the project exceeds 3n/4 
years; here, this point is designated m. 

A switch from sum of the years' digits depreciation to 
QDB changes PY by: 

(1) APY = p (PY QDB - PY svo), 

a quantity which depends only on o2 and n. Since a change in 
the investment tax credit, Ak, changes PY by: 

(2) APY = P(Ak), 

the investment tax credit columns of Table II show, for given 
values of o2 and n, the value of Ak which causes the value for 
expression (2) to equal the fixed value for expression (1). An 
after-tax interest subsidy equal to Ar changes PY by: 

(3) APY = P(2;7=i (l+oi)-i 

((1 +r/(1-t))i-C:ij,:-J (1 +r/(1-t))j] (l-CAP)Ar. 

The interest subsidy columns of Table II calculate the value 
of Ar which causes expression (3) to equal expression ( l) for 
given values of o2 and n. The expression in the innermost 
brackets of (3) represents the declining principal of the amor­
tized loan. If the loan were not amortized (or coupled to a 
sinking fund), the values of ~r would change in Table II , but 
the policy conclusions would not be altered. Qualitatively, it 
only matters that a subsidy take place during more than the 
first year of the project's life. 

To explain why the interest rate subsidy is a more efficient 
policy than the ITC when the Treasury's discount rate 
exceeded that of business, we noted that the rate subsidy 
could be cut by a larger proportion than the ITC. The follow­
ing argument explains why that observation is sufficient. Let 
Ar I and Ak I represent the values of Ar and Ak, respectively, 
which equate expressions (1 ), (2), and (3), for given values of 
o2 and n. By reducing Ar 1 and Ak I to Ar2 and Ak 2 (the values 
acceptable to business which has a discount rate lower than 
the government's), the cost of investment stimulus is reduced 
by 

APYr = P Z [M 1-Ar2] and 

APY k = P [Ak 1-Ak2], respectively, where Z represents 
the expression in the outermost brackets of (3). 
Then 

APY r/ APY k = [Ar 1-Ar2] Z/[Ak 1-Ak2] = 

((M 1-Ar2]/ Ar 1)/([Ak 1-Aki)/ Ak 1) 

This last equality follows from the fact that unless Ak 1/ Ar 1 
equals Z, expressions (2) and (3) could not have been equal. 
Therefore, because the percentage reduction in the rate sub­
sidy exceeds that of the ITC, the use of the interest rate sub­
sidy leads to a greater reduction in Treasury revenue losses. 
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How Different Are Regional Wages? 

BY LYNNE. BROWNE* 

N. EW England has a reputation as a high 
twage area. Executives of New England 

firms relocating or expanding in other areas of 
the country often cite wage costs as a primary 
motivation and surveys of business attitudes find . 
wages to be one of the most frequently men­
tioned sources of dissatisfaction with a New 
England location. 1 At the same time, however, 
economists in the region have claimed that earn­
ings are below the national average. 

As these conflicting opinions illustrate there is 
considerable confusion as to the magnitude of 
regional wage differentials. Published data do 
not present a simple picture. Regions differ 
substantially in the composition of their 
industry, and to the extent that a region special­
izes in high- or low-wage industries, measures of 
average earnings do not accurately reflect the 
region's wage costs for any one industry. 

This article attempts to clarify the extent of 
regional wage differentials in manufacturing by 
removing the distortions created by regional 
specialization. Average hourly earnings, 
standardized for industrial mix are calculated 

* Assistant Vice President and Economist, Federal Reserve 
Bank of Boston. / 

1 David J. Ashton and R. D. Robinson, The New England 
Region's Exports of Manufacturers, International Business 
Center of New England, 1975. 

for each of the nine census regions. Because they 
assume the same industry mix for all regions, 
these standardized earnings more accurately 
represent a region's wage cost position relative 
.to other regions and the country as a whole than 
do unadjusted earnings. At the same time, 
because standardized wages are averages of 
hourly earnings in all a region's industries, they 
avoid the distortions that could occur in a com­
parison based on only one industry. Wage differ­
entials among industries are not always constant 
across regions even though a high (or low) 
wage activity tends to pay high ( or low) wages 
everywhere. 

In general, standardizing for industry mix 
reduces regional wage disparities. However, 
significant differences remain which show little 
sign of narrowing. Hourly earnings are highest 
in the East North Central and Pacific states;1 
lowest in the southern regions and to a lesser 
extent, New England. 

Regional Wage Differentials 

Wage rates differ considerably among 
industries. Table 1 ranks the 21 SIC two-digit 
industries classified as manufacturing accord­
ing to their average hourly earnings in 1975. 
Average earnings in the highest paying industry, 
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TABLE 1 

Earnings in Manufacturing Industries 

Industry' 
U.S. Average Hourly Earnings 
of Production Workers, 1975 

Petroleum & Coal Products 
Primary Metals 
Transportation Equipment 
Chemicals 
Printing 
Machinery exc. Electrical 
Ordnance 
Fabricated Metals 
Paper 
Stone, Clay & Glass 

Average All Manufacturing 

Electrical Equipment 
Food 
Instruments 
Tobacco 
Rubber & Plastics 
Lumber 
Miscellaneous Manufacturing 
Furniture & Fixtures 
Textiles 
Leather & Leather Products 
Apparel 

$ 6.42 
6.17 
6.02 
5.37 
5.36 
5.36 
5.23 
5.04 
4.99 
4.89 

4.81 

4.58 
4.57 
4.56 
4.51 
4.35 
4.28 
3.79 
3.75 
3.40 
3.23 
3.19 

1 These are SIC two-digit industries. 
Source: U.S. Departments of Labor, and Health, Educa­

tion and Welfare, Employment and Training 
Report of the President 1977, Tables C-8 
and C-9. 

petroleum and coal products, were twice those in 
the lowest paying, apparel. Three industries, 
petroleum and coal, primary metals, and tran­
sportation equipment, had earnings more than 
25 percent above the average for all manu­
facturing; three industries, textiles, leather, and 
apparel, had earnings more than 25 percent 
below. If employment in all regions were dis­
tributed among these industries in the same 
proportions or even if high- and low-wage 
industries were similarly balanced, differences in 
regional average hourly earnings would reflect 
differences in regional wage costs. If, however, a 
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region is unusually concentrated in low-wage 
activities like textiles and apparel, its average 
hourly earnings will be lower than if it had a 
more typical industry mix, for the low wages of 
textiles and apparel will receive a dispropor­
tionate weight in the average. Thus, average 
earnings will tend to understate wage costs in 
this region compared with those in regions with 
mixes closer to the norm. Similarly, average 
earnings in a region specializing in high wage 
industries will overstate wage costs relative to 
the rest of the country. By standardizing for 
industry mix one can eliminate a large measure 
of this distortion. 

Average hourly earnings for manufacturing 
production workers and average earnings 
standardized for regional industry mix are 
shown in Table 2 for the nine census divisions: 
New England, Mid-Atlantic, East North 
Central, West North Central, South Atlantic, 
East South Central, West South Central, Moun­
tain and Pacific. The locations of these divisions 
and their mem her states appear in Figure 1. The 
average hourly earnings of Part A of Table 2 are 
calculated directly from state average manufac­
turing earnings published by the Bureau of 
Labor Statistics. The state figures are combined 
into regional averages by weighting each accord­
ing to that state's share of manufacturing 
employment in the region. 2 The state hourly 
earnings and therefore the regional averages 
' reflect the local industry mix, so that for a par-
ticular set of industry wage rates, regional earn­
ings will be higher the more a region specializes 
in high wage industries. 

The earnings figures of Part B, on the other 
hand, are standardized for industry mix. Thus 
differences among regions represent differences 

2 Although the earnings figures are for production 
wo~kers, the weights used to combine state figures into 
regional averages were based on total manufacturing 
employment. Production worker employment is not 
available at the state level. 
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Table 2A 

Average Hourly Earnings for Manufacturing Production Workers, Selected Years 

U.S. 

1960 $2.26 
1965 2.61 
1970 3.36 
1975 4.81 

Northeast 

New 
Eng. 

$2.08 
2.44 
3.18 
4.42 

Mid­
Atl. 

$2.32 
2.68 
3.42 
4.93 

North Central 

East 
Nor. 
Cent. 

$2.56 
2.97 
3.81 
5.60 

West 
Nor. 
Cent. 

$2.28 
2.66 
3.45 
4.92 

So. 
Atl. 

$1.80 
2.11 
2.76 
3.95 

South 

East 
So. 

Cent. 

$1.88 
2.17 
2.83 
4.07 

West 
So. 

Cent. 

$2.07 
2.39 
3.09 
4.45 

West 

Mtn. Pac. 

$2.41 $2.62 
2.77 3.04 
3.37 3.83 
4.70 5.31 

Table 28 

Estimated Average Earnings for Manufacturing Production Workers Standardized for Industry Mix 
( For each region, hourly earnings by industry are averaged with each industry figure weighted 

according to that industry's relative importance nationally.) 

1960 
1965 
1970 
1975 

$2.08 $2.31 $2.41 $2.16 $1.96 $2.00 $2.00 $2.50 $2.50 
2.88 
3.64 
5.10 

2.44 2.68 2.74 2.50 2.28 2.26 2.31 2.93 
3.18 3.40 3.58 3.27 2.95 2.92 2.98 3.54 
4.42 4.86 5.22 4.65 4.20 4.16 4.28 4.86 

Note: Standardized earnings for the Mountain states are based on more limited data than other regions and 
must be viewed with caution. Both standardized and unadjusted earnings for the South Atlantic do not include 
the District of Columbia for which no manufacturing earnings data are available. The 1960 figures for the 
Pacific do not include Alaska and Hawaii. 

Source: U.S. , Bureau of Labor Statistics, Handbook of Labor Statistics, 1974 and 1975. Regional figures 
calculated from figures in Bureau of Labor Statistics, Employment and Earnings, States and Areas, 
1939-1975. • 

in pay rates rather than in industrial com­
pos ition . 3 The standardized earnings were 
estimated by calculating regional earnings for 

j The published average hourly earnings include overtime 
and holiday earnings. Thus regional differences in earnings 
could be caused by differences in hours worked. This does 
not appear to be a problem. Average weekly hours were 
calculated for each region for the four years in Table 2. 
Regional hours were usually within 1 percent of the national 
average. The greatest difference was 3 percent and this 
occurred very infrequently. Such differences as there are do 
not explain regional differences in earnings; for example, 
weekly hours tend to be lowest in the Pacific and Mid­
Atlantic regions, two relatively high-wage areas. 

the 21 manufacturing industries of Table l from 
the corresponding state figures. Industry earn­
ings were combined into regional manu­
facturing averages by weighting each industry 
figure by that industry's share of manufacturing 
production workers nationally. Thus for each 
region, regional industry pay rates were com­
bined according to the industrial mix of the 
country as a whole. There is one important 
qualification: although the 21-industry break­
down is the finest available for most states, it is 
still fairly gross and may hide significant differ-

35 
Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



Figure 1 

REGIONS AND DIVISIONS OF THE UNITED STATES 

Note: Pacific division includes Alaska and Hawaii. 
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ences in the regions' industrial structures. In 
general, however, the average hourly earnings of 
Part B treat all regions as though they had the 
same mix of manufacturing industries, so that 
the differences among regions reflect differences 
in wage rates. 

Effects of Standardizing for Mix 

As Figure 2 demonstrates, standardizing for 
industry mix has a marked effect on the earnings 
of all regions except those of the Mid-Atlantic 
and New England. Both these areas are long 
established manufacturing centers and conse­
quently have diversified industrial structures in 
which both high- and low-wage industries are 
well represented. Thus the standardized earnings 
figures for New England are identical to the 
unadjusted average and for the Mid-Atlantic 
almost identical. 

The East and West North Central, West 
South Central and Pacific Divisions all have 
industry mixes somewhat more oriented to high­
wage industries than the United States as a 
whole. This is particularly true of the East North 
Central division which is very heavily concen­
trated in the high-wage durable goods industries, 
especially transportation equipment and 
electrical and nonelectrical machinery. The 
West North Central and Pacific states are also 
disproportionately active in transportation 
equipment and like the East North Central have 
limited employment in low-wage activities. The 
West South Central division has a fairly high­
wage industry mix because of its refining and 
chemical industries. For each, standardizing for 
industry mix reduces the earnings figure. 

The South Atlantic and East South Central 
divisions both have industrial structures in which 
textiles and apparel are much larger employers 
than in the country as a whole. Consequently, 
standardizing for industry mix raises average 
hourly earnings in both regions. The earnings 
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figure for the Mountain states is also increased.4 

The standardizing process does have an 
overall downward bias, with earning~ being 
reduced more frequently than increased. This 
occurs because regions tend to have somewhat 
higher earnings in those industries in which they 
specialize. It does not alter the validity of the 
comp~risons among regions. 5 

The standardized figures show the same 
general pattern of regional earnings as the unad­
justed averages. Hourly earnings are highest in 
the East North Central and Pacific states, lowest 
in the three divisions of the South. Earnings in 
the New England, Mid-Atlantic, West North 
Central and Mountain divisions fall in the mid­
dle of the range. The Mid-Atlantic lies toward 
the high end of the spectrum; New England at 
the low. Indeed, New England, far from being a 
high-wage region, has an earnings rate signifi­
cantly below all but the Southern divisions. 

However, although the pattern of regional 
earnings is similar, taking account of the 
industrial composition of the various regions 
reduces the dispersion. Table 3 shows the stan­
dard deviation and range of regional earnings on 
both a standardized and an unadjusted basis. 
Because those regions which have high wages for 

4 The Mountain standardized earnings must be viewed 
with caution. Industry data are very limited for a number of 
the Mountain states. Such problems are minor in the other 
divisiqns and can be offset in the standardizing calculations. 

5 There is no mathematical requirement that the weighted 
average of standardized regional earnings be identical to the 
average of the unadjusted figures . In fact , such equality is 
unlikely. For two regions, A and B, and two industries, l and 
2, the averages would be identical only if 

w, A - w2A = w,B - w2B, 

where w1A is the wage in industry 1 in region A. The 
unadjusted average will exceed the standardized average if 
the difference between wages in industries l and 2 (w 1 - wi) 
algebraically is greater in the region specializing in l. This 
will occur if regions have relatively higher wages in the 
industries in which they specialize. This is, in fact, the case. 
Also, since actual rather than percentage differences are rele­
vant, a downward bias is also likely if regions which pay high 
wages in any one industry tend to specialize in high-wage 
industries. Again, this is the case. 
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Table 3 

Dispersion of Unadjusted and Standardized Regional Earnings1 

Range Standard Deviation 

Standardized as Standardized as 
Unadjusted Standardized % Unadjusted Unadjusted Standardized % Unadjusted 

1960 $ .82 $ .54 66% $ .29 $ .22 76% 
1965 .93 .67 72 .33 .26 79 
1970 1.07 .72 67 .38 .28 74 
1975 1.65 1.06 64 .55 .39 71 

1 Average hourly earnings for manufacturing production workers. 
Calculations are based on figures in Table 2. 

any given industry also specialize in high-wage 
industries, and low-wage regions specialize in 
low-wage industries, standardizing for industry · 
mix reduces the range of regional earnings by 
roughly a third and the standard deviation by 25-
30 percent. Standardizing for industry composi­
tion results in a more accurate picture of the 
relative wage costs of the different regions of the 
country. It is a picture of greater comparability 
among wage rates than that shown by the unad­
justed figures. 

Differences in Regional Earnings 

Even on a standardized basis, the differences 
among regions are significant. Thus in 1975 
average hourly earnings in New England were 9 
percent below those in the neighboring Mid­
Atlantic states; 13 percent below the Pacific; and 
15 percent below the East North Central divi­
sion. At the same time, earnings in all three 
southern regions were about 5 percent below 
those of New England. 

The nature of the South's apparent wage cost 
advantage over the rest of the country is 
interesting. The differential is much greater for 
unskilled workers than for skilled craftsmen. 
The Bureau of Labor Statistics publishes earn-

ings in selected occupations for four major 
regions: the South which covers the South 
Atlantic and East and West South Central divi­
sions; the Northeast, consisting of New England 
·and the Mid-Atlantic; the North Central 
including the East and West North Central divi­
sions, and the Wes_t covering the Mountain and 
Pacific states. Table 4 shows the regional earn­
fogs comparison for manufacturing blue collar 
occupations in 1962 and 1974, the earliest and 
most recent years for which the information is 
published. To highlight the regional differences 
in each occupation the average earnings in the 
regions are expressed as percentages of national 
average earnings in that occupation. 

The pattern of regional earnings is consistent 
with that already shown by the industry data. 
Blue ·collar workers in the West and the North 
Central regions have higher hourly earnings than 
their counterparts in the Northeast and the 
South. Earnings in the South are the lowest in 
the country. However, the differences between 
the South and the other regions are not uniform. 
Earnings in low-wage unskilled occupations, like 
janitor or laborer, are much lower relative to 
earnings elsewhere, than are earnings in more 
skilled craft-type jobs. Indeed, skilled mainte­
nance and toolroom personnel in manufactur-
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Table 4 

Earnings in Selected Blue Collar Manufacturing 
Occupations as Percentages of U.S. Average, 1962 and 19741 

Maintenance & Toolroom Custodial & Material Movement 

Car- Elec- Auto Tool Order Truck Forklift 
penter trician Machinist Mechanic Painter & Die Janitors Laborers Fillers Drivers Operator 

1962 

Northeast 
North Central 
South 
West 

Standard deviation of 
regional percentages 

1974 

Northeast 
North Central 
South 
West 

Standard deviation of 

96% 
104 
99 

104 

3.9 

94 
106 
96 

104 

, regional percentages 5.9 

96% 
103 
98 

104 

3.9 

93 
106 
93 

103 

6.8 

96% 
103 
99 

105 

4.0 

96 
104 
95 

107 

5.9 

102% 
104 
87 

108 

9.2 

99 
106 
85 

Ill 

11.3 

94% 
103 
100 
104 

4.5 

93 
106 
98 

100 

5.4 

93% 
106 
98 

100 

5.4 

91 
105 
88 
98 

7.6 

96% 
107 
84 

107 

11.0 

96 
110 
84 

100 

10.8 

100% 
107 

81 
107 

12.3 

97 
110 
83 

105 

11.8 

98% 
105 
84 

111 

11.6 

101 
107 
86 
962 

8.9 

107% 
105 
78 

106 

14.5 

106 
108 
77 

114 

16.5 

99% 
104 
87 

105 

8.3 

96 
107 
84 

104 

10.3 

1 Earnings are hourly earnings excluding premium pay for overtime, holidays, and lateshfrts. 
2 As late as 1972 earnings in the West were above the U.S. average. 
Source: U.S., Bureau of Labor Statistics, Handbook of Labor Statistics /975-Reference edition, Table 109. 

ing earn approximately the same in the South as 
in the Northeast. 6 

Regional Earnings Over Time 

Even after taking account of the effects of 
industry mix, substantial differences in regional 
earnings remain. The question .is whether these 
differences have changed over time. Have the 

6 A study by Stephen Baldwin and Robert Daski of the 
determinants of occupational pay differences found that for 
the broader category "skilled maintenance," pay rates were 
actually higher in the South than the Northeast if establish­
ment size and collective bargaining coverage were standard­
ized. "Occupational Pay Differences among Metropolitan, 
Areas," Monthly Labor Review, May 1976. 
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disparities widened, with earnings in the high­
wage regions growing more rapidly than in the 
country as a whole and the low-wage areas lag­
ging behind, or has the reverse been true, with 
wages in all regions tending to converge toward 
the national average? 

To show how the variation in regional earn­
ings has changed, Table 5 compares the standard 
deviations of regional earnings in the years 1960, 
1970 and 1975. Each year's figures are divided 
by the mean earnings for that year to correct for 
the increase in dispersion that results from the 
general rise in wages caused by inflation and 
productivity increases. The figures show some 
convergence in regional wages during the sixties. 
The standard deviation of the standardized earn-
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Table 5 

Dispersion of Regional Earnings Over Time1 

Standard deviation + Mean 

1960 
1970 
1975 

( Coefficient of Variation) 

Unadjusted Standardized 
Earnings Earnings 

.131 

.115 

.117 

.100 

.086 

.084 

Note: These figures and the standard deviations of Table 
3 treat all regions equally. If one uses the grouped 
data formula with the frequencies for each region 
being that region's manufacturing employment, 
the figures show less convergence for 1960-70 and 
some divergence for 1970-75. The coefficients of 
variation for standardized earnings for the three 
years 1960, 1970 and 1975 are .084, .078 and .084. 
By weighting regional earnings one attaches more 
weight to the East North Central region, where 
earnings have moved away from the mean, rela­
tive to the Pacific states, where earnings have 
moved closer. 

1 Average hourly earnings for manufacturing production 
workers. Figures from Table 2. 

ings declined by 14 percent. 7 Since then, 
however, no convergence of any consequence has 
taken place. 

The reasons for these findings are apparent in 
Table 6 which shows the growth in regional 
earnings in the sixties and seventies on both an 
unadjusted and a standardized basis. The most 
striking feature of Table 6 is the relatively slow 
growth in earnings in the West. Earnings in both 
the Mountain and Pacific divisions have grown 
significantly more slowly than in the country as 
a whole. Moreover, the similarity of the unad-

7 Standard deviation here means standard deviation 
divided by the mean or the coefficient of variation. The fact 
that 197 5 was a recession year is not responsible for the lack 
of further convergence in the seventies. The coefficient of 
variation for 1974 is .08 and for 1973, .09. 
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justed and standardized growth rates shows that 
this slow growth was not due to changes in the 
industrial structure of the region, but rather to a 
more gradual increase in wage rates. It may be 
significant that for most of the period 1960-75 
the West, particularly the Pacific states, had 
unemployment rates above the national average. 

Because the West is a high-wage region, the 
slow growth in its earnings contributes to a 
reduction in the dispersion of regional earnings. 
However, the slow growth in the West does not 
appear indicative of a general tendency toward 
convergence. The other high-wage area, the East 
North Central division, has experienced above 
average earnings growth. In the seventies its 
earnings growth was the most rapid of all the 
regions, offsetting for this period the reduction 
in dispersion that would have resulted from the 
slower growth of the West. 

In addition, there is no indication that wage 
rates in the low-wage South are rising relative to 
those in other parts of the country. Unadjusted 
earnings in the East South Central and South 
Atlantic have grown at above average rates, but 
the smaller increase in standardized earnings 
indicates that the more rapid earnings growth in 
the South is due more to a shift to higher-wage 
industries than to faster growth in wage rates. 
Although the West is a very important excep­
tion, the dominant impression of regional earn­
ings differentials is one of stability rather than 
change. 

Conclusions 

Average hourly earnings in manufacturing 
differ significantly among regions. The extent of 
these differences is overstated unless one takes 
account of industry mix, but even after earnings 
have been standardized for industrial composi­
tion the differences are meaningful. The East 
North Central division and the Pacific states 
have the highest level of earnings; the three 
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U.S. 

1960-70 4.0% 
1970-75 7.4 
1960-75 5.2 

Table 6A 

Growth Rates in Manufacturing Hourly Earnings 
( annual percentage rates of change) 

Northeast North Central South . 

East West East West 
New Mid- Nor. Nor. So. So. So. 
Eng. Atl. Cent. Cent. Atl. Cent. Cent. 

4.3% 4.0% 4.1 % 4.2% 4.4% 4.2% 4.1% 
6.8 7.6 8.1 7.4 7.4 7.5 7.6 
5.2 5.2 5.4 5.3 5.4 5.3 5.2 

Table 68 

West 

Mtn. Pac. 

3.4% 3.9% 
6.9 6.7 
4.5 4.8 

Estimated Rates of Growth in Average Earnings Standardized for Industry Mix 
(For each region, hourly earnings by industry are averaged with each industry figure weighted 

1960-70 
1970-75 
1960-75 

according to that industry's relative importance nationally.) 

4.3% 3.9% 4.0% 4.2% 4.2% 3.9% 4.1 % 
6.8 7.4 7.8 7.3 7.3 7.3 7.5 
5.2 5.1 5.3 5.2 5.2 5.0 5.2 

Source: Calculated from figures in Tables 2A and 2B. 

3.5% 
6.6 
4.5 

3.8% 
7.0 
4.9 

southern divisions, closely followed by New 
England, have the lowest. 

petition from the Sunbelt areas of the South and 
West. The West's wage cost position is improv­
ing while the South has seen only negligible 
reductions in its advantage. On the other hand, it 
is clear that New England's reputation as a high­
wage area is undeserved: its average hourly earn­
ings in manufacturing are well below those in 
most of the country. 

Over the time period considered here, 
l 960-75, some convergence in regional pay 
rate5 is apparent. This has been due to the 
slow growth of earnings in the high-wage West. 
However, this reduction in dispersion offers no 
comfort to a Northeast concerned about com-

Regional Earnings and Cost of Living Differences 

42 

This article has looked at regional earnings 
from the standpoint of a manufacturing firm 
interested in regional differences in labor 
costs. However, what is a cost to the employer 
is income to the employee. As an income con­
cept, unadjusted earnings are probably more 
appropriate than earnings standardized for 

industry mix. While it is important to know 
what an individual earns in the same industry 
in different areas, it is even more important to 
take account of the bundle of earning oppor­
tunities, implied by industry mix, available to 
him. 

Regional cost of living differences are also 
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Table IA 

Comparison of Average Hourly Earnings in Manufacturin~ Unadjusted 
and Standardized for Cost of Living Differences - 1975 

Northeast North Central South West 

U.S. NE MAT ENC 

Unadjusted 
Earnings $4.81 $4.42 $4.93 $5.60 

Standardized 
for Cost of 
Living 4.81 4.03 4.73 5.54 

'very relevant when one considers regional 
d ifferences in earnings as measures of 
regional differences in income. Table I A 
shows for 1975 the effect of standardizing 
unadjusted hourly earnings in manufacturing 
for these differences in the cost of living. Each 
region's hourly earnings figure was divided by 
an estimate of the region's cost of living 
relative to that of the country as a whole.' 

The most striking effect of standardizing 
for regional cost-of-living differences is the 
increase in the effective earnings level in the 

1 The Bureau of Labor Statistics publishes urban fami­
ly budgets for 39 metropolitan areas and 4 nonmetro­
politan regions. The budgets representing an intermedi­
ate standard of living were used to calculate the costs of 
living in the nine census divisions. The estimate for each 
division was based on the budgets for metropolitan areas 
in that division and a nonmetropolitan budget estimated 
from the budget for the larger region including the divi­
sion. 

WNC SAT ESC wsc MTN PAC' 

$4.92 $3.95 $4.07 $4.45 $4.70 $5 .31 

5.07 4.11 4.47 4.94 4.95 5.09 

South. Although wages are low in the South 
the cost of living is also low, particularly in 
the two South Central regions, so that in 
terms of purchasing power earnings are much 
closer to the national average than the unad­
justed figures indicate. Because taking 
account of the cost of living raises earnings in 
the South and , to a lesser extent, lowers them 
in the high wage East North Central and 
Pacific states, the dispersion of regional earn­
ings is slightly less that for unadjusted earn­
ings. The coefficient of variation for unad­
justed earnings in 1975 was .117; after one has 
removed cost-of-living differences it is only 
.103. 

While standardizing for living costs 
generally raises earnings in the lower-wage 
areas, this is not true for New England. This 
region has a very high cost of living and this 
combined with the relatively low level of its 
unadjusted earnings figure gives it the lowest 
effective earnings rate in the country. 
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The Current Business Cycle 
In Historical Perspective 

BY STEPHEN K. MCNEES* 

The most recent business cycle contrasts 
strikingly with previous cyclical experience. 

Two of the most distinctive and disturbing 
features are persistently high unemployment and 
inflation rates. The unemployment rate has held 
near or above 7 percent for about three years. 1 

The inflation rate has generally exceeded 5 per­
cent for four years. The persistence of each of 
these problems is troublesome and the combina­
tion of the two is unprecedented in the United 
States in this century. Either fact alone could be 
attributed to an inappropriate amount of aggre­
gate demand, but the combination cannot be 
explained so simply without resort to complex 
arguments based on lags and/or expectations 
which had not been regarded as necessary to 
explain previous experience. 

This article reviews the history of the current 
business cycle, comparing and contrasting it 
with previous post-World War II cyclical 
experience. It finds that despite periods of 
abnormal behavior of employment, produc­
tivity, and the labor force, the unemploym·ent 
rate has "tracked" the path of real GNP fairly 

• Assistant Vice President and Economist. The author 
gratefully acknowledges the research assistance of Elizabeth 
Berman and Timothy Clegg and the secretarial assistance of 
Claire Goldman. 
1 This article is ba~ed on data available in Octob~r 1977. 
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faithfully. In contrast, the rate of inflation has 
not been very responsive to cyclical swings. 
While the path of inflation has been altered dras­
tically by numerous "special factors," the 
"underlying trend" rate of inflation has held 
stubbornly near the 5 to 6 percent range for 
nearly a decade despite large cyclical swings in 
unemployment. 

Business Cycle Chronology 

Business cycles are classified into two phases: 
expansions and contractions ( or recessions). The 
transition point between expansion and contrac­
tion is called the cyclical peak and the point 
dividing recessions and expansions is called the 
trough of the cycle. 

More recently, with the development of the 
concept of growth cycles, economic activity has 
been divided into two phases: high (i.e., above­
trend) growth and low (i.e., below-trend) 
growth. 2 The transition from low to high growth 
is referred to as the upturn; the point dividing 
high and low growth periods, the downturn. The 
period between the downturn and the cyclical 

• peak is commonly referred to as the slowdown. 

2 See Ilse Mintz, "Dating United States Growth Cycles," 
Explorations in Economic· Research, Summer, 1974, pp. 
1-113. 

Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



These concepts are illustrated with reference 
to the most recent business cycle i'n Figure I. An 
economic expansion began in November 1970, 
the cyclical trough. As in all but one of the 
previous post-War expansions the trough coin­
cided with an upturn. From mid-1971 through 
1972, a period coinciding roughly with Phases I 
and II of the wage and price controls program, 
the economy expanded vigorously. The rapid 
expansion culminated in 1973: I with an unex­
pectedly large (9.5 percent at an annual rate) 
increase in real GNP spurred by a surge of con­
sumer purchases, particularly of durable goods. 

March 1973 has been selected as the begin­
ning of the downturn. 3 The slowdown lasted 
eight months - one month less than the slow­
down preceding the 1969 peak but twice as long 
as the median of the five previous post-War 
slowdowns. 

The slowdown ended and the recession began 
in November 1973 (one month after the out­
break of the Yorn Kippur War), the business 
cycle peak. The recession that followed was the 
most severe of the post-War period. 

The recession lasted 16 months, nearly 50 per­
cent longer than the longest previous post-War 
recession. From peak to trough, real GNP 
dropped 5.9 percent, nearly twice as much as the 
largest previous post-War decline (3.3 percent in 
1953-54) and more than four times more than 
the median post-War decline (see Chart I). The 
mild initial decline, which was widely inter­
preted as a "spasm" related to high energy 
prices, was followed by a "collapse" in demand 
and heavy inventory liquidations in the final two 
quarters (Figure I and Chart I). Real GNP fell 
during this latter interval at an annual rate of 7. 7 
percent, in contrast to the moderate (2.8 percent 

3 Much of this article, especially this section, draws heavily 
on Victor Zarnowitz and Geoffrey H. Moore, "The Reces­
sion and Recovery of 1973-76," the definitive source of 
business cycle dating and measurement, National Bureau of 
Economic Research, June 1977, mimeo. • 
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annual rate) decline over the previous three 
quarters. 

The expansion began in March 1975, two 
years after the downturn. Despite strong growth 
in the early stages of the expansion, real GNP 
did not recover to its previous peak for a year. 
This contrasts sharply with earlier recoveries 
when the previous peak level of real GNP was 
regained in one ( 1950, 1961, 1971) or two ( 1954 
and 1958) quarters. 

This long recovery period reflects the severity 
of the preceding downturn rather than a weak 
early expansion. In fact, the current expansion 
from the extraordinarily low trough has been 
very typical of the post-War period. Since the 
trough, the expansion has progressed at a nor­
mal pace, paralleling the median path of 
previous post-War expansions (Chart 1-B). 

The Unemployment Rate 

In contrast to the previous post-War expan­
sions when the unemployment rate had declined 
fairly rapidly after the trough, the unemploy­
ment rate held at a plateau of about 6 percent for 
nearly two years after the 1970 trough. Follow­
ing the vigorous expansion in I 972, ·the rate 
finally fell from 5.7 percent in October to 4.9 
percent in January 1973. It held steady at just 
under 5 percent during the 1973 slowdown. Dur­
ing the early, mild phase of the recession, the 
rate crept up from its pre-recession low of 4.7 
percent in October 1973 to only 5.5 percent in 
August 1974. 

This moderate rise, during a period when real 
GNP had been flat for a year and a half, contri­
.buted to the mistaken belief that the economy 
was experiencing only a temporary "energy 
spasm." In reality, the economy was entering 
the later, more severe stage of the recession. In 
July, data revisions revealed that a substantial 
build-up of excessive inventories had occurred 
earlier in the year. It soon became evident that 

45 
Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



NOV. '70 
TROUGH 

Figure I 

BUSINESS CYCLE CHRONOLOGY 

NOV. '73 
PEAK 

MARCH '75 
TROUGH 

-----EXPANSION----- CONTRACTION ----EXPANSION---

UPTURN 
NOV. '70 

HIGH-GROWTH 

T 
I 
I 

EARLY : LATE 
"SPASM" "COLLAPSE" RECOVERY 

I 

SLOWDOWN SEPT. '7 4 76:1 

DOWNTURN 
MARCH '73 

LOW-GROWTH 

UPTURN 
MARCH '75 

77:111 

Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



January/ February 1978 

Chart I 

CYCLICAL COMPARISON OF GROSS NATIONAL PRODUCT 
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Source: U.S. , Bureau of Economic Analysis, Business Conditions Digest , August 1976 and November 1977. 
Note: In this and the following charts, the horizontal scale indicates the number of quarters before and after the business 

cycle trough. 
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the new model of automobiles would not be well 
received. 

Excessive inventories, along with the collapse 
in consumer demand, necessitated drastic cuts in 
production and heavy layoffs. Consequently, the 
unemployment rate shot from 5.5 percent in 
August 1974 up to 8.5 percent at the cyclical 
trough in March 1975, and eventually rose to a 
9.0 percent peak in May. 

The unemployment rate declined steadily to 
7.5 percent in the year following its May peak. 
Then, during the "pause" in mid-1976, the rate 
climbed back to 8.0 percent. The rapid expan­
sion in early 1977 brought the rate back down to 
7.0 percent by April, where it leveled off through 
October. 

Chart II compares the unemployment rate 
path in the current business cycle with the 
median of previous post-War expansions. Start­
ing in 1973 somewhat higher than the 3.8 percent 

median at previous peaks, it climbed to well 
above the 7 .0 percent median previous peak. 
Over the first ten quarters of this expansion, 
unemployment paralleled the median, holding 
steadily about 2.5 percent higher. 

The amplitude of these swings in the unem­
ployment rate over the course of the business 
cycle broadly mirrored the swings in output. The 
decline from the 1970 trough to the mid-1973 
low, the rise from mid-1973 to the 197 5 trough, 
and the decline from the 1975 trough through 
I 977: III all can be "explained" by a simple, 
static version of the unemployment-output rela­
tionship known as "Okun's Law," (see Box). 

However, the timing of these swings in the 
unemployment rate was not closely tied to the 
path of output. The major abnormality was the 
minor, modest rise through mid-1974. This 
phenomenon will be examined from several per­
spectives below. 

Chart II 

CYCLICAL COMPARISON OF 
THE UNEMPLOYMENT RATE 

INVERTED SCALE 
3 

' 4 
', POST-WAR MEDIAN ,- - --

5 

6 

~ / 

\ r-..... r-_, 
/ ............. ✓ 

\ ,.. ___, 
\' // 
✓ 

7-

8 

9 

10 
T-8 -6 -4 -2 T +2 +4 +6 +8 +10 +12 

Source: U.S., Bureau of Labor Statistics, Employment and Earnings, various issues. Based on quarterly averages of monthly 
data. 
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The "Normal" Unemployment-Output Relationship: 
"Okun's Law" 

The unemployment rate is negatively 
related to the level of output and positively 
related to productivity, average hours 
worked, and the labor force. For example, 
higher output results in lower unemployment 
if productivity, hours, and the labor force all 
held constant. In fact, other economic 
variables do change along with the level of 
output. In 1962 Arthur Okun examined the 
historical unemployment-output relationship 
and summarized it in a simple useful rule of 
thumb, known as "Okun's Law." 4 More 
recently, George Perry has reformulated 
"Okun's Law" to take account of secular 
changes in the age-sex composition of the 
labor force. 5 In the Perry version, the differ­
ence between actual and "full employment" 
unemployment rates depends on the gap 
between potential and actual GNP so that 
once the "full employment" unemployment 
rate and potential GNP are estimated, the 
actual unemployment rate depends on the 
level of output. 

In order to identify the distinctive features 
of the most recent cyclical experience, Perry's 
version of "Okun's Law" was modified in 
three ways: 
( 1) The relationship was estimated with 
quarterly, rather than annual, data to high­
light the timing of cyclical changes. (As is 
often necessary with quarterly data, the equa­
tion was estimated to take account of first­
order serial correlation in the residuals.) 

4 Okun, Arthur, "Potential GNP: Its Measurement and 
Significance," Proceedings of the American Statistical 
Association, 1962. 
5 Perry, G.L., "Potential Output and Productivity," 
Brookings Papers on Economic Activity, (1977:1), 
especially pp. 40-41 . 

(2) The relationship was estimated using the 
Council of Economic Advisers' (CEA's) 
estimates of potential GNP (Q*) and the "full 
employment" unemployment rate (U*). The 
CEA estimates were used solely because they 
are the "official" estimates and are available 
on a quarterly basis. One should not infer that 
the CEA estimates are more useful than 
Perry's; in fact, quarterly interpolations of 
Perry's annual estimates produce a marginal­
ly better fit (although the difference is too 
small to be regarded as significant in the 
statistical sense). 
(3) The relationship was estimated with data 
available through 1972. To use data avail­
able since 1972 is subject to the criticism that 
the "explanation" of the recent period derives 
primarily from the power of the estimation 
technique (which by definition minimizes 
errors) rather than the underlying relation­
ship. 

The estimated unemployment-output rela­
tionship was, 

(U - U*) = 28.65 (% GAP) 
(3.30) 

Standard error = .26 
Rho = .91 
Period of fit: 1955: I to 1972: IV 
U = unemployment rate 
% GAP = percentage deviation of actual 
GNP(Q) from potential GNP(Q*), (Q* -
Q)/Q 

A dynamic simulation of this equation was 
conducted to examine how well the unem­
ployment rate in 1973-77 could have been 
forecasted if the path of real GNP had been 
known. The equation substantially over-
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estimates unemployment in 1974. Perry re­
,gards 1974 as such an unusual year that he 
chose to ignore it (i.e., dummy it out) in his 
annual regressions. This judgment is highly 
arbitrary since the equation produced similar 
errors in 1958 and in 1975 when the quarterly 
relationship significantly underestimates the 
unemployment rate. After underestimating 
unemployment again in 1976, the prediction 
returns close to the actual figure in 1977 (See 
Chart III-A). In other words, the dynamic 
simulation captured the amplitude of the 
swing in the unemployment rate but was 
imprecise on the timing of the swings. This 

Labor Force 

The unemployment rate is the percent of the 
civilian labor force (henceforth labor force) who 
seek , but cannot find, employment. Variations 
in the unemployment rate are commonly 
attributed to or "explained by" changes in the 
labor force. The growth of the labor force has 
been much stronger during this business cycle 
than the median of previous cycles (Chart IV). 
Relative to the cyclical peak, the path of the 
labor force has conformed almost identically to 
the 1969-73 cycle: in both cycles, the labor force 
was 2.3 percent above the peak at the trough, 6 
percent above the peak six quarters after the 
trough , and 8.6 percent above the peak ten 
quarters after the trough. These are far greater 
than the median increases in previous cycles 
which were l ·.2 percent, 2.6 percent, and 4.6 per­
cent, respectively (Chart IV-A). 6 A similar but 

6 Because the 1958-60 expansion lasted only two years, the 
median for more than eight quarters after the trough is based 
on only four previous cycles. 
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performance is impressive in that a dynamic 
simulation allows forecast errors to 
accumulate so that the predicted unemploy­
ment rate could have wandered far off track. 

Moreover, a static simulation shows that 
the unemployment-output relationship in 
1973-77 was as close as it was in the period of 
fit ( 1955-1972) (Chart III-B). The size of the 
errors - root mean squared error of .32 per­
cent - was about the same as in 1955 
through 1972. The average error was small. 
Thus, recent unemployment-output experi­
ence conforms closely to previous historical 
experience. 

somewhat less dramatic disparity appears when 
the increases are indexed to and centered on the , 
trough (Chart IV-B). 7 

The upward trend of labor force growth illus­
trated in Chart IV is due mainly to the growth or' 
the working-age population. In addition, since 
the mid- l 960s an increasing proportion of the 
working-age population has chosen to seek 
work, i.e., the participation rate has risen. How­
ever, it is important to note that, despite the 
secular increase in the participation rate, 
changes in the participation rate had not been an 
important factor in labor force growth over the 
course of business cycles until 1976. 8 More 
specifically, there was no peak to trough change 
in the participation rate during the 1973-75 
recession; the median of previous peak to trough 

7 Measurement relative to the peak and centered on the 
trough makes the increases in previous cycles smaller 
because the previous recessions were shorter. 
8 This statement applies to the most recent cycle and the 
median of previous business cycles. There have been large 
changes in the civilian participation rate in some past cycles, 
especially when the size of the armed forces changed rapidly. 
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Chart III 

ACTUAL AND "NORMAL" UNEMPLOYMENT RATES 
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Chart IV 

CYCLICAL COMPARISON OF CIVILIAN LABOR FORCE 
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changes was only .1 percent. During the first 
year of the recent expansion, the participation 
rate rose by only .1 percent; the median change 
during the first year of previous expansions was 
-.3 percent. However, from the fourth to the 
tenth quarter of this expansion, the participa­
tion rate rose 1.1 percent; the median change 
over the comparable stage of previous cycles was 
only .1 percent (although the range was fairly 
wide). In short, a large increase in the participa­
tion rate in the second and third years of the 
recent expansion has contributed to a rapid 
growth in the labor force. 

Employment 

The path of nonagricultural payroll employ­
ment (henceforth employment) did not reflect 
the path of real GNP during the business cycle. 
Despite the severity of the drop in output, 
employment declined by only 1.3 percent during 
the recession. This is smaller than any of the 
previous cyclical declines except for the .8 per­
cent drop in 1970 (which accompanied a meagre 
.6 percent decline in output, only about one­
tenth of the 1973-75 decline). In contrast, 
declines in employment during the recessions of 
the 1950s ranged from 3.1 to 4.2 percent. 

In fact, employment continued to rise in the 
first three quarters of the recession. It was not 
until the trough in the first quarter of 1975 that 
employment receded below the level achieved at 
the previous peak. 

Due perhaps to "labor hoarding" during the 
downturn and the recession, the increases in 
employment in the early stages of this recovery 
were not especially strong. The full-year incre~se 
from the trough was among the weakest in the 
post-War experience, exceeding only the 1971 
experience. In addition, the increase in the two 
years after the trough was weaker than any 
except 1961-63. By 77: III, the percent increase 
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from the trough was still below the median of the 
fi~ earlier expansions. (Chart V-B.) 

The extraordinarily small decreases during 
the recession followed by below normal 
increases since the trough combined to make the 
first two years of the expansion almost identical 
to the median of previous post-War experience 
(Chart V-A). 

Productivity 

Before the most recent business cycle, declines 
in productivity in the nonfarm business sector 
(henceforth productivity) had been relatively 
rare. For example, productivity at the trough of 
all earlier post-War recessions was higher than 
at the previous peak. Except for the 1949 reces­
sion, productivity had never fallen more than 
one quarter during a recession. 9 

In contrast, in this cycle productivity peaked 
at the downturn (1973: I) and fell for seven 
consecutive quarters, throughout the slowdown 
and the first year of the recession (i.e., until the 
trough quarter). The cumulative decline was 5 
percent, or a 3.0 percent annual rate of decline 
(Chart VI). 

Since the trough, productivity has increased 
somewhat faster than the median of previous 
expansions (Chart VI-B), in fact, faster than in 
any expansion since 1949-52. This perform­
ance, however, has not been strong enough to 
compensate for the sustained deterioration dur­
ing the slowdown and recession. After two years 
of recovery, productivity was only 5.1 percent 
above its level at the cyclical peak; the median 
increase at this stage of previous expansions was 
an 8. 9 percent rise in the 1969-72 cycle. Two and 
one half years after the trough, productivity had 

9 In the 1949 recession, productivity fell in the first quarter 
after the peak and in the trough quarter. Nevertheless, 
productivity rose 1.3 percent from the peak to the trough. 
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Chart V 

CYCLICAL COMPARISON 
OF NONAGRICULTURAL PAYROLL EMPLOYMENT 
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Chart VI 

CYCLICAL COMPARISON OF 
PRODUCTIVITY-NONFARM BUSINESS SECTOR 

-6 

--
-6 

A. IN DEX ED TO PEAK 

,, 
,,,,,~ --- _ _, 

,, 

,,, 
/ ,, 

, , ,. _______ , 
, , 

POST-WAR MEDIAN / 

, --- ____ .,,, 

-4 ·-2 

,, , ,,, 
, ,,, 

,, , 

T + 2 +4 +6 +8 + 10 + 12 

B. INDEXED TO TROUGH 

POST-WAR MEDIAN 

, .,.,. 
,,,.--" 

-4 -2 T +2 +4 +6 +8 +10 +12 

Source: U.S., Bureau of Economic Analysis, Business Conditions Digest, various issues. 

55 
Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



New England Economic Review 

risen 6.1 percent above its level at the cyclical 
peak. In contrast, the median increase of the 
four earlier expansions over the same period was 
10.1 percent. Productivity growth during the 
current business cycle is even weaker when com­
pared with its own pre-recession "specific peak" 
in the first quarter of 1973 rather than the 
cyclical peak, increasing only 4.4 percent over 
the same interval. 

The productivity data are consistent with the 
hypothesis that there was an extraordinary drop 
in the level of productivity in 1973-74. (It is 
interesting to note that the drop started in 1973 
before the "energy crisis" began.) Data since the 

1975 trough are consistent with the notion that 
productivity growth returned to normal with the 
onset of the economic expansion. 

Inflation 

The inflationary experience in the current 
business cycle differs significantly from that of 
previous post-War cycles. Several factors out­
side the normal path of economic activity 
account for many of the differences (see Table 1 
and Chart VII). 

( l) This business cycle "inherited" a high rate 
of inflation. Throughout the late 1960s, actual 

Table 1 
Inflation Indicators 

(Percent Change - Compound Annual Rates) 

Consumer Price Index 
Total 
Total excluding Food 
Food 
Energy 
Total excluding Food & Energy 

Wholesale Price Index 
Total 
Industrial Commodities 
Industrial Commodities excluding 

Energy 

GNP Deflators 
Implicit Price Deflator 
Fixed Weight 

Nonfarm Business 
Deflator 
Unit Labor Cost 
Compensation 
Productivity 

(1) (2) (2A ) (28) (3) (4) 
Apr. '68- Aug. '71- Aug. '71- Jan. '73- Oct. '73- Mar. '75-
Aug. '71 Oct. '73 Jan. '73 Oct. '73 Mar. '75 Sept. '77 

5.2 5.3 3.4 8.9 10.9 6.2 
5.3 3.8 2.7 5.9 10.7 6.7 
4.6 10.7 5.6 21.0 10.2 5.3 
3.4 5.8 2.9 11.5 21.5 9.4 
5.5 3.5 2.7 5.1 10.0 6.3 

3.6 9.2 5.9 15.7 15.4 5.4 
3.7 5.2 3.1 9.4 21.0 6.5 

3.5 4.8 3.0 8.2 18.3 5.6 

5.1 6.2 5.2 8.0 10.8 5.6 
5.0 6.2 5.2 7.8 11.0 5.9 

4.6 4.8 3.5 6.9 12.2 5.5 
5.2 5.8 4.0 9.0 13.9 4.3 
6.9 7.8 8.1 7.4 9.8 8.3 
1.2 1.6 3.8 -2.1 -2.6 3.7 

Source: Price data - U.S., Bureau of Labor Statistics, statistical releases. 
GNP deflators - U.S., Bureau of Economic Analysis, Survey of Current Business, various issues. 
Nonfarm Business Sector - U.S., Bureau of Economic Analysis, Business Conditions Digest , various issues. 
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Chart VII 

CONSUMER PRICE INDEX - ALL ITEMS 
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GNP exceeded potential GNP and the unem­
ployment rate averaged below 4 percent. This 
excess demand situation was accompanied by a 
gradual but steady acceleration in the inflation 
rate. Acceleration was halted during the 1970 
recession but in mid-1971 the inflation rate was 
judged high enough ( or the risk of reaccelera­
tion great enough) that a comprehensive 
program of wage-price controls was introduced. 

(2A) In August 1971, a 90-day wage-price 
freeze (Phase I), to be followed by a controls 
program (Phase II), was announced. Phases I 
and II were in effect for nearly a year and a half. 
During this period, the rate of inflation, as 
measured by the CPI, or the nonfarm business 
deflator was about 3 ½ percent. 

(2B) Controls were relaxed in January 1973 
(Phase III), tightened briefly again in June 
("Phase III½"), and virtually abandoned in 
August (Phase IV). Simultaneously, food prices 
began to accelerate rapidly due to supply-side 
difficulties and strong world-wide demand. Dur­
ing 1973, retail food prices rose at about a 20 
percent annual rate. The "bulge" or "catch-up" 
associated with decontrol, along with the food 
price surge, boosted the rate of inflation into the 
8 to 9 percent range. 

In October 1973 the Yorn Kippur War broke 
out. The outbreak of hostilities was followed by 
a 70 percent increase in the posted price of crude 
oil, an Arab oil embargo, and subsequently a 
quadrupling of the price of imported oil. The oil 
shock occurred just as the economy was 
reaching its cyclical peak in November 1973. 

(2) During the 26-month period from the 
advent of controls to the start of the Mid-East 
War - an interval which combines both the 
controls and "bulge" or "catch-up" periods, the 
inflation rate was about 5 percent. This is about 
the same rate as recorded from mid-1968 until 
the imposition of controls in 1971. In other 
words, the price level at the time of the oil shock 
was approximately the same as a simple 
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extrapolation of the pre-controls rate. Much of 
the acceleration in the rat~ of inflation in 1973 
can be regarded as a "post-controls catch-up." 
By the time that the "catch-up" was complete, 
the price level was pushed up even faster by the 
huge increase in the price of imported oil. 10 

Although the controls program clearly altered 
the pattern of inflation during the 1970-73 
expansion, this perspective suggests there was 
little change in its "underlying trend." 

(3) Although the cyclical peak was not 
reached until late 1973, productivity had peaked 
and a slowdown had begun early in the year. 
With the continued acceleration in compensa­
tion, unit labor costs had been rising at 9 percent 
annual rate. In short, the economy entered the 
oil shock and recession period with a high and 
rising rate of inflation. 

During the recession, the inflation problem 
was exacerbated by rapid increases in energy 
prices, which not only rose by more than 20 per­
cent but contributed to the increases in other 
prices. In addition, the decline in productivity 
continued throughout 1974 until the trough in 
March 197 5 and unit labor costs accelerated to 
about 14 percent. The most severe recession of 
the post-War period was accompanied by 
double-digit rates of inflation. 

(4) The economic recovery began in the 
spring of 1975. The nonfarm business sector 
experienced a sharp drop in the rate of increase 
of unit labor costs, falling to 4.3 percent, close to 
the pre-recession rate. This reflected some 
slackening in the rate of increase in compensa-

10 This statement is not intended to imply that the post­
controls "bulge" was exactly, fully incorporated in the price 
level precisely when the Mid-East War began. For example, 
if food prices were regarded as "exogenous" and excluded 
from the calculation, the price level did not return to its pre­
controls trend until May 1974. Although this measure would 
alter the timing of the inflation episodes, it does not alter the 
central point that much, if not all, of the acceleration of the 
inflation rate in 1973 was simply a return to the pre-controls 
trend. 

Digitized for FRASER 
https://fraser.stlouisfed.org 
Federal Reserve Bank of St. Louis



tion and a recovery in the rate of productivity 
growth. 

During the first 30 months of the expansion 
the inflation rate decelerated to 6.2 percent from 
the double-digit pace during the recession. Much 
of the decline was associated with improvement 
in price behavior in the food and energy sectors 
- the rate of increase in each of these sectors 
was only about half of its recession pace. During 
the expansion slightly below-average increases in 
food prices offset above-average energy prices so 
that all consumer prices, as well as those 
excluding food and energy, have grown at a little 
more than 6 percent. 

Summary and Conclusion 

This article has attempted to document, 
rather than explain, the persistence of high infla­
tion and high unemployment by describing the 
behavior of several key economic variables. 
Description of such complex phenomena 
requires choosing a systematic framework of 
presentation which, in itself, suggests several 
conclusions. 

It was noted, for example, that the 1970s 
inherited a high rate of inflation from the boom 
in the late 1960s. It is an open question whether 
( or how rapidly) inflation was decelerating in 
mid-1971 when a comprehensive system of wage 
and price controls was introduced. There can be 
little doubt that the controls held down prices in 
1972 and that the relaxation of controls contri­
buted to the acceleration of inflation in 1973 and 
perhaps 1974. Other factors which contributed 
to the acceleration were supply difficulties for 
agricultural products, the devaluation of the 
dollar, the international synchronization of a 
business cycle upswing, and the quadrupling· in 
the price of imported petroleum. 

In addition, a downturn occurred in early 
1973. Slow growth was accompanied by 
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unusually strong employment gains and a sus­
tained decline in productivity. Weak productiv­
ity and rising compensation put further 
pressures on unit labor costs. 

By 1974, inflation had reached double-digit 
rates and the economy was in a contraction. 
Late in the year the contraction accelerated 
rapidly as consumer demand collapsed at the 
same time that producers were attempting to cut 
back on excessive inventory holdings. Layoffs 
accompanying drastic cuts in production 
boosted the unemployment rate from 5.5 percent 
to 9 .0 percent in nine months. 

The expansion that began in early 1975 was 
characterized by weak to normal employment 
growth and normal productivity growth. Infla­
tion and unit labor costs returned to rates near 
those experienced in the early 1970s. After a 
period of normal growth during the slowdown, 
recession, and recovery, labor force growth 
increased rapidly in the second and early part of 
the third year of the expansion. 

The unusual drop in productivity in 1973-74 
held the unemployment rate below its normal 
path with respect to output. The subsequent 
rapid rise in labor force participation has 
brought the unemployment rate back to its nor­
mal relationship to real GNP. Lingering high 
unemployment reflects the persistence of a 
sizable gap between actual and potential GNP. 
Although inflation rates have receded from the 
double-digit pace of 1974, continued slack in · 
product and labor markets has not (yet!?) 
reduced the inflation rate below the "underlying 
5 to 6 percent" which has stubbornly persisted 
for nearly a decade. 

Thus, despite abnormal behavior of employ­
ment, productivity, and the labor force, the 
unemployment rate has mirrored the path of real 
GNP as closely as in previous years. In contrast, 
the path of the inflation rate has reflected 
numerous "special factors" more than the 
current phase of the business cycle. 
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