
THRIFT COMPETITION:
DOES IT MATTER?

Donald L. Welker

Recent questions and comments received by this
Bank from bankers, attorneys and consultants have
indicated a keen interest in the definition and struc-
ture of large banking markets in the Fifth District.
These individuals seldom express an interest in the
fine points of economic theory. They do seem vitally
concerned with the practical aspects of banking mar-
ket analysis including the role of thrift institutions.

Awareness of thrift competition in some markets
may extend well beyond the Supreme Court’s land-
mark U. S. vs. Philadelphia National Bank decision
in 1963, which established that the antitrust laws
were applicable to the banking industry. The Phila-
delphia National case also established that commer-
cial banking constituted a unique cluster of financial
services (the line of commerce or product) which was
provided in a local area, the geographic market.
There was no place for thrifts in this market struc-
ture as defined by the courts.

Twenty-three years after the precedent setting
Philadelphia National Bank decision, this article
briefly outlines the current approach to competitive
analysis as applied to bank acquisitions. Then it
proceeds to a detailed examination of the ten largest
banking markets in the Fifth District. Thrift compe-
tition is recognized as a major factor in each of these
markets. It is also evident that the current regula-
tory framework presents no barrier to most potential
acquisitions in these areas, whether or not thrifts are
included in the analysis.

Geographic Market

Since Philadelphia National, the Supreme Court
has consistently maintained that the relevant geo-
graphic market is the local banking market. This
concept has been interpreted as implying that the
banking requirements of the locally limited customer,
especially the locally limited borrower, are significant
determinants in geographic market definition. In
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economic terms, the limit of the geographic market
is related to the marginal cost which a locally limited
customer might incur if he attempted to obtain bank-
ing services at some distance from his residence or
place of work. Clearly there is a practical limit in
terms of time, effort or expense that would preclude
most individuals and small commercial enterprises
from pursuing banking services at distant locations.
Recent concerns expressed by consumers with respect
to “lifeline” or “basic” banking services have indi-
cated that many persons do not have access to a
national financial services market and, in fact, are
highly dependent on local banking services.

Court decisions since 1963 have continued to em-
phasize the importance of the local banking market.
There also has been increasing recognition that a
banking market may cross political boundaries. While
this possibility had been recognized at times in the
past, it became more firmly established with the
Board of Governors’ (Board) determination in 1980
that the Ranally Metro Area (RMA)1 often pro-
vides a reasonable approximation of the banking
market. RMAs typically are growth areas contain-
ing expanding banking markets. State/federal road
building activities and other projects designed to
remove physical obstacles to transportation and com-
merce also contribute to the expansion of banking
markets in some communities.

A consistent pattern of decisions by the various
regulatory agencies and the courts has established
that the geographic definition of a local banking
market as set forth by the U. S. Supreme Court in
the Philadelphia National case has not been influ-
enced materially by subsequent economic, techno-
logical or legislative developments. These same three
processes have tended to alter the applicable defini-
tion of the product market.

1 An RMA is defined by Rand McNally as “(1) a central
city or cities; (2) any adjacent continuously built-up
areas; and (3) other communities ... if at least 8 percent
of the population or 20 percent of its labor force com-
mutes to the central city and its adjacent built-up areas”
and the population density is at least 70 per square mile
unless undergoing rapid development. Most areas with a
total population of 40,000 or more are included.
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Product Market

What is the unique cluster of banking services
that the Supreme Court first determined represents a
product market? The essential services include the
acceptance of demand deposits and the granting of
commercial loans. One need not provide the com-
plete assortment of products offered by a full service
bank in order to comply with the Court’s require-
ments.

The thrift industry, specifically savings and loan
associations, obtained access to demand deposits
(NOW accounts) with the enactment of the Deposi-
tory Institutions Deregulation and Monetary Control
Act of 1980 and began to formally participate in
commercial lending with the passage of the Garn-
St Germain Act in 1982. Credit unions also can
provide NOW accounts but most CUs in this District
continue to accommodate a restricted membership
base which is not comparable to the broad market
segment served by commercial banks and S&Ls.
Adherence to the usual requirement that membership
in a credit union is a necessary qualification for bor-
rowing almost automatically blocks most forms of
commercial lending activity for CUs.

It is quite possible that further technological de-
velopments and legislative changes will admit addi-
tional participants to the product market, including
such closely related suppliers of financial services as
consumer finance companies, brokerage firms and
large nationwide retailing establishments such as
Sears. Regardless of the changes which may take
place in the list of competitors, it is the product
definition and not the geographic market which is
most immediately affected.

Total Deposits as a “Product”

The Court’s emphasis on deposit services is re-
flected in the way banking analysts measure all prod-
uct offerings. It has become customary to use total
deposits as a proxy for many forms of competition in
the banking market. Total deposits are taken to be
representative of most of the services customarily
attributed to the liability side of a bank’s balance
sheet, although they do not address directly the
products in the asset category. Moreover, deposit
data meet a crucial criterion for practical analysis in
that they are the only measures readily available. By
contrast, asset data comparable to the Summary of
Deposits information compiled by the Federal De-
posit Insurance Corporation for banks and by the
Federal Home Loan Bank Board for thrifts are
simply not available.

Currently there seems to be general agreement
among the various federal regulatory agencies and
the U. S. Department of Justice that thrifts are
significant competitors of commercial banks. There
are differing views, however, concerning the precise
degree of competition between thrifts and commercial
banks. In other words, there is evidence that thrifts
may be somewhat reluctant to use their recently
approved powers, particularly when it comes to
making commercial loans. In the absence of infor-
mation effectively documenting the competitive ac-
tivities of thrift institutions, the Board usually will
include 50 percent of the deposits held by thrifts as a
component of the relevant banking market. This
adjustment is tacitly acknowledged to represent a
rule of thumb that may be revised when circum-
stances warrant.

The Justice Department takes a somewhat differ-
ent tack by dividing markets into wholesale and
retail segments. One hundred percent of thrift
deposits is normally included in the retail (con-
sumer) market as defined, while in general only 20
percent of thrift deposits is attributed to the whole-
sale (commercial) market because of the limited
ability of thrifts to engage in commercial lending. It
should be noted that Justice and the FDIC tend to
place greater emphasis on deposits of individuals,
partnerships and corporations (IPC deposits) than
on total deposits when computing market shares.

Measuring Competition in the Market

The concepts of geographic market and the rele-
vant product market say nothing about the degree of
competition in the market. Traditionally the degree
of competition in banking markets has been measured
by deposit concentration ratios-typically the three-
firm or the four-firm deposit concentration ratios.
As an example, if the four largest banks in a market
control an aggregate of 80 percent of deposits in the
area, the four-firm concentration ratio will be 80
percent. This piece of information does not tell us
whether the remaining 20 percent is held by one bank
or a hundred. The original Department of Justice
guidelines published in 1968 were based on concen-
tration ratios.

An alternative and perhaps more informative
means of measuring concentration is represented by
the Herfindahl Index (HI). The HI takes its name
from Orris Herfindahl, a researcher in the early
1950s who employed the measure in his studies of
concentration in the steel industry. At approximately
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the same time Alfred Hirschman independently de-
veloped a similar measurement and the HI therefore
is often identified as the Herfindahl-Hirschman
Index (HHI) .

The HHI may be defined simply as the sum of the
squares of the respective market shares.2

For ex-
ample, an isolated market with only one vendor
holding one hundred percent of the market would
exemplify complete monopoly. One hundred percent
expressed as a decimal equivalent of 1.00 multiplied
by itself ( 1.00 x 1.00) would remain one or unity
which is the theoretical upper limit of the HHI.

As a more realistic illustration, a bank controlling
50 percent of a market would have an HHI of .2500
(.50 2 or .50 x .50) and its competitor with 25 percent
would indicate an HHI of .0625 (.252). Allocating
the remaining market share of 25 percent to a third
bank would yield a market HHI of .3750 (.2500 +
.0625 + .0625). It has become accepted practice to
convert the decimals into a whole number by multi-
plying by 10,000. A feature of the HHI is that it
disproportionally weights the larger participants in
the market and may give a more accurate indication
of relative competitive ability.

Justice Guidelines

The HHI acquired official status when the U. S.
Department of Justice published its revised “Merger
Guidelines” on June 14, 1982. The guidelines divide
markets into three broad categories. Those with a
post-merger HHI below 1000 are classified as un-
concentrated, a post-merger HHI between 1000 and
1800 is moderately concentrated and anything over
1800 is considered highly concentrated. Merger-
induced changes in the HHI are at least as important
as the static level of the index. With respect to such
changes, Justice notes that “the department is likely
to challenge mergers in this region that produce an
increase in the HHI of 100 points or more.”

The guidelines recently have been further liberal-
ized with respect to bank consolidations. In  an
advisory opinion to the Comptroller concerning the
acquisition of Brookhaven Bank and Trust Company
by First National Bank of Jackson, Jackson, Missis-
sippi, Justice has indicated that it will not challenge a
bank merger unless two conditions are met. The

2 The HHI may be represented mathematically as

      MS   ,  where MS, is the market share of bank i and
i=1
n is the number of banks in the market.

market after consummation of the merger must have
an HHI of 1800 or more and the rise in the HHI
attributed to the merger must equal or exceed 200
points. This expansion of the guidelines constitutes
implicit recognition as described by Justice that there
are other near-bank competitors in the typical bank-
ing market which cannot be evaluated adequately
from readily available information.

The guidelines provide some of the formal dimen-
sions of the legal barriers which circumscribe bank
acquisitions. These official rules are particularly
interesting when applied to the ten largest banking
markets in the District.

Fifth District Banking Markets

Table I lists the top ten banking markets in the
Fifth District arrayed in descending order of total
deposits from the Washington (D. C.) RMA, the
largest, to the Charleston, West Virginia market
consisting of Kanawha County and Putnam County,
West Virginia. Thrifts are a significant factor in
each of these ten markets ranging from 51.0 percent
of combined deposits in the Greenville, South Caro-
lina market to 15.4 percent in the Charleston, West.
Virginia market on June 30, 1983. The Charleston.
and the Charlotte, North Carolina markets are the
only areas among the top ten where thrifts control
less than 25 percent of aggregate deposits.

Thrifts managed to maintain and slightly improve
their share of deposits in the universe of ten markets
between June 30, 1983 and mid-year 1984 (the most:
recent period for which data are available) as illus-
trated by the 37.7 percent weighted average in Table
II compared with the 37.6 percent average of Table I.
Thrift market share rose from 15.4 percent to 15.9
percent in the Charleston market but declined
slightly in Greenville from 51.0 percent to 50.1
percent. The remaining markets where the thrifts’
share declined over the year included Richmond,
Virginia ; Charlotte, North Carolina ; Norfolk-Ports-
mouth, Virginia ; Winston-Salem, North Carolina ;
Wake County, North Carolina and the remainder
of  the  Rale igh  RMA. These decreases were
effectively offset by incremental shifts in favor of
the thrifts in the markets of Washington, D. C. ;
Baltimore, Maryland ; and Columbia, South Carolina.
This performance is consistent with the view that
where thrifts have been strong historically, they re-
main viable competitors. The slight changes in
market share data show, however, that thrifts have
not gained an appreciable competitive advantage rela-
tive to commercial banks in these markets.
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Table I

TOP TEN BANKING MARKETS

FIFTH DISTRICT

June 30, 1983

(Dollar amounts in thousands)

Markets Banks Thrifts
Banks and

Thrifts

Thrifts as a
percent of

total market

Washington, D. C. RMA

Baltimore, Md. RMA

Richmond, Va. RMA

Charlotte, N. C. RMA

Norfolk-Portsmouth, Va. RMA and
Currituck County, N. C.

Columbia, S. C. RMA

Greenville, S. C. RMA

Wake County, N. C. and remainder of
Raleigh RMA

Winston-Salem, N. C. RMA

Kanawha County and Putnam County,
W. Va. (Charleston RMA)

Total

Ten Market Weighted Average

$17,246,510 $11,869,032 $29,115,542 40.8
9,025,600 5,854,700 14,880,300 39.3
3,954,119 1,976,454 5,930,573 33.3

3,884,110 1,120,048 5,004,158 22.4

2,352,062 1,913,804 4,265,866 44.8
1,729,697 1,015,453 2,745,150 37.0

1,157,771 1,204,253 2,362,024 51.0

1,635,471 608,773 2,244,244 27.1

1,513,587 720,161 2,233,748 32.2

1,698,035

$44,196,962

308,825

$26,591,503

2,006,860 15.4

$70,788,465

37.6

Table II

TOP TEN BANKING MARKETS

FIFTH DISTRICT

June 30, 1984

(Dollar amounts in thousands)

Markets Banks Thrifts
Banks and

Thrifts

Thrifts as a
percent of

total market

Washington, D. C. RMA

Baltimore, Md. RMA

Richmond, Va. RMA

Charlotte, N. C. RMA
Norfolk-Portsmouth, Va. RMA and

Currituck County, N. C.
Columbia, S. C. RMA

Winston-Salem, N. C. RMA

Wake County, N. C. and remainder of
Raleigh RMA

Greenville, S. C. RMA

Kanawha County and Putnam County,
W. Va. (Charleston RMA)

Total

Ten Market Weighted Average

$20,210,457 $14,230,126
9,997,913 7,157,305

4,595,285 2,100,330

4,356,592 1,206,484

3,209,927 2,175,881
1,802,574 1,115,377

2,064,898 783,401

1,966,015 675,131

1,302,602 1,308,265

1,787,896 337,621

$51,294,159 $31,089,921

FEDERAL RESERVE BANK OF RICHMOND

$34,440,583 41.3

17,155,218 41.7

6,695,615 31.4

5,563,076 21.7

5,385,808 40.4

2,917,951 38.2

2,848,299 27.5

2,641,146 25.6

2,610,867 50.1

2,125,517 15.9

$82,384,080

37.7
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Concentration varies widely among the top ten
markets as depicted in Table III. The HHIs for
these markets range from a low of just 682 for the
narrowly defined market consisting of banks only in
Washington to a high of 4538 in the Winston-Salem
area. Other highly concentrated markets with an
HHI above 1800 include Richmond, Charlotte,
Norfolk, Portsmouth and Columbia.

Expansion of the product market to include 50
percent of thrift deposits in the area brings about a
striking decrease in the perceived level of concen-
tration. After this adjustment the HHI would range
from 414 for Washington to 3282 for Winston-
Salem. The only market other than Winston-Salem
which would remain highly concentrated under this
definition is the Charlotte market with an HHI of
2231. The addition of just half of the deposits attrib-
utable to thrifts has lowered the indicated Herfindahl
by 203 points in the Charleston market and by vari-
ous amounts in the other markets ranging upward to
an impressive 1256 in the Winston-Salem area.
These substantive reductions in market concentration
represent empirical evidence that as competitors
thrifts indeed do matter.

The last column of Table III shows the effect of
adding 20 percent of thrift deposits to the market.
This computation approximates the weighting which
Justice has indicated it is willing to consider when

evaluating the commercial banking market. Even
with this relatively small weight, thrift competition
is still sufficient to remove most markets from the
highly concentrated category. Charlotte and Winston-
Salem again are the only markets which remain con-
centrated after this adjustment. These results con-
stitute evidence that concentration is simply not a
material problem in most of the top ten banking
markets in the District once even the slightest weight
is given to deposits of thrift institutions.

While space considerations preclude a detailed
look at each of the ten large markets, one can examine
more closely the market for Washington, D. C. and
the adjacent portions of Maryland and Virginia. As
mentioned previously, the Washington RMA is by
far the largest and least concentrated banking market
in the District.

Table A of the Appendix lists each of the 71 banks
which compete in the Washington banking market.
On June 30, 1984 these organizations operated 917
banking offices holding total deposits of $20.2 billion.
The aggregate HHI was a remarkably low 682 with
the contribution of each institution to that overall
figure apparent from the data. The modest level of
concentration was further confirmed by the three-
and four-bank deposit concentration ratios of only
34.4 percent and 43.6 percent, respectively.

Table B shows the dramatic effect of adding all

Table III

TOP TEN BANKING MARKETS

FIFTH DISTRICT

June 30, 1984

Herfindahl Herfindahl
Index-Banks Index-Banks

Herfindahl Above (+) or Herfindahl and 50 percent and 20 percent
Index- Below (-) the Index-Banks of Thrift of Thrift

Markets Banks Only 1800 Guideline and Thrifts Deposits Deposits

Washington, D. C. RMA 682 - 1 1 1 8 337 414 533
Baltimore, Md. RMA 1242 - 5 8 8 510 709 958
Richmond, Va. RMA 1980 + 1 8 0 1055 1355 1671
Charlotte, N. C. RMA 2858 + 1058 1836 2231 2571

Norfolk-Portsmouth, Va. RMA and
Currituck County, N. C. 2046 + 246 981 1241 1609

Columbia, S. C. RMA 2059 + 259 1126 1331 1659
Winston-Salem, N. C. RMA 4538 + 2738 2611 3282 3936

Wake County, N. C. and remainder of
Raleigh RMA 1425 - 375 999 1107 1261

Greenville, S. C. RMA 1601 - 1 9 9 1368 1141 1218

Kanawha County and Putnam County,
W. Va. (Charleston RMA) 1405 - 395 1093 1202 1310
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thrift deposits in the area to the market. Under this
scenario some 122 banks and thrifts operate 1323
offices. Collectively they hold $34.3 billion in de-
posits. The HHI has been halved to 337, while the
respective three-bank and four-bank deposit concen-
tration ratios have been reduced correspondingly to
20.5 percent and 27.0 percent from the year earlier
levels of 34.4 percent and 43.6 percent. The hypo-
thetical merger of the two largest institutions in this
expanded product market would add less than 100
points to the HHI.

Although it is not shown here, an alternative market
definition to include 50 percent of thrift deposits has
been computed by the author.3 This arbitrary adjust-
ment reduces the HHI to 414. The merger of the two
largest institutions as defined would now add about
149 points to the HHI. This change, of course, would
not conflict in any way with applicable guidelines.

Also not shown is the author’s reconfiguration of
the data to determine the effect of reducing thrift
deposits to a mere 20 percent of the deposits reported
by these institutions. The HHI rises moderately to
533 after this adjustment. Combining the two largest
institutions in the market would increase the indi-
cated HHI by approximately 209. An increase of
this magnitude evidently would be thoroughly accept-
able under published guidelines in such an unconcen-
trated market.

Summary

Thrifts and banks compete in local banking mar-
kets with product lines that are similar but not identi-
cal between the two industries. Competition among
the firms in a market is measured by deposit concen-
tration ratios and most recently by HHIs. The HHI
provides the basis for the Department of Justice’s
Merger Guidelines.

A review of the top ten banking markets in the
Fifth District has demonstrated that most of these
markets are either unconcentrated or near the lower
boundary of the moderately concentrated range after
giving some weight to the presence of thrift institu-
tions. The relatively low concentration levels indicate
that existing guidelines do not present a significant
barrier to bank acquisitions in these communities.

3 Unpublished market tables for the markets cited in this
article are available from the author upon request.
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APPENDIX

These market tables have been compiled from data sources which
are generally reliable but have not proved to be infallible. If any
reader has reason to believe that the information presented for his
or her organization is not reported accurately, your comments
directed to the author at the address shown on the back cover of

this publication would be most welcome. Your thoughts concerning
the usefulness of the data in your activities would also be helpful
in providing guidance with respect to information for other markets
which might be published in the future.
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A WEEKLY RATIONAL EXPECTATIONS MODEL
OF THE NONBORROWED RESERVE

OPERATING PROCEDURE
Marvin Goodfriend*, Gary Anderson     , Anil Kashyap    ,

George Moore   , and Richard D. Porter  

EDITOR ’S NOTE : This paper, although dealing
with an operating procedure no longer employed by
the Federal Reserve, is offered for its potential
historical and analytical interest to monetary scholars.
Note also that the paper’s analysis may become rele-
vant once more should the Fed again choose to target
nonborrowed reserves in a future inflationary period.

I.
INTRODUCTION

Of the many studies analyzing the Federal Re-
serve’s post-October 6, 1979 nonborrowed reserve
(NBR) operating procedure, none has focused on
weekly money market dynamics under rational ex-
pectations. 1 This paper employs the rational expec-
tations assumption in an explicit institutional model
of the NBR procedure. The analysis is positive rather
than normative, isolating the policy elements that
comprise the procedure and investigating their dy-
namic interaction.
- -

* Federal Reserve Bank of Richmond.

   Board of Governors of the Federal Reserve System.

   Graduate Student, Department of Economics, Massa-
chusetts Institute of Technology.

This research was undertaken in 1983 while Goodfriend
was visiting the Econometric and Computer Applications
Section, Division of Research and Statistics, Federal
Reserve Board. We wish to thank Tim Cook, Jared
Enzler, David Lindsey, Paul Meek, and Fred Struble
for helpful comments. The analyses and conclusions
are those of the authors and do not necessarily reflect
the views of the Board of Governors or the Federal
Reserve Bank of Richmond.
1 See Anderson and Rasche (1982), Avery and Kwast
(1982), Axilrod (1981), Axilrod and Lindsey (1981),
Bryant (1982), Farr and Porter (1982), Jones (1982),
Levin and Meek (1981), Lindsey (1982), Lindsey and
others (1981, 1984), Meek (1982), Poole (1982), Santo-
mero (1983), Tinsley and others (1981, 1982A, 1982B),
and Walsh (1982). The period under study extends
from the fall of 1979 to the latter part of 1982 when the
FOMC began to downplay the role of Ml in the tar-
geting process citing uncertainties surrounding the be-
havior of this narrow aggregate.

The NBR operating procedure involved the inter-
action of three Federal Reserve policies: discount
window administration, weekly nonborrowed reserve
provision, and lagged reserve requirements. The
model incorporates lagged reserve requirements in a
straightforward way. It incorporates the characteri-
zation of Federal Reserve discount window admini-
stration and the associated optimization model of
bank borrowing developed by Goodfriend ( 1983). A
description given by Meek (1982) provides the basis
for the model’s characterization of nonborrowed re-
serve provision. Thus, the paper analyzes a stylized
money market model whose main components cap-
ture the essential features of these three important
aspects of monetary policy.

Modeling the NBR operating procedure requires
using a model with both backward and forward look-
ing dynamics. For instance, banks know that dis-
count window administrative pressure increases the
longer a given stay “in the window.” Hence, current
bank borrowing depends on both past borrowing and
expected future borrowing since banks know that any
borrowing today will, through informal Reserve Bank

frequency guidelines, increase future borrowing costs.
Concern for the future and the past also plays a role
in the weekly provision of nonborrowed reserves.
Within a given month, planned weekly nonborrowed
reserve provision keeps current and projected weekly
discount window borrowing roughly equal. For
example, when new money stock numbers become
available, the forecast of the following weeks’ total
reserve demand is updated. Simultaneously current
week nonborrowed reserve provision and the planned
future path for nonborrowed reserves are also ad-
justed so that planned borrowing over the remain-
der of the month is constant. Intertemporal con-
siderations such as these complicate the analysis of
the NBR operating procedure.
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An adequate characterization of the nonborrowed
reserve operating procedure requires a model with at
least seven equations. Until recently, it was hard to
find rational expectations solutions for systems of
this size. We employ a new procedure developed by
Anderson and Moore (1983, 1985) to efficiently
solve the model. The primary goal of the paper is
to use this solution technique to discover dynamic
properties of the NBR monetary control procedure
that have not been recognized before.

Section II presents the motivation and description
of Federal Reserve discount window and nonbor-
rowed reserve provision policy, as well as other
standard money market model equations. Section III
discusses the solution technique. We present and
discuss plausible numerical values for the structural
parameters in Section IV. Section V lays out the
component policies and their dynamic properties.
Each component of the NBR operating procedure
responds in its own way to a disturbance. Section
VI contains some discussion of the NBR operating
procedure as a whole. A brief summary of results
concludes the paper.

II.

A MODEL OF THE NONBORROWED RESERVE
OPERATING PROCEDURE

In this section we develop two models. The first
is a target generating model which determines the
Federal Reserve’s monthly average nonborrowed
reserve target. The second is a weekly money market
model. We link the two models together with a
reduced-form equation from the targeting model
which determines the provision of monthly average
nonborrowed reserves as a function of the observable
reduced-form variables in the targeting model. Week-
by-week nonborrowed reserve provision is imple-
mented in the money market model by the New York
Reserve Bank Trading Desk under the assumption
that it, along with other market participants, has
rational expectations. We represent Federal Reserve
policy in the model by (1) administration of the
discount window, (2) the monthly average targeting
procedure, (3) a gradual reentry path for the money
stock in the targeting model, (4) assumptions in the
targeting model concerning the demand for discount
window borrowing, and (5) the Desk’s imposition
of a steady borrowing restriction in constructing the
intramonth nonborrowed reserve path.

A. Discount Window Administration2

The System administers an effective form of non-
price rationing at the discount window. Regulation A
states the condition under which a bank is entitled to
“adjustment credit” at the discount window:

Federal Reserve credit is available on a short-term
basis to a depository institution under such rules
as may be prescribed to assist the institution, to
the extent appropriate, in meeting temporary re-
quirements for funds, or to cushion more persistent
outflows of funds pending an orderly adjustment
of the institution’s assets and liabilities.8

The regulation clearly indicates that bank borrowing
should be of limited duration. The Report of the
System Committee on the Discount and Discount
Rate Mechanism (1954) also states that “the dura-
tion of borrowing [is] to be used to establish a
rebuttable presumption that borrowing [is] for an
inappropriate purpose."4

Reserve Banks have set up informal guidelines for
administering their discount windows using duration
as a measure of appropriateness. Although informal
and not strictly followed, these guidelines are one
means of triggering Reserve Bank contracts with
senior officials of banks where discount window bor-
rowing has been outstanding for sometime. In gen-
eral, the guidelines imply progressively heavier pres-
sure on banks the more lengthy a given stay in the
window.

The existence of nonprice costs, frequency guide-
lines, and some degree of heterogeneity in discount
window administration across Reserve Banks make
it difficult to model discount window policy. How-
ever, rather than attempting to consider each of these
complicating features here, we focus on the main
aspect of the policy, progressive pressure.

The stylized model of discount window admini-
strative pressure employed here has two components.
First, the perceived marginal cost of borrowing rises
with borrowing in the current week. Second, given
the current week’s volume of borrowing, the marginal

2 The analysis considered here is based on the model
developed by Goodfriend (1983).
3 Federal Reserve Board Rules and Regulations, Regu-
lation A (as adopted effective September 1, 1980), sec.
201.3, par. a. Regulation A also entitles depository insti-
tutions to get seasonal and other so-called extended
credit. Such borrowing is ignored throughout this paper.
A good discussion of discount window administration is
found in Board of Governors of the Federal Reserve
System (September 1980).
4 Board of Governors of the Federal Reserve System,
Reappraisal of the Federal Reserve Discount Mechanism,
vols. 1-3 (1971), p. 41.
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cost of borrowing varies directly with the volume of
borrowing in recent weeks. A simple linear-quadratic
cost of borrowing function captures these two fea-
tures of nonprice rationing:

where B   weekly discount window borrowing, d  
the Federal Reserve discount rate.6

This functional form has several useful character-
istics. First, the cost is zero when current borrowing,
B t, is zero. Second, the marginal cost of borrowing
is positive and rises with Bt. Third, at any volume
of current borrowing the marginal cost of borrowing
varies directly with the volume of borrowing in the
past three weeks. Finally, the marginal cost of cur-
rent borrowing moves one-for-one with the current
discount rate.

A bank will borrow in the current period (period
t) until the marginal cost of an additional dollar of
current borrowing just equals the marginal benefit.
Differentiating the cost function with respect to Bt

yields the first component of the current cost of an
additional dollar of discount window borrowing

Administrative pressure causes this component of the
current marginal cost to be positive even if Bt-1 =
B t-2 =  Bt-3 = 0.  This component r ises with Bt -1,
B t-2, and Bt-3 because the nonprice rationing mech-
anism makes the current marginal cost of borrowing
depend positively on three lags of borrowing.

In rationally assessing the cost of additional cur-
rent borrowing, a bank must also consider that cur-
rent borrowing raises the marginal cost of borrowing
in the future through the nonprice rationing mech-
anism. Specifically, in calculating its marginal cost
of current borrowing the bank must include the
present discounted value of the next three period’s
increased marginal cost of borrowing due to an extra

5 The use of a three-week lag was chosen arbitrarily to
capture the effect of some lags without making the model
unmanageable.

unit of current borrowing. Updating the cost func-
tion and differentiating with respect to B t yields the
second component of the current cost of an addi-
tional dollar of discount window borrowing,

where b   a constant discount factor. Note that this
component of the current marginal cost is zero if the
next three period’s borrowing turns out to be zero.
The inclusive marginal cost of borrowing is the sum
of both components (2) and (3).

The current marginal benefit of an extra unit of
discount window borrowing is the opportunity cost
of obtaining the funds in the Federal funds market,
i.e., the current Federal funds rate, ft.

A bank maximizes the present discounted value of
profits (the net benefit of borrowing at the discount
window) by raising Bt to the point where the inclu-
sive marginal cost of Bt borrowing just equals the
marginal opportunity cost. Satisfying this condition,
known as the Euler equation, is a necessary condition
for Bt to be optimal. The Euler equation for the bank
borrowing problem is

or more simply

Equation (4) is a necessary condition for optimal
bank borrowing from the discount window when the
cost of borrowing function (1) characterizes Federal
Reserve discount window administration. Equation
(4) is not an operational demand function since it
does not express B t as a function of the period t
spread between the Federal funds rate and the dis-
count rate and variables in the bank’s information set
at time t. Transforming (4) into a demand function
would require replacing Bt+1, Bt+2, and Bt+3 w i t h
rational forecasts based on period t information. But
since rational forecasts depend on the entire structure
of the model, they can only be acquired by solving
the model as a whole.

Equation (4) is not a structural model equation
either because its form depends on institutional rules

6 We implicitly assume that  B       0 all along the solution
path.
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established by the Federal Reserve: the equation’s
leads, lags, and coefficient values depend on the
administration of the discount window. Neverthe-
less, (4) does contain all the restrictions on borrow-
ing and the funds rate-discount rate spread implied
by bank profit maximization in response to the
Federal Reserve’s discount window administration.
As such (4) serves as a fundamental model equation.

More generally, the use of progressive pressure by
the Federal Reserve to raise the perceived cost of
discount window borrowing appears to be a reason-
able policy for the Federal Reserve in its role as a
lender of last resort. The policy provides relatively
inexpensive reserve credit to cushion banks in periods
of unanticipated funds rate increases, while providing
an automatic inducement for banks to gradually wean
themselves from the discount window. But because
the policy necessarily makes past and expected future
borrowing volume influence current borrowing de-
mand, it introduces a dynamic element into the model
solution.

B. A Model of the Monthly Average
Targeting Procedure

Having concluded that the Federal funds rate was
an unreliable instrument for controlling the money
stock, the FOMC adopted a “reserve targeting”
operating strategy in its anti-inflation program an-
nounced on October 6, 1979.7 In principal, NBR
targeting has three attractive features. First, it
promises better monetary control, and with it better
control of inflation. Second, it requires less detailed
information about the relation between the level of
short-term interest rates and money growth. That
information requirement was seen as one of the major
difficulties with using the funds rate as the instru-
ment of monetary control. Third, by requiring the
Desk to divorce itself from direct day-to-day control
of the funds rate, the procedure is valuable in shifting
the responsibility for interest rate movements from
the Federal Reserve to the market. This separation
in turn makes it easier for the Federal Reserve to
concentrate on monetary control and long-run price
stability.

The simplest reserve targeting strategy would have
been to follow a strict weekly target path for total
reserves consistent with the money stock moving
along a desired noninflationary path. However, actual
reserve targeting differed from this simple strategy
for four reasons.

7 See Board of Governors (February 19, 1980).

First, under the then existing system of lagged re-
serve requirements with limited carryover, total re-
serve demand in a given reserve statement week was
essentially predetermined to support deposits held
during a previous reserve computation period. Con-
sequently, if required reserves fell below a total re-
serve target in a given week, reserve market equilib-
rium would have had to be achieved by a funds rate
fall sufficiently large to induce the banking system to
willingly absorb the extra reserves supplied as excess
reserves. Conversely, if required reserves were above
the total reserve target, the reserve market could only
clear after the funds rate rose to the point where it
either exceeded the cost of going deficient, or else
drew sufficient currency out of circulation. Short-run
monetary control would not only have been difficult
using this type of procedure, but the Federal Reserve
would have had to tolerate potentially large funds
rate fluctuations to implement such a strategy. As a
result, the FOMC chose to implement its reserve
targeting strategy by targeting nonborrowed rather
than total reserves.8 With nonborrowed reserve tar-
geting, reserve market clearing was to be achieved
with less funds rate volatility because reserve demand
would be partially accommodated by discount window
borrowing.

Second, the Desk constructed the weekly nonbor-
rowed reserve target path to be consistent with a
projected monthly average of weekly money stock
numbers.9 The motivation for targeting monthly
average rather than weekly money seemed reasonable
given the apparent high degree of noise in the weekly
money series.10

Third, monthly average money stock targeting also
provided latitude for adjusting the intramonth non-
borrowed reserve path to achieve a secondary objec-
tive that the Federal Reserve thought desirable.
Following a “steady borrowing” objective, the Desk
chose a weekly NBR path, consistent with a pre-
determined monthly average NBR, so that projected
discount window borrowing would remain constant
over the remainder of the month.11 Given a stable
demand for discount window borrowing, the Federal
Reserve can approximately stabilize the funds rate-
discount rate spread by stabilizing the level of bor-

8 A case for targeting total reserves following the 1984
move to contemporaneous reserve requirements is con-
tained in Goodfriend (1984).
9 See Meek (1982, p. 102).
10 See Pierce (1981).
11 See Meek (1982, pp. 102-3).
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rowing that it forces upon the banking system. As
such, the preference for intramonth steady borrowing
reflected a desire for funds rate smoothing.

The fourth and last reason that the reserve target-
ing strategy differed from strict weekly total reserve
targeting is that the monthly average money stock
target itself was not tied rigidly to a steady state path.
When the money stock departed from the steady state
target path, the Federal Reserve targeted it to return
to the longer run path gradually over time.12 T h e
gradual “reentry path” for monthly average money
was apparently motivated by a desire to accommodate
the demand for money over periods of time longer
than a few weeks to further smooth interest rates.

Table I presents our formalization of how the Fed-
eral Reserve determined the monthly average non-
borrowed reserve target. Our model is recursive and
begins with an equation describing the money stock
target generating process. The equation is motivated
by a simple characterization of the process that makes
the monthly average target for a given month some
fraction of the gap between the previous month’s
monthly average money stock realization and the
steady state target.13 In a weekly context this can
be modeled as

The weekly money target for week k (M  ) set in
week t decays toward the long-run target at a rate of
1-   per week. However, when speaking of the
reentry rate throughout the paper we shall simply be
referring to A. The initial value for the target path
is the realized week t-l money stock. All variables
in the paper are deviations from steady state values
except the discount rate which is held constant by
assumption.

The first step in constructing a monthly average
nonborrowed reserve target for a month beginning
with week t is to calculate the weekly money stock
target path implied by (5) in terms of the realized
money stock in week t-1. (For analytic simplicity
we assume a month has three weeks.) Given a target
path for the money stock, the Federal Reserve calcu-
lates the Federal funds rate path that is consistent
with this money path. The Federal Reserve’s calcu-

12 The gradual return of the money stock to target has
been described, for example, in Tinsley, et al. (1982A).
13 See Tinsley, et al. (1982A).

Table I

EQUATIONS DESCRIBING THE FEDERAL RESERVE’S
MONTHLY AVERAGE TARGET

GENERATING PROCEDURE

lation is necessarily based on its best estimate of the
public’s weekly demand for money, which we write
as

where f* is the Federal funds rate that is consistent
with the target path for money.

Equation (7) states that weekly money demand is
positively related to last week’s demand and nega-
tively related to a discounted sum of current and
future funds rates. This equation embodies the
notion that weekly money demand depends on a
longer term rate than a weekly rate. Instead of
specifying this longer term rate separately in a term
structure equation, it is embedded in (7) directly.
Again note that equation (7) like equation (4) is
not an operational demand function since it does not
express M  solely as a function of variables in the
public’s or the Federal Reserve’s information set in
week k.

By substituting the weekly money stock target path
from (5) into (7) one derives a weekly funds rate
path required to induce the public to hold the tar-
geted quantities of money. Interestingly, if the Fed-
eral Reserve had a preference for a smooth funds
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rate path, it could chose A equal to its best guess of  
and thereby generate a flat projected funds rate path.

With the required funds rate path in hand, the
Federal Reserve can then set out to construct reserve
paths to achieve the funds rate target. To do this the
Federal Reserve needs a view of the relationship
between the volume of discount window borrowing
and the current spread between the funds rate and
the discount rate. For now, suppose that the Fed
views this relationship as purely contemporaneous,

where 

We consider the intertemporal version of this equa-
tion later.

By (8) there is a particular borrowing path asso-
ciated with the required funds rate path. In order to
“force” this required path for borrowing, the Federal
Reserve first projects total reserve demand. To do
this it uses the reserve accounting identity

where RR*   required reserves, ER*   excess re-
serves, NBR*   nonborrowed reserves, and B*  
borrowed reserves. In calculating total reserve de-
mand it uses the reserve requirement rule

where    the reserve requirement ratio, together
with its best estimate of the weekly demand for
excess reserves, which is assumed to be

Then using equations (8) through (11), the Fed-
eral Reserve derives a path for nonborrowed reserves
that generates the borrowing path and thereby the
funds rate path required to hit the money stock tar-
gets implied by (5). Letting NBR* represent these
weekly targets, the NBR*'s constructed in week t
for the month beginning with week t are

where the discount rate has been assumed to remain
at its steady state value, so d = 0. The monthly
average nonborrowed reserve target for the month
beginning with week t then becomes

As a consequence of lagged reserve requirements,
the Federal Reserve can use observations on money
realized in weeks t-2 and t-l to calculate the re-
quired reserve component of the nonborrowed reserve
target for the first two weeks of the month. But the
Fed must base its projection of required reserves
for the last week of the month on the week t money
stock target, M . This explains the use of M  in
place of Mt in (12). Hence, in our model the Desk’s
nonborrowed reserve provision for a given week is
determined by relevant information available to the
Federal Reserve, which in this case is the observed
money stock in the two previous weeks.

C. Weekly Nonborrowed Reserve Provision
by the Trading Desk

Levin and Meek state (1981, pp. 7-8) :

The Desk begins each intermeeting period with a
path for nonborrowed reserves (the total reserve
path estimated by the Board staff less the Com-
mittee’s initial assumption for borrowing at the
discount window). Each week, as new information
becomes available, senior Board staff and the
Account Management review, and revise, if appro-
priate, the reserve paths to maintain their consist-
ency with the Committee’s aggregate objectives.
Then the Desk must translate the reserve paths
into weekly operating objectives for nonborrowed
reserves. This is done in the following way: First,
the staff projects the demand for total reserves-
that is, required reserves based on actual or esti-
mated deposits plus excess reserves. Second, the
average projected demand for total reserves over
the period is compared to the average nonborrowed
reserve path over the period. This, given actual
levels of borrowing in earlier weeks, provides an
estimate of average borrowing over the remaining
weeks if the average nonborrowed reserve path is
to be achieved. Finally, this steady level of bor-
rowing is subtracted from the projected demand
for total reserves in each of the remaining weeks to
give a series of weekly nonborrowed reserve objec-
tives. [Emphasis added.]

Formally, we model implementation of the Desk’s
steady borrowing restriction for a week t in the
middle of a reserve targeting month beginning with

week t-l by choosing B t to satisfy

14 For a detailed example of the steady borrowing re-
striction, see Meek (1982, pp. 102-3).
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Using equation (14), with projections of RR and
ER for periods t and t+l conditioned on information
in period t, the Desk calculates the equal levels of
borrowing for weeks t and t+l that satisfy the
monthly average nonborrowed reserve target in-
herited from week t-l. That is, the Desk constructs
the nonborrowed reserve path for weeks t and t+l

using the “steady borrowing” restriction B t = Bt+1.
Thus, week t nonborrowed reserve provision is

(15) N B Rt =  R Rt +  E Rt -  Bt

where RR t and ER t are values expected at the be-
ginning of period t.

We solve the model as if each week t were the
middle week in a three-week targeting month. Conse-
quently, in each week t the Desk employs a monthly
average nonborrowed reserve target constructed in
week t-l, together with equations (14) and (15),
and forecasts of relevant reserve demands for the
remainder of the targeting month, to determine non-
borrowed reserve provision for that week. This
solution procedure, in effect, operates as if the Fed-
eral Reserve never reaches the last week of a monthly
average targeting month. On the face of it, such an
abstraction seems to miss an important constraint
embodied in monthly average targeting: that in the
last week of a targeting month, nonborrowed reserves
must be set to hit the monthly average target regard-
less of whether the associated weekly borrowing and
funds rate are expected to be higher or lower than in
subsequent weeks. However, in practice, when the
Federal Reserve reached the last week of a monthly
reserve targeting period, it often abandoned its
monthly average nonborrowed reserve target to make
borrowing in the current week equal to the expected
initial borrowing objective for the following monthly
targeting period.15 In other words, maintaining
continuity of borrowing and a flat funds rate forecast
profile seemed to override hitting the monthly aver-

15 Levin and Meek (1981, p. 20) state:

In accounting for deviations between actual and
path values for nonborrowed reserves, it is useful
to distinguish between accepted or “intentional”
misses and unintentional misses. Accepted or
intentional misses, which accounted for over two-
thirds of the deviations, represented decisions to
tolerate or even aim for reserve supplies either
above or below average path values. They arose
from a variety of considerations, but mainly re-
flected deviations from expectations for borrowing
in the final week of a reserve period and a desire
to maintain continuity in the degree of adjustment
pressure on the banks in the transition from one
control period to the next around the time of
FOMC meetings. [Emphasis added.]

age nonborrowed reserve target at the end of a tar-
geting month. That is why we always model the
Federal Reserve in the middle of a targeting month.16

D. The Basic Money Market Model
Equations

The preceding discussion of nonborrowed reserve
provision involved a specification of the money mar-
ket as the Federal Reserve believes it to be. For
example, we postulated that the Federal Reserve
believed the relation between the volume of discount
window borrowing and the spread between the funds
rate and the discount rate to be purely contempo-
raneous. In this subsection we present the equations
describing actual money market model behavior. The
basic set of money market model equations with vari-
ables, except for the Federal Reserve discount rate,
written in deviation from steady state values are the
money demand equation

(16)

the discount window borrowing equation (4a)

(17)

the demand for excess reserves

(18)

the demand for required reserves

(19)

and the reserve accounting identity

(20)

As explained in Section II. B above, for each week t
our representation of the Federal Reserve’s targeting
procedure yields a monthly average NBR target,

NBRt, based on the previous two week’s realizations
of money:

( 2 1 )  

16 Putting the Desk in the middle of the targeting month
is also convenient for computational reasons. If each
week of the targeting month had to be modeled indi-
vidually, the dimensionality of the model would increase
threefold.
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In any given week t the Desk operates with the
monthly average NBR target determined in the
previous week. So week t nonborrowed reserve
supply is determined, from equations (14) and (15),

to satisfy inherited NBR t-l and the Desk’s steady
borrowing restriction

(22)

The set of money market model equations (16)
through (22) can be solved for the money, funds
rate, and reserves generating processes. The major
difficulty in obtaining a solution is that forecasts of
variables not yet known in week t play an important
role in the money demand, borrowing, and reserve
provision equations. In solving the model, week t
forecasts of the public and the Desk are the same
as the model’s forecasts conditioned on information
available in week t. In other words, this solution
procedure assumes that both the public and the Desk
have rational expectations.

III.
SOLUTION TECHNIQUE

Anderson and Moore (1983, 1985) specify in de-
tail the procedure used to solve the model. They
consider a general linear model whose solution for
period t depends on the solution for periods both
prior and subsequent to t :

(23)

The lenght of the maximum lag and lead in the
model,   and  , are both positive, and X is an L
dimensional vector. The initial conditions

( 2 4 )

are given by history. They assume that the coeffi-
cient matrices Hi have the saddlepoint property as-
sumptions a and b:

(a) The origin is the unique steady state of equa-

tion (23). That is ,  if

then X = 0.

(b) For any set of initial conditions
equation (23) has a unique solution sequence

converging to the steady state ;

Anderson and Moore prove that any such model
has a reduced form relating the unique stable solution
sequence entirely to its history: there is a set of
reduced-form coefficient matrices such that the
unique stable solution to equation (23) can be
written as

( 2 5 )

The proof is constructive, displaying an efficient
procedure for computing the reduced form of any
model that has the saddlepoint property. Given
numerical values for a model’s parameters, the pro-
cedure either produces a reduced form of the model
or indicates why a reduced form does not exist. In
particular, a model can violate assumption b because
it has (1) multiple stable solutions for any initial
conditions or (2) a stable solution only for a re-
stricted subset of feasible initial conditions.

Finally, as a formal matter, when assumption b is
violated it is possible under some conditions to derive
a reduced form that yields the fastest converging of
the stable multiple solutions or the slowest diverging
of the unstable solutions.

Our model of the nonborrowed reserve operating
procedure requires two applications of the solution
routine. The solution routine is applied first to the
equations, listed in Table I, in our model of the
Federal Reserve’s monthly average targeting pro-
cedure. While in practice we solve them simulta-
neously, in princple they can be solved recursively:
Solve the first equation for the targets, ; solve
the second equation for the funds rate path, , con-
sistent with the money path; solve the third for the
borrowings path, consistent with the funds rate
path; and so forth. On completion, the reduced form
of the monthly average nonborrowed reserve target

N B Rk is a function of the lagged variables in the
targeting model, and

(26)

At this point we note that lagged values of M* are
equal to deviations between lagged realized money
and the Federal Reserve’s steady state money stock
target which is assumed to be constant ; so we can use
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( 2 7 )

to write

( 2 8 )

This reduced-form NBR target generating equation
then appears among the equations of the weekly
money market model, listed in Table II. The money
market model equations are fully simultaneous, and
we Apply the solution procedure again to compute the
reduced form of the model as a whole.

It is worth noting that the Federal Reserve’s
money stock target M* will generally differ from the
model solution M for the following reasons. First,
the Federal Reserve operates with information lags,
so that it must set its instrument, in this case weekly
nonborrowed reserves, prior to observing the weekly
money stock realization. Second, because of the
imposition of interest rate smoothing restrictions, the
Federal Reserve’s targeting procedure does not gen-
erally put the expected money stock generated by the
money market model solution on the targeted money
stock path.

Having computed the model’s reduced form, we
informally analyze its dynamic behavior by computing
the response to a single disturbance. In these experi-
ments we assume that agent’s expectations formed in
week t are based on information through week t-l.
Furthermore, we assume that model variables in the

Table II

WEEKLY MONEY MARKET MODEL

(16)

(17)

(18)

(19)

(20)

(22)

(21)

a reduced-form equation from the monthly average
targeting submodel.

week of the disturbance have been at the steady state
for as long as the longest lag in the model. Thus in
the notation of equation (24),

(29)

Based on this information, agents forecast that the
solution will remain at the steady state:

( 3 0 )

We then subject the model equations to a single
shock of in week zero. Under our information
assumptions the model variables solve

(31)

The lagged variables are actually zero, but the future
variables are incorrectly expected to be zero because
of the information lag. We subject the model to no
further shocks so that agents’ expectations are real-
ized after week zero, and the impulse response is
given by

(32)

with initial conditions

(33)

where the Bi’s are the reduced-form coefficients of
the money market model.

IV.

CALIBRATION OF THE MODEL

Table III presents the parameter values that are
chosen to represent the model. Our objective in
assembling these numbers is to obtain ballpark fig-
ures in line with other work on the subject. Except
for borrowing and the size of the lagged dependent
variable in the money demand function, the values
are quite typical and there is not much to discuss.

We assume that the shape of the borrowing cost
function (1) is such that

(34) C i =  K ci + l, where 0 < K < 1 ;

or in the notation of (4a)
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Parameter

long-run slope
coefficient of
borrowings

Symbol

Reentry parameter

lagged dependent
variable

Table III

BASELINE MODEL PARAMETERS

Value Appears in Equation

= .240 billion per percent Fundamental
per year borrowing (4a)

K = .62

= 1.197

=  ( . 73) 1 / 1 3  =  . 9 2 1 Money targeting (5)

= exp[1n(.5) /13]  = .948 Money demand (7)

Impact slope
coefficient in
money demand
function

Required reserve
ratio

Slope coefficient in
excess reserves

Constant discount
rate

= 39.6/250 = .1584 Required reserves (10)

= - .00484 billion per percent Excess reserves (11)
per year

= 1 -
f *

5 0 0 0  =  1  -
8 Fundamental

5000 borrowing (4a)
= .9984 per week and

money demand (7)

See text.

K chosen so that borrowing equation
by itself is stable but near the region
of instability, see text.

Value of derived from previous
two assumptions.

Translation of Tinsley, et al. (1981)
reentry estimate of .7 on monthly
data to weekly data.

Assumed lagged dependent variable
of .5 in quarterly money demand
equation. This estimate corresponds
roughly to the lower limit in the 95
percent confidence interval estimate
for demand deposits presented by
Goldfeld (1973, p. 596).

Assumed long-run money demand
elasticity equals - .10. This
estimate is slightly below that
obtained by Goldfeld for Ml,
Goldfeld (1973, Table -16, average
of open market rate estimates).

Ratio of ballpark figures for required
reserves and demand deposits.

Tinsley (198 1).

Derived from assumption that steady
state interest rate = 8.0 percent per
year and 50 weeks in a year.



That is, costs decline linearly from a peak at time t.
From an analysis of the homogeneous difference
equation associated with (4a) it can be shown that
for values of K slightly above .62, the difference
equation is unstable. That is, unless a fairly high
percentage of the costs are concentrated contempo-
raneously at time t, the equation is unstable. For
example, if K = 1, so that the weights have a uni-
form distribution, the equation is unstable. Setting
K = .62 is thus useful for a study of the dynamic
properties of the system.

We assumed that the reciprocal of the sum of the
coefficients on borrowing in equation (4a) equals
.240 billion dollars per percentage point spread be-
tween the discount rate and the Federal funds rate.
Such a value is associated with a weekly impact co-
efficient on borrowing of = .8354 billion dollars
per percentage point in the spread. This borrowing
impact lies between the estimates that Levin and
Meek (1981) report for 1972-74 and for the period
from October 1979 to November 1980, respectively.

Finally, we have assumed that the lagged depend-
ent variable in the money demand function is .5 for
quarterly data. This number is somewhat less than
most quarterly or monthly model estimates, but in
line with much judgmental analysis of the relationship
between interest rates and the demand for money.
Since, as Goodfriend (198.5) has argued, there are
no compelling theoretical reasons to justify any lag
in the relationship, we chose an estimate that was
deliberately on the low side of most econometric
estimates.

v .
SOME PARTIAL POLICY EFFECTS

In this section, we examine model solutions to
isolate the effect of individual components of the
policies that make up the nonborrowed reserve oper-
ating procedure. We illustrate the effects by de-
scribing the response of the model to a one billion
dollar (positive) shock to money demand. The
disturbance becomes known to the Federal Reserve
and market participants with a one-week data collec-
tion lag. Throughout the section, reserve require-
ments are taken to be lagged. The goal is to isolate
successively the effects of progressive pressure dis-
count window administration, monthly average NBR
targeting, the steady borrowing restriction within a
reserve targeting month, and pure weekly money
targeting with a gradual reentry rate > 0. The
model responses discussed in this section are illus-
trated in Figures 1 through 4.

A. Progressive Pressure Discount Window
Administration

To focus on the effect of penalizing duration of
borrowing at the discount window, we investigate the
implications of a money demand shock in a model
where nonborrowed reserves are fixed at their steady
state value on a week-by-week basis. Since reserve
requirements are lagged and aggregate money is not
contemporaneously observable, on impact (in week
zero) a money demand shock affects only the money
stock. The funds rate, excess reserves, required
reserves, and borrowings all remain at their steady
state values in week zero. This delay illustrates the
highly accommodative aspect of lagged reserve re-
quirements. Lagged reserve accounting implies that
even in week one when agents in the model observe
the aggregate money stock increase, required reserve
demand for that week will not change. Moreover,
given the dominance of the lagged dependent variable
in the money demand equation relative to the interest
rate effect, money will remain high from week one
onward. Thus banks see that their reserve demand
will be above the steady state from week two onward.
As a consequence of progressive pressure discount
window administration, banks forecasting an increase
in borrowing requirements become a little less willing
to borrow in week one. Therefore, the reserve mar-
ket clearing funds rate rises in week one. Using the
calibration in Table III, the one-billion-dollar money
demand shock causes the week one funds rate to rise
by 21 basis points.

The money demand shock actually begins affecting
reserve demand in week two. By assumption banks
must meet these reserve requirements by borrowing
the entire volume, .16 billion dollars, from the dis-
count window. The forced increase in borrowing
drives the funds rate up another 16 basis points.
Following week two, bank borrowings continue to be
above normal so that the progressive administrative
pressure at the discount window continues to rise.
This effect raises the funds rate that clears the re-
serve market in weeks three, four, and five. As a
result of the three-week lag in the borrowing cost
function, the maximum progressive pressure occurs
after banks have borrowed heavily for three con-
secutive weeks, i.e., in week five. For our model
calibration, the funds rate peaks in week five having
risen 45 basis points above its steady state value.
Following that, the funds rate gradually falls. By
week ten it is back to 20 basis points above its steady
state value. By this time the money stock is .21
billion dollars above its long-run target. This policy
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produces an actual reentry rate for money of .86.17

Money returns to steady state faster than our cali-
brated rate of .92 primarily because weekly nonbor-
rowed reserves are fixed at their steady state value.
A policy with more accommodative nonborrowed
reserve provision would require less borrowing and
yield lower interest rates. Lower interest rates, in
turn, would produce slower convergence of money to
its steady state.

In short, progressive pressure at the discount win-
dow may be said to delay the funds rate response
relative to what would be produced if discount win-
dow administration were based exclusively on con-
temporaneous borrowing. In this model with three
weeks of lags in the borrowing function, this policy
delays the funds rate peak three weeks. If the Federal
Reserve wishes to postpone the funds rate peak in
response to a money demand shock, then progressive
pressure at the discount window has value in doing
so. However, progressive pressure also introduces
oscillatory behavior into borrowing demand. Tech-
nically, progressive pressure induces either complex
or negative roots into the model solution. The oscil-
lation is simply a result of the fact that for a given
funds rate-discount rate spread, progressive pressure
makes abnormally high borrowing in one week cause
borrowing demand in the following week to move
below normal. The effect is present regardless of the
number of lags in the borrowing cost function.

B. Monthly Average Nonborrowed Reserve
Targeting

To isolate the effect of monthly average nonbor-
rowed reserve targeting on the model solution, we
assume that (1) nonborrowed reserves are supplied
to hit their monthly average steady state value, so
N B Rt - l  +  N B Rt +  N B Rt + l  =  0 ,  a n d  ( 2 )  p r o -
gressive pressure is not a feature of discount window
administration so that the structure of lags and leads
does not matter, i.e., B t = ft - d. Since we
model monthly average nonborrowed reserve target-
ing as if the Federal Reserve were always in the
middle of a three-week month, in any given week t
the Desk must target NBR t + NBRt+l equal to the
predetermined NBR t-1. This constraint implies, in
t u r n ,  t h a t  N B Rt+s  = N B Rt-1, so that adhering to
the monthly average target requires weekly nonbor-

17 This result hinges critically on the arbitrary choice
of a three-week lag in borrowing cost function (1). Ten
weeks after the shock the simulated money stock is
(.86)10 M 0.

rowed reserve provision to cycle. In other words,
the model propagates the initial condition on NBRt-1

at period three forever.

Admittedly, the cycling feature of monthly average
targeting is a consequence of the “rolling month”
targeting assumption. Under “calendar month” tar-
geting, the past becomes irrelevant at the beginning
of each new calendar targeting month; so the propa-
gation of the initial condition is truncated.

Unfortunately, the calendar targeting month, by
having an actual last week of the month that the
Federal Reserve must face up to, introduces another
difficulty. As the month unfolds and nonborrowed
reserve realizations accumulate, hitting monthly aver-
age nonborrowed reserves can require large tempo-
rary weekly movements in nonborrowed reserve
supply which would produce large, temporary bor-
rowed reserve and funds rate effects.

As an alternative to these two monthly averaging
procedures, targeting could be done on a rolling
month basis as above except that the Desk could
always view itself as being at the beginning of a new
monthly average targeting period. This procedure
would have neither of the problems of the two previ-
ously discussed types of monthly average targeting.
However, a little thought shows that this procedure
isn’t monthly average targeting at all. It would never
make last week’s nonborrowed reserve provision
relevant to the choice of the current week’s provision,
nor would it ever make the Federal Reserve face up
to the last week of a reserve targeting month. These
are the two essential constraints implied by monthly
average targeting.

C. Steady Borrowing with Monthly Average
Reserve Targeting

In this subsection, we assume that the Desk still
targets monthly average nonborrowed reserves at its

steady state value, so NBR = 0, and that progressive
pressure is not a feature of discount window admini-
stration, so B t = ft - d. However, in contrast
to Section V. B, we suppose that the Desk imposes a
steady borrowing restriction in constructing its
weekly NBR reserve path within a given reserve tar-
geting month. Mathematically, this means that non-
borrowed reserves are determined by equation (22)

w i t h  N B Rt -1  =  0 .

Since the Desk cannot observe money contempora-
neously and reserve requirements are lagged, the
money demand shock in week zero affects only the
money stock. When the week zero aggregate money
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stock increase becomes known one week later, the
Desk can forecast a .16 billion dollar required reserve
demand increase in week two because of lagged re-
serve requirements. If the intramonth nonborrowed
reserve path were not adjusted, the Desk could then
expect a large jump in week two discount window
borrowing. But in order to keep planned borrowing
flat over the remainder of the month, it pulls NBR1

down and raises planned NBR2 by half the projected
week two increase in required reserve demand, .08
billion dollars. Consequently, week one borrowing
rises by .08 billion dollars. The associated week one
funds rate rise is 32 basis points.

Equation (14), with t=2 and NBR = 0, deter-
mines the volume of borrowing that policy induces
in week two. Lagged borrowing, B1, has risen by
.08 billion dollars, but now the Desk expects total
reserve demand to be about .16 billion dollars higher
in both the current and in the last week of the current
reserve targeting month. On net, this means that the
Desk must raise B2 by an additional .04 billion dollars
to maintain steady borrowing. The result is that the
funds rate rises by another 12 basis points in week
two.

Reasoning by analogy, in week three the volume of
borrowing induced by this policy rises again and
consequently the funds rate rises again, this time by
about 19 basis points to its peak about 63 basis points
above its steady state value. In week four, the funds
rate takes a relatively large drop of about 20 basis
points. This decline occurs because in the fourth
week after the shock, monthly total reserve demand
remains approximately unchanged, but lagged bor-
rowing climbs to its maximum in this week. As can
be seen in equation (14) for t=4, this last jump
causes the Desk to reduce B4 and planned B5 t o
achieve the monthly average reserve target centered
on week four.

The remaining adjustment of the funds rate, bor-
rowing, and money back to the steady state occurs
gradually and smoothly as a result of the operation of
the lagged dependent variable in the money demand
equation. By week ten the funds rate is back at about
18 basis points above its steady state value, and
money is about .21 billion dollars above its steady
state. In fact, as in all these examples, given the
relatively low interest sensitivity of money demand
and the relatively small funds rate movements, the
reentry path for money is essentially driven by the
lagged dependent variable in money demand, regard-
less of the policy. Policies are mainly distinguished

by their effect on the paths for the funds rate and
borrowing.

Monthly average reserve targeting with steady
borrowing has four noteworthy features. First, like
the discount window progressive pressure policy, this
policy causes the funds rate to cumulate so that the
funds rate peak in response to this money demand
shock is put off until three weeks after the shock.
Second, the weeks on either side of the peak funds
rate week have a funds rate about 20 basis points
below the peak. Thus this policy produces a rela-
tively large temporary funds rate movement. Third,
maintaining steady borrowing with monthly average
reserve targeting alone produces an actual reentry
rate in the .86 range, which is faster than the ap-
parent actual desired rate .92, as calibrated in Section
IV.18 The relative restrictiveness of this policy stems
from the fact that it targets nonborrowed reserves at
its monthly average steady state value. Fourth, the
policy, which is designed to smooth aggregate dis-
count window borrowing in order to smooth the
funds rate in fact does neither.

D. Pure Weekly Money Stock Targeting

This subsection abstracts from the monthly average
aspects of money and nonborrowed reserve targeting
in order to isolate the effect. of the gradual reentry
component of the nonborrowed reserve operating
procedure at a weekly level. For this discussion
discount window administration does not include
progressive pressure, so B t = ft - d. Tech-
nically, we assume that policy is implemented as

(35)

In this case, policy amounts to providing week t
nonborrowed reserves so that the expected week t
money stock equals M t-1. Of course, if unantici-
pated shocks occur, realized money need not equal
its weekly target.

The key to this policy’s effect on the money stock
is, of course, the size of the reentry parameter.
The policy’s effect on the funds rate path depends on
the size of relative to the coefficient on the lagged
dependent variable in money demand. As in the
other cases, the one-billion-dollar week zero shock to
money demand affects only the money stock in that

18 Ten weeks after the shock the simulated money stock
is (.86)10 M 0.
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week. The following week, when the aggregate
money stock increase becomes known, the Federal
Reserve adjusts NBR1 to yield M1 = MO. Substi-
tuting this targeting expression into the money de-

mand equation (16) and solving for the funds rate
term yields

( 3 6 )

where Mi+1 = M O and  MO = 1. Equation (36)
immediately shows that if the Federal Reserve de-
sires to choose a reentry rate so that the funds
rate remains at its steady state value during the
entire adjustment to a shock to money demand,
it should choose equal to In such a case, actual
money will return to its steady state at a rate equal
to the public’s speed of adjustment

Suppose the Federal Reserve’s view of the speed
of adjustment in money demand, is incorrect, i.e.,

In this case, as long as the Federal Reserve
chooses it does not matter if Total
reserve demand is approximately predetermined in
each week t and the Federal Reserve can choose
NBR and B to keep the funds rate at its steady state
value. In this case, however, the money stock would
converge back to the steady state after a disturbance
at rate not

To isolate the effect of the gradual reentry rate
without monthly average targeting in this model as
calibrated, consider the results for A and
values as given in Section IV. Since this case puts A
slightly below it has the Federal Reserve pulling
the money stock back to its steady state value a bit
faster than the actual speed of adjustment in the de-
mand for money. Consequently, when the aggregate
money stock becomes known in week one, the policy
pushes the funds rate up to a peak 19 basis points
above its steady state value. Because desired con-
vergence on both the supply and demand side are
both first order autoregressive, the funds rate, money,
and borrowing, all converge monotonically back to
the steady state. The money stock actually converges
back to the steady state at rate = .92 because we
have excluded monthly average targeting. In week
ten money is approximately .44 billion dollars above
its initial value and the funds rate is approximately
9 basis points above its steady state value. Notably,
gradual reentry on a weekly basis alone is much more
accommodative than either the discount window with
progressive pressure or the monthly average tar-

geting components of policy alone, which both put
money at .21 billion dollars above its steady state in
week ten.

VI.
SOME ANALYSIS OF THE

COMPLETE NONBORROWED RESERVE
OPERATING PROCEDURE

This section discusses the nonborrowed reserve
operating procedure as a whole. We investigate the
simultaneous effects of the four components of the
policy : progressive pressure at the discount window;
monthly average reserve targeting, steady borrowing,
and money targeting at a gradual reentry rate.
Within this context, each of the following subsections
focuses on a particular characterization of the Federal
Reserve’s view of borrowing behavior, respectively :
(A) a view that makes aggregate borrowing ‘behave
as a random walk, i.e., B t = B t-1, (B) a view that
borrowing is only sensitive to the contemporaneous
spread between the funds rate and the discount rate,
i.e., B t = ft - d, and (C) a view in accord
with the actual behavior of borrowing in the money

market model, i.e.,

A. Random Walk Borrowing Behavior in the
Federal Reserve’s Monthly Average NBR
Target Generating Model

A major difficulty in designing and implementing
the NBR operating procedure was the choice of the
initial borrowing objective. The Desk uses the
initial borrowing objective to construct the monthly
average nonborrowed reserve path. However, hard
empirical knowledge of the behavior of aggregate
discount window borrowing demand is difficult to
obtain. In particular, the effect of an initial borrow-
ing objective on the money stock depends on the
relation between borrowing volume and the spread
between the funds rate and the discount rate, a rela-
tion that is poorly understood. It is known that
borrowing volume tends to be positively associated
with the spread, but the size of that borrowing-
spread relation seems difficult to pin down precisely.

In an effort to avoid having to employ a guess of
this sensitivity when constructing the monthly aver-
age nonborrowed reserve path, the Federal Reserve
originally assumed an initial borrowing objective near
that prevailing in the most recent week.19 We ap-

19 See Federal Reserve Bank of New York (Summer
1980, p. 60).
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proximate this method of choosing the initial bor-
rowing objective by making borrowing a random
walk in the Federal Reserve’s monthly average target
generating model.

However, our analysis of the NBR operating pro-
cedure shows that in this particular case the policy
generates an unstable path.20 Technically, the analy-
sis establishes that this version of the NBR operating
procedure is unable to return the money stock and
the other variables to their steady state values after a
disturbance. The analysis shows that after about six
weeks of relative calm following a one-billion-dollar
money demand shock, the policy generates explosive
oscillations in money, the funds rate, and borrowing.
Figure 1 illustrates these explosive responses.

This instability can be partially understood as
follows. Suppose the desired money stock target is

Hitting requires producing a funds rate,

20 Research, undertaken after this paper was completed,
has demonstrated that this specific instability is not
robust to plausible changes in other elements of the
model. For example, Moore, Porter, and Anderson
(1985) analyses a closely related model in which the
imposition of a random walk initial borrowing assumption
is not in the least destabilizing. A key difference between
their model and the present one is that the Desk is placed
at the beginning of a six-week month rather than in the
middle of a three-week month. Their model also captures
the apparent reduced form properties of borrowing better
than the present model even under the assumption that
initial borrowing is interest sensitive. Thus, complete
reckoning of the sources of stability and instability in the
nonborrowed reserve targeting period awaits further
investigation.

Figure 1

IMPULSE RESPONSES: RANDOM WALK
INITIAL BORROWING ASSUMPTION

(1 Billion Dollar Money Demand Shock in Week 0)

expected to induce the public to demand that
quantity of money. Achieving in turn, requires
using a guess of the interest sensitivity of borrowing
to choose NBR t in order to force a volume of bor-
rowing that will generate

Now suppose that the Federal Reserve sets the
initial borrowing objective Bt equal to realized bor-
rowing in the previous period. In general will not
equal Bt-1, and so this random walk borrowing ob-
jective will not achieve What’s more damaging
from a stability point of view is that by making bor-
rowing behave as a random walk, the Federal Re-
serve introduces explosive swings into the funds rate
and the money stock path. In practice the Desk,
observing these large swings, would readjust its
NBR path. But with random walk borrowing, the
money stock has no tendency to return to its predis-
turbance steady state level.

The important point is that even though automatic
funds rate increases associated with unexpected in-
creases in money and reserve demand under nonbor-
rowed reserve targeting might provide good protec-
tion against unexpected bursts of money growth, as
long as policy tends to induce a random walk in bor-
rowing it will nevertheless tend to induce a random
walk in money.

B. Contemporaneous Borrowing-Spread
Sensitivity in the Federal Reserve’s
Monthly Average NBR Target
Generating Model

Apparently, the Federal Reserve came to realize
the difficulties inherent in trying to keep the money
stock in the neighborhood of its target while con-
structing the reserve path using a random walk bor-
rowing objective. Consequently, the Federal Reserve
replaced the random walk initial borrowing objective
with an explicit rule of thumb relating borrowing to
the spread between the funds rate and the discount
rate.  In other words,  i t  appears that  the Fed
eventually began constructing its monthly average
nonborrowed reserve target as described in Section
II. B.

In any case, our model suggests that making this
seemingly simple procedural change produces strik-
ingly different results. As calibrated in Section IV,
the model solution moves from being explosive to
stable and generally well-behaved. In particular, the
NBR operating procedure now succeeds in restoring
the money stock, the funds rate, and borrowing back
to their respective steady state values after any dis-
turbance.
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It is informative to look at the response of this
complete nonborrowed reserve operating procedure
to a one-billion-dollar money demand shock. Com-
parisons of the relevant responses between this policy
and its individual components are shown in Figures
2, 3, and 4.21 The complete NBR operating procedure
has the funds rate rising by 14 basis points in week
one and peaking at 15 basis points in the third week
following the money demand shock. The money
stock in the tenth week is .44 billion dollars above
its steady state value; and the actual reentry rate
is .92. The important point about the response
pattern for the complete NBR operating procedure
is that it closely approximates the response of pure
weekly money stock targeting. In other words, the
gradual reentry rate effect overwhelmingly dominates
the progressive pressure discount window policy and
the steady borrowing-monthly average components of
the NBR operating procedure.

C. Progressive Pressure Borrowing Behavior
in the Federal Reserve’s Monthly Average
NBR Target Generating Model

As it happened, at no time did the Federal Reserve
document using leads or lags in its view of borrowing

21 Figure 2 shows only the money stock responses for
two policies, progressive discount window pressure and
the complete NBR procedure. In fact, the money stock
path for the steady borrowing case virtually coincides
with that for progressive pressure, and weekly money
targeting almost duplicates the money stock path using
the complete NBR procedure.

Figure 2

FUNDS RATE RESPONSE TO
MONEY DEMAND SHOCK

(1 Billion Dollar Shock in Week 0)

Figure 3

MONEY STOCK RESPONSE TO
MONEY DEMAND SHOCK

(1 Billion Dollar Shock in Week 0)

demand behavior in constructing its NBR targets.
While the Federal Reserve did recognize that pro-
gressive pressure discount window administration
would make borrowing demand depend on past
realized borrowing and expected future borrowing, it
had no reliable empirical estimates of the way leads
and lags affect borrowing demand.

However, within our model it is possible to deter-
mine how policy would have been different if the
Federal Reserve had used the model’s true dynamic

Figure 4

RESPONSE OF ADJUSTMENT BORROWING
TO MONEY DEMAND SHOCK

(1 Billion Dollar Shock in Week 0)
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borrowing equation (4a) in its targeting procedure.
In this case, using the parameter values given in
Section IV, the model solution is still stable and well-
behaved. The NBR operating procedure succeeds in
restoring the money stock, the funds rate, and bor-
rowing back to their respective steady state values
after any disturbance. The response to a one-billion-
dollar money demand shock is quite similar to the
response described in Section VI. B. Here, the funds
rate rises by about 16 basis points in week one and
rises about 2 more basis points to its peak in week
two. The money stock in week ten is .48 billion
dollars above its steady state, reentering at a .92 rate.
The major difference between these policies appears
to be in the borrowing response. Here, borrowing in
weeks one through four is respectively .08, .05, .03,
and .03 billion dollars above its steady state level.
For the case described in Section VI. B, borrowing
in corresponding weeks is .08, .02, .05, and .03 re-
spectively. In other words, borrowing moves more
smoothly back to the steady state when the Federal
Reserve has the correct view of borrowing in its
NBR target generating model.

VII.
A SUMMARY OF RESULTS

The paper presents a theoretical analysis of the
nonborrowed reserve operating procedure by decom-
posing it into four component parts: progressive
pressure discount window administration, monthly
average nonborrowed reserve targeting, steady bor-
rowing, and pure weekly money stock targeting with
a gradual reentry rate.

Progressive pressure at the discount window with
fixed weekly nonborrowed reserves produces a cumu-
lation in the funds rate in response to a money de-
mand shock. Our specification of the lag length in
the borrowing equation in conjunction with lagged
reserve requirements causes the funds rate to peak
five weeks after the shock occurs.

Given the reluctance to target on weekly money
stock numbers, with their high noise to signal ratios,
it was natural to introduce monthly averaging into the
nonborrowed reserve targeting procedure. However,
monthly average nonborrowed reserve targeting has
its own set of problems. A “rolling month” formu-
lation propagates forever an initial weekly nonbor-
rowed reserve condition with a three-week period.
A calendar month formulation truncates this propa-
gation, but forces the Federal Reserve to face up to a
last-week-of-the-month problem which can be equally
troublesome.

Targeting monthly average nonborrowed reserves
at its steady state value while imposing a steady bor-
rowing restriction produces an outcome somewhat
like progressive pressure discount window admini-
stration with fixed weekly nonborrowed reserves.
The degree of money stock control is similar and the
funds rate cumulates in the same way following a
money demand shock. However, the steady bor-
rowing-monthly average targeting procedure has
some distinctive features. First, the weeks on either
side of the funds rate peak (initiated by a one-billion-
dollar positive shock to money demand) have funds
rates about 20 basis points below the peak. Thus,
the policy produces a relatively large temporary
movement in the funds rate. Second, the policy which
is designed to smooth aggregate borrowing in order
to smooth the funds rate path in fact does neither.

There is no funds rate cumulation following a
money demand shock for pure weekly money stock
targeting along a gradual reentry path. The funds
rate peaks the week following the shock. In this
case the Federal Reserve can produce a flat funds
rate profile during the period of adjustment by simply
choosing the reentry rate to equal its view of the
speed of adjustment in money demand, Even if
its estimate of is wrong, the procedure still pro-
duces a flat funds rate path. Although reentry will
occur at a rate of instead of

When the nonborrowed reserve operating pro-
cedure was initially implemented, the difficulty that
the Federal Reserve had in obtaining empirical esti-
mates of the relation between aggregate discount
window borrowing and the spread between the funds
rate and the discount rate led it to approximately
use a random walk borrowing objective as a means
of constructing the monthly average nonborrowed
reserve target. Our analysis shows that this method
of choosing the initial borrowing objective causes the
model as calibrated in Section IV to be unstable.
That is, it shows this policy to be unable to restore
the money stock to its predisturbance steady state
value after a disturbance.

Later in its experience with the nonborrowed
reserve operating procedure the Federal Reserve
appears to have replaced the random walk initial
borrowing objective with an explicit rule-of-thumb
relating borrowing to the funds rate-discount rate
spread. The result of this seemingly simple proce-
dural change in our model is striking. The model
solution moves from being explosively unstable to
being stable and well-behaved. In terms of its
component parts, the response of this complete non-
borrowed reserve operating procedure to a money
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demand shock is surprisingly similar to the response
of the pure weekly reentry money stock targeting
component of policy. The contributions of progres-
sive pressure at the discount window and steady bor-
rowing with monthly average targeting are not
readily apparent in the response of the overall policy.
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THE AGRICULTURAL OUTLOOK FOR 1986

. . . CONTINUED FINANCIAL WEAKNESS SEEN
Raymond E. Owens

The agricultural sector is confronted with a num-
ber of problems as the year begins. Strong export
demand for agricultural products, which raised farm
incomes and attracted resources into agricultural
commodity production in the 1970s, collapsed in the
mid-1980s, leading to large stock buildups, low prices,
and low income levels in the farm sector. It was
against this backdrop that the Farm Bill was renewed
in 1985. At the United States Department of Agri-
culture’s (USDA) annual Outlook Conference held
December 3-5, department analysts discussed agri-
cultural problems and policies. Their forecasts are
summarized below.

Financial Situation

After totaling $141.8 billion in 1984, farming cash
receipts as shown in Table I will likely reach only
$136$140 billion in 1985 and fall to the $132-$138
billion range in 1986. While receipts from crops are
expected to fall throughout the year, cash receipts
from livestock should strengthen in 1986 due to
anticipated higher prices. Table I indicates that
government payments are expected to add an equal
$12-$19 billion to farm income in both 1985 and 1986.
Predictions are for total gross income of the agricul-
tural sector to range between $159 and $164 billion in
1985, down from $174 billion in 1984, but above the
$154-$159 billion level expected in 1986.

Lower gross income levels will be tempered by
lower production expenses in 1985 and 1986. Total
expenses reached $139.5 billion in 1984, but should
reach only $132-$136 billion in 1985 and $130-$134
billion in 1986, leaving the projected nominal net
cash income estimates at $37-$41 billion in the latter
two years. Net farm income-which includes farm
household consumption, the rental value of farm
dwellings, and inventory changes-is expected to fall
from last year’s $25-$29 billion to $22-$26 billion this
year. The cash flow1 for the farm sector as a whole

1 USDA defines cash flow as the sum of net cash income,
net change in total loans outstanding to the farm sector,
and rental income less capital expenditures.

should improve this year, increasing from a level of
$34-$38 billion in 1985 to a level of $38-$42 billion
in 1986. The largest contribution to this gain will
be a smaller paydown of agricultural debt. In 1985
agricultural debt outstanding (excluding CCC loans)
was reduced by $6-$10 billion, whereas a reduction
of only $2-$6 billion is expected in 1986.

The farming sector balance sheet shown in Table
II indicates that aggregate farm wealth will weaken
through 1986, although at a slower rate than in the
past few years. Real estate, comprising almost three-
fourths of all assets, fell in value from $780 billion
in 1981 to an estimated $575-$625 billion in 1985
with expectations of a further drop to $555$620
billion in 1986. By contrast, the value of nonreal
estate assets, consisting primarily of farm equipment,
remained relatively stable over the same period.
Since the value of total assets fell from a level of over
$1 trillion in 1981 to an estimated level of $770-$830
billion in 1986, it follows that real estate values are
the chief contributor to that fall.

Farming sector liabilities are divided almost evenly
between real estate and nonreal estate debt. After
an upward trend through 1982, real estate debt de-
creased slightly in 1983 and is expected to continue
falling. Nonreal estate debt will likely remain un-
changed to slightly higher in 1986. The estimate for
nonreal  estate debt ranges from $98 to $102 billion
in 1985 and $99 to $106 billion this year.

Total equity of the farm sector is expected to con-
tinue to decline. After totaling $816.3 billion in 1981,
equity should range between $595-$635 billion in
1985 and $.570-$630 billion in 1986.

Agricultural Credit

The outlook for agricultural credit reflects the
farm sector’s economic outlook. Lower income levels
and weakened balance sheet figures will translate into
tighter credit conditions in 1986. Farmers will likely
encounter greater difficulties obtaining loans from
and servicing debt to financial institutions and gov-
ernment lending agencies struggling to maintain
profit margins.
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Item

Table I

FARM INCOME AND CASH FLOW STATEMENT

(Billion dollars)

1982 1983 1984 1985F 1986F

142.9 136.3 141.8
72.7 66.8 69.1
70.3 69.4 72.7

3.5 9.3 8.4
3.5 4.1 4.0
0.0 5.2 4.5

2.6 2.5 3.0

149.0 148.1 153.3

14.0 13.1 12.9

163.0 161.2 66.2

- 1.4 - 10.6 7.8

161.6 150.6 174.0

110.7 109.8 114.1

136.9 135.6 139.5

38.3 38.3 39.2
18.5 17.8 17.5

24.6 15.0 34.5
11.9 7.0 15.5

8.5 5.0 11.1

37.9 38.8 40.0

7.3 3.5 - 1.5

4.0 2.5 - 0.8
3.3 1.0 - 0.7

5.7 4.6 5.4

51.3 46.3 43.1

13.7 13.0 12.5

37.6 33.3 30.7

Farm income sources:

1. Cash receipts . . . . . . . . . . . . . . . . . .
Crops 1 . . . . . . . . . . . . . . . . . . . . . . .
Livestock . . . . . . . . . . . . . . . . . . . . . .

2. Direct Government payments.....
Cash Government payments
Value of PIK commodities

3. Farm related income2......................

4. Gross cash income (1 + 2 + 3)3

5. Nonmoney income4........................

6. Realized gross income (4 + 5) ......

7. Value of inventory change .....

8. Total gross income (6 + 7) .............

production expenses:

9. Cash expenses5,6 . . . . . . . . . . . . . . . . . .

10. Total expenses. . . . . . . . . . . . . . .

Income statement:

11. Net cash income:1,6

Nominal (4- 9). . . . . . . . . . . . . .
Deflated (1972$)7. . . . . . . . .

12. Net farm income:1

Nominal total net (8 - 10). . .
Deflated total net (1972$)7. . . .
Deflated total net (1967$)8. . . .

13. Off-farm income . . . . . . . . . . . .

Other sources and uses of funds:

14. Change in loans outstanding6

Real estate. . . . . . . . . . . . .
Nonreal  estate9 . . . . . . . . . .

15. Rental income. . . . . . . . . . . . .

16. Gross cash flow (11 + 14 + 15)

17. Capital expenditures6. . . . . . . . .

18. Net cash flow1,6 (16 - 17) . . . . . .

F = Forecast as of 11/19/85.
1 Includes net CCC loans.
2 Income from custom work, machine hire, farm and recreational activity, and forest products.
3 Numbers in parentheses indicate the combination of items required to calculate a given item.
4 Value of home consumption of farm products and imputed rental value of farm dwellings.
5 Excludes depreciation and perquisites to hired labor.
6 Excludes farm households.
7 Deflated by the GNP implicit price deflator.
8 Deflated by the CPI-U.
9 Excludes CCC loans.

Source: U. S. Department of Agriculture, Economic Research Service.
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Total farm debt is expected to fall in 1985 and
1986 as is total equity. The latter, however, is ex-
pected to decline even more than the former. As
farm income is not expected to improve in 1986,
further debt service pressure will be placed on farms.
On the positive side, however, the recent fall of
interest rates may offer some relief.

The rate of delinquent farm loans at commercial
banks has been trending upward for the three years
that banks have been reporting delinquencies. Ac-
cording to data compiled by the staff of the Federal
Reserve Board, 9.2 percent of all farm production
loans outstanding as of September 30, 1985 were
nonperforming or past due 30 days or more. The
comparable figure for a year earlier was 6.5 percent.
Government and government-sponsored credit agen-
cies have experienced similar increases. Although
the payment schedule for Farmers Home Adminis-
tration (FmHA) loans makes it difficult to compare
delinquent loan figures with those of banks, FmHA
held a substantial amount of delinquent loans in 1985.
FmHA will end a two-year moratorium on farm
foreclosures beginning in 1986. Although the agency
expects to restructure debt or develop other solu-

tions for the majority of its delinquent borrowers,
some loans will be called in this year. In mid-1985
the Cooperative Farm Credit System (FCS) re-
vealed that delinquent and nonperforming loans were
threatening its liquidity. The FCS experienced a net
operating loss of $426 million through the first three
quarters of 1985, with expected year-end losses of
approximately $600 million. As a result, it sought
and received federal help in the form of legislation
authorizing an emergency line of credit should one
become necessary.

USDA studies conclude that farmers most likely
to experience financial stress are either highly lever-
aged or dependent upon export-sensitive commodities
for their income. This conclusion is supported by
data from the Federal Reserve Board showing that
while net income before interest payments has been
positive and stable in the eighties, net income after
interest payments has declined to an average level
close to zero. The implication is that producers
earning average incomes and bearing average debt
service requirements have been breaking even while
those with below-average incomes or above-average
debt service have not.

Table II

BALANCE SHEET OF THE FARMING SECTOR, EXCLUDING OPERATOR HOUSEHOLDS, DECEMBER 31

Item 1981 1 1982 1983 1984 1985F 1986F

Assets:

Real estate . . . . . . . . . .
Nonreal  estate . . . . . . . . . . .

Total assets. . . . . . . . . .

Liabilities:

Real estate . . . . . . . . .
Nonreal  estate:

CCC loans . . . . . . . . . .
Other nonreal  estate. . . . . .

Total nonreal  estate. . . . . . . . .
Total liabilities. . . . . . . . .

Total farm equity . . . . . . . . . . . . . .

Selected ratios:

Debt-to-asset . . . . . . . . . . .
Debt-to-equity . . . . . . . . . . . . . . . . . . .

780.2 745.6 736.1 639.6 575-625 555-620
225.0 232.2 220.4 216.5 200-230 190-235

1,005.2 977.8 956.5 856.1 790-840 770-830

97.3 101.2 103.7 102.9 96-101 93-99

8.0 15.4
83.7 87.0
91.7 102.4

189.0 203.7

816.3 774.2

18.8 20.8 21.2 23.2 23-25 23-26
23.1 26.3 26.9 30.3 31-33 31-35

(Billion dollars)

F = Forecast as of 11/14/85.
1 Peak year for nominal asset values. Equity peaked in 1980.

source: U. S. Deportment of Agriculture, Economic Research Service.
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10.8 8.7
88.0 87.3
98.8 96.0

202.5 198.9

754.0 657.2

Ratios

14-18 17-21
82-86 80-86
98-102 99-105

195-202 194-201

595-635 570-630
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Export Outlook

The prosperity enjoyed by the agricultural sector
in the seventies was primarily the result of increased
export demand stemming from low worldwide crop
yields that forced many nations to seek external
sources of food and feed grains. A relatively low
dollar exchange rate also made American commodi-
ties attractive to foreign purchasers. On the supply
side, the United States had relatively large stocks on
hand and a highly productive agricultural sector.
Both the physical volume and prices of exported
commodities rose dramatically. The rise in exports
boosted farm income and farmland prices. Farmers
responded by directing more resources into agricul-
tural production, especially in those commodities
benefitting from the high export demand,

The current decade has witnessed a dramatic re-
versal of the 1970s export experience. The reasons
include increased foreign production, a sluggish
worldwide economy, and a strong dollar. In 1985,
lower exports frustrated the efforts of the farm sector
to reduce the large stocks accumulated in the last
several years. Farm exports totaling $38 billion in
1983/84 fell to $31.2 billion in 1984/85. The 1985/86
forecast is for further declines to about $29.0 billion.

Export volume as well as value is down. It fell
from 162.3 million tons at the beginning of the decade
to an estimated 125.7 million tons in 1985 and is
projected to fall to 120.5 million tons in 1986. Mean-
while, imports have been climbing, although not as
fast as exports have been falling. Import values,
which totaled $15.5 billion in 1981/82, are estimated
to rise to $20.0 billion in 1985/86.

These data do not bode well for the U. S. agri-
cultural trade balance, which has experienced severe
reductions in the last few years. The figure stood at
$26.6 billion in 1980/81 but is forecast to fall to $11.4
billion in 1984/85 and $9.0 billion in 1985/86.

Over the longer term, the outlook for improvement
in the terms of agricultural trade is mixed. Com-
modity export incentives included in the 1985 Farm
Bill are likely to help exports in the near term. A
further stimulus is the recent weakening of the dollar
on the foreign exchanges. The current world surplus
of grain, however, suggests that worldwide structural
changes have resulted in an increased global capacity
to produce farm commodities. Unless economic or
weather conditions dictate otherwise, substantial long-
term improvements in the trade position of the U. S.
agricultural sector may be slow to materialize.

Agricultural Policy

The package of agricultural legislation known col-
lectively as the Farm Bill was renewed in late 1985.
The current legislation carries with it a number of
changes from the previous farm legislation enacted
in 1981. These are designed in part to support the
sagging income levels of farmers in the short term
while allowing agricultural production and prices to
gravitate to market-dictated levels in the longer term.

The shift in the emphasis of the current farm legis-
lation was dictated in part by perceived shortcomings
in the 1981 legislation. Analysts in attendance at the
1985 Outlook Conference generally conceded that the
price supports for major crops were set too high in
the 1981 Bill. Policymakers in 1981 had predicted
that farm commodity prices would trend upward and
had established price supports on the basis of those
predictions. They failed to foresee the increased
worldwide production and the appreciation of the
dollar, both of which caused market prices to fall far
short of support levels. The resulting excessive level
of support prices generated surplus production, a.
sharp increase in government held grain and dairy
stocks, and decreased export levels,

The 1985 Bill provides for a sharp lowering of the
price support through decreased loan rates.2 Lower
loan rates will reduce the compensation that farmers
receive from the CCC and provide a smaller incentive
to place commodities under government loan. Also,
lower loan rates will encourage the export of greater
quantities of eligible commodities.

Farmers will not bear the full impact of lower
commodity prices resulting from the lower loan rates,
however. Direct payments to farmers in the form of
deficiency payments will be increased under the new
legislation. 3 These payments are structured to fully
compensate farmers at current price support levels
through 1987 and then to fall gradually after that.

To be eligible for price supports, farmers must
enroll in the USDA conservation programs. These
programs generally require the farmer to reduce

2 The loan rate is the amount that a farmer can borrow
from the Commodity Credit Corporation (CCC) when
pledging a commodity as collateral. The loan is subject
to a designated rate of interest and must be repaid at the
expiration of its term, or the collateral will be forfeited.
Eligible commodities under this program include wheat,
corn, sorghum, barley, oats, rye, soybeans, rice, peanuts,
cotton, sugar, honey, and tobacco.
3 Deficiency payments are those made to farmers en-
rolled in the price support programs. The amount that
eligible farmers receive equals the smaller of the average
cost of producing a commodity less either the market
price or the loan rate.
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plantings of the commodities having price supports.
Under the new farm legislation, the required acreage
reductions have been increased to 20 percent for feed
grains, 35 percent for rice, 25 percent for wheat, and
25 percent for cotton.

Livestock producers will also be affected by the
1985 Farm Bill, Lower loan rates should translate
into lower feed costs and higher profit margins for
cattle, hog, and poultry producers. The dairy indus-
try also will benefit from lower feed costs, but more
important is the incentive to reduce dairy production
by reducing herds. Under a new program, dairy
producers may offer to sell part or all of their herds
to the government on a bid basis. Producers sub-
mitting successful bids must agree not only to reduce
their herds but to remain out of dairy production
for at least five years. The program is to be funded
through fees paid by dairy farmers.

Besides reduced loan rates, other incentives to
promote agricultural exports are incorporated into
the new farm bill. The USDA has the authority to
spend up to $325 million for direct export credits.
Also not less than $5 billion in loan guarantees must
be made available for short-term export credit in
1986. Both measures, together with other provisions
in the bill, are intended to encourage exports and to
reduce the buildup of domestic grain stocks.

Food Prices

Abundant food supplies and a low inflation rate
combined to keep food price increases modest despite
strong consumer demands. The retail price of food
rose only 2.2 percent in 1985, one of the smallest in-
creases in 18 years. The price of food bought in
grocery stores was up only 1 percent, while the price
of food in restaurants rose 4 percent.

Contributing to the abundant supplies were large
harvests and higher than normal slaughter weights
for livestock. The overall farm level price for food
dropped 7 percent in 1985. Food processing and
distribution costs, which comprise a large portion of
the total cost of food, rose 5.2 percent as strong
consumer demand enabled food processors to widen
their profit margins.

A price increase of 2 to 4 percent is forecast for
1986. Food bought in grocery stores should rise only
1 to 3 percent but restaurant prices may rise 3 to 5
percent. Higher meat prices will largely account for
the increases. Cattle herd liquidations which con-
tributed to abundant meat supplies in 1985 have
ended, meaning smaller meat supplies and higher
prices in 1986.

The outlook for individual food prices is for gen-
erally modest increases in most categories this year.
Red meat prices can be expected to rise 3 to 5 per-
cent at the retail level. Poultry consumption will
likely benefit from higher red meat prices as con-
sumers shift more of their meat expenditures toward
poultry. Prices are expected to be unchanged as
poultry production and consumption rise in 1986.

Egg prices fell sharply in 1985 as the disruptions
to supplies caused by the 1984 avian flu ended.
Output will be lower in 1986 and price increases of
3 to 5 percent are expected. Dairy prices have shown
only modest increases in recent years as dairy price
supports have fallen. The outlook is for unchanged
dairy prices this year. Fruit prices should rise again
in 1986. Substantial fruit tree damage during the
last two winters has decimated fruit production, and
it will be several years before new trees reach the
fruit bearing stage.

Vegetable prices are expected to fall 3 to 5 percent
in 1986. Supplies should be plentiful due to good
weather conditions in winter vegetable growing areas
and to extensive imports from Mexico. Cereal prod-
ucts prices should increase 2 to 4 percent this year.
These products are highly processed and their retail
prices are influenced by marketing costs.

1986 COMMODITY OUTLOOK

The Outlook Conference’s analysts offered price
and production prognostications for key farm com-
modities in 1986. Their forecasts for several com-
modities produced in the Fifth District appear below.

Tobacco

The outlook for tobacco in 1986 is dominated by
large carryover stocks resulting from decreased ex-
ports of domestically produced leaf and declining
domestic demand. Industry analysts point to high
support prices in the United States as a primary
factor for lost export sales. Production in other
countries has increased to fill the gap created by
reduced U. S. exports, effectively supplanting Ameri-
can leaf on international markets with foreign leaf.

Domestic production and price depend on the
quota set by USDA. The flue-cured poundage has
been set at 757 million pounds, 2 percent below the
1985 level and the maximum reduction allowed by
law. Although the burley quota has yet to be an-
nounced, it is likely that it too will be set below the
1985 amount.
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Lower production quotas are the result of both
high carryovers and overmarketings in 1985, the
latter being the excess of what tobacco producers sell
in a season over what the quota allows. The over-
marketing must be matched by a corresponding
undermarketing in the following season. That is,
overmarketings must be subtracted from the total
quota of the following season to yield the effective
quota. For the current year, the effective quota for
flue-cured leaf will be 722 million pounds, a figure
reflecting the 1986 quota of 757 million pounds less
35 million pounds of 1985 overmarketings.

Even with lower quotas, lower exports combined
with weak domestic demand mean no significant re-
duction of tobacco stocks in the near term. Domestic
cigarette output fell to 662 billion pieces in 1985, 75
billion below the 1981 figure. Domestic tobacco
demand has fallen in response to health concerns
and sharply increased taxes on tobacco products.

Dairy

Dairy producers are expected to raise production
in 1986 unless the federal dairy herd buy-out pro-
gram can substantially reduce total herd size. In the
absence of the buy-out program, USDA has pro-
jected a 3.3 percent rise in milk production at the
current support price of $11.60 per hundredweight
of milk. Consumption is expected to rise more slowly
than production in 1986 leading to projected CCC
milk purchases of a near record 16 billion pounds.

The provisions of the 1985 Farm Bill may dra-
matically alter the current 1986 production projec-
tions however. Actual production is expected to
hinge on the success of the dairy herd buy-out pro-
gram. If successful, the herd reductions will act to
limit milk output. Critics of the buy-out program
warn, however, that the dairy herds liquidated are
likely to be the least productive ones, and that their
removal will have little impact on total production
levels.

Soybeans

High yields in 1985 translated into a bumper soy-
bean crop of over 2 billion bushels. Although last
year’s demand was strong, the size of the crop ex-
ceeded usage, causing carryover stocks to be large
entering 1986. In response to large stocks, prices
fell, possibly averaging only $5.15 per bushel in
1985/86 according to USDA estimates.

For 1986, soybean and soybean meal exports are
expected to grow by 13 percent and 12 percent,

respectively. While growth in the export market
is a welcome sign, soybean market analysts feel that
it cannot long continue since export potential is
limited by the saturation of foreign markets and by
competing oilseeds such as sunflowers and rapeseed.

Poultry and Eggs

Broiler producers are expected to benefit from (1)
lower feed prices resulting from lower crop price
supports and (2) decreased red meat production this
year. Broiler production is expected to increase 4
percent in response to expected higher profit margins,
to 14.1 billion pounds, Even with expanded output,
prices will likely average 50 cents per pound, about
the same level as in 1985.

Turkey production is projected to be up 9 to 11
percent in 1986. Favorable returns in 1985 should
give producers incentives to raise slaughter rates in
1986. Prices may weaken in the current year, how-
ever, in light of the high stocks of frozen turkeys
currently on hand. Over the first six months of
1986, turkey prices are expected to average 59 to 63
cents per pound, below the 67 cents per pound aver-
age of the same period a year ago. Prices for the
second half of 1986 will likely show some improve-
ment, but the expected 62 to 67 cents per pound will
fall short of the 84 to 85 cents per pound received in
the last six months of 1985.

Egg production will be lower but prices higher this
year. An abundant supply of eggs in 1985 kept pro-
ducers’ returns low. For 1986 a decrease of 1 per-
cent, to 2,805 million dozen, is expected in egg pro-
duction. Prices are expected to average 68 to 72
cents per dozen, up from 66 to 67 cents per dozen
received in 1985.

Cattle and Hogs

Beef production should be down 4 to 6 percent in
1986 as slaughter numbers and weights are expected
to be lower. Smaller beef supplies should strengthen
prices. Choice fed steers will likely sell for the
middle $60s per hundredweight this year, up from
$58 per hundredweight in 1985.

Hog producers are also ending their herd liquida-
tions, As a result, hog production may fall 1 percent
in 1986, although lower grain prices or stronger hog
prices could send production higher by year end.
Prices for barrows and gilts averaged $45 per hun-
dredweight in 1985 and may reach the upper $40-
per hundredweight this year.
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